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#### Abstract

In this paper we show that a result of S. W. Hawking and R. Penrose [Proc. Roy. Soc. London Ser. A, 314 (1970), pp. 529-548] on the existence of conjugate points for a real second order linear differential equation is a consequence of a much earlier result of M. Yelchin [5]. Yelchin's original proof is clarified and corrected and his result is extended. As a result, we obtain extensions of the Hawking-Penrose theorem and Tipler's [J. Differential Equations, 30 (1978), pp. 165-174] a complementary result to said theorem.
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1. Introduction. In 1970 S. W. Hawking and R. Penrose ([3, p. 541], Hawking and Ellis [2, p. 98]) proved the following interesting result concerning the existence of conjugate points on $(-\infty, \infty)$ for

$$
\begin{equation*}
y^{\prime \prime}+q(x) y=0 . \tag{1.1}
\end{equation*}
$$

Proposition 1 (Hawking and Penrose). Let $q:(-\infty, \infty) \rightarrow[0, \infty)$, $q$ continuous on $(-\infty, \infty)$ and $q\left(t_{1}\right)>0$ for at least one point $t_{1} \in \mathbb{R}$. Then (1.1) is not disconjugate on $(-\infty, \infty)$.

We recall that (1.1) is said to be (Wintner) disconjugate on $(-\infty, \infty)$ provided every nontrivial solution has at most one zero on $(-\infty, \infty)$. It is nondisconjugate or, more simply, not disconjugate on $\mathbb{R}$ otherwise, i.e., there exists at least one nontrivial solution of (1.1) which has at least two zeros in $(-\infty, \infty)$.

The relevance of the study of conjugate points of (1.1) to general relativity has been pointed out in [4]. For example, the Jacobi equation

$$
\frac{d^{2} Z^{\alpha}}{d t^{2}}=R_{\alpha a \beta b} V^{a} Z^{\beta} V^{b}
$$

which is defined along a timelike geodesic (see [2]) $\gamma(t)$ on which $Z^{\alpha}$ is a Jacobi field, $t$ is the proper time along $\gamma(t), V^{a}$ is a unit tangent vector to $\gamma(t)$ and $R_{a \alpha \beta b}$ is the Riemann tensor, has a solution which vanishes at two points $t_{1}<t_{2}, t_{i} \in I$, if and only if (for example, [4]) (1.1) has a solution $y \not \equiv 0$ vanishing at $t_{1}$ and $t_{2}$ where

$$
q=\frac{1}{3}\left(R_{a b} V^{a} V^{b}+2 \sigma^{2}\right)
$$

and $R_{a b}$ is the Ricci tensor and $\sigma^{2}$ some nonnegative function. The existence of such conjugate points for (1.1) with $q$ defined above is related to the incompleteness of timelike geodesics via the Avez-Hawking theorem (see [4] for further details).

[^0]An elementary proof of Proposition 1 is given by F. J. Tipler [4, Thm. 1] who complements the Hawking-Penrose result with

Proposition 2 (Tipler). Let $q:(-\infty, \infty) \rightarrow(-\infty, \infty)$, $q$ continuous on $(-\infty, \infty)$ and

$$
\begin{equation*}
\int_{-\infty}^{\infty} q(s) d s>0 \tag{1.2}
\end{equation*}
$$

(where the integral is to be understood in the sense

$$
\liminf _{t_{1} \rightarrow-\infty}\left(\liminf _{t_{2} \rightarrow+\infty} \int_{t_{1}}^{t_{2}} q(s) d s\right)>0
$$

whenever (1.2) fails to converge). Then (1.1) is not disconjugate on $(-\infty, \infty)$.
Tipler's results are reconsidered, in part, in a subsequent paper by C. D. Ahlbrandt, D. B. Hinton and R. T. Lewis [1] who present a finite interval analogue of Proposition 1 for the weighted equation

$$
\left(y^{\prime}(x) / r(x)\right)^{\prime}+q(x) y(x)=0, \quad-\infty \leqq a<x<b \leqq \infty,
$$

which, however, does not allow the case $r(x)=1,[1$, Thm. 3.3].
2. The aim of this paper is to show that, in fact, Propositions 1 and 2 above are consequences of a much earlier result of M. Yelchin [5, Thm. 1] which we call Yelchin's theorem and which we extend in Theorem 3.1. It is to be noted that Yelchin's proof of said theorem causes difficulties as there are many misprints, some of which appear to be errors on the author's part. However his proof can still be saved and the results duly extended to the case when $q$ is merely required to be locally Lebesgue integrable on ( $a, b$ ), (a finite or infinite interval).

Furthermore, we emphasize that Yelchin's results in [5] actually yield a necessary and sufficient condition for (1.1) to be nondisconjugate on $(a, b)$. However, the stated condition is not wholly dependent upon $q$, as one may expect.
3. In the sequel all integrals are Lebesgue integrals and $A C_{\text {loc }}(a, b)$ stands for the class of all real-valued functions defined on ( $a, b$ ) and locally absolutely continuous there. The interval $(a, b)$ will be a finite or infinite interval, $-\infty \leqq a<x<b \leqq+\infty$. The (equivalence) class of all functions which are locally Lebesgue integrable on ( $a, b$ ) will be denoted by $L_{\text {loc }}(a, b)$ and the Lebesgue measure of a measurable set $E \subset(a, b)$ by $\mu(E)$.

Next, let $\mathscr{A}$ denote the collection of all functions $\psi:(a, b) \rightarrow \mathbb{R}$ which satisfy (i) and (ii):
(i) $\psi \in A C_{\text {loc }}(a, b)$,
(ii)

$$
\begin{equation*}
\lim _{\substack{\beta \rightarrow b^{-} \\ \alpha \rightarrow a^{+}}}\left[\arctan \int_{x_{0}}^{x} \exp \left\{-2 \int_{x_{0}}^{t} \psi(s) d s\right\} d t\right]_{x=\alpha}^{x=\beta}=\pi \tag{3.1}
\end{equation*}
$$

and $x_{0} \in(a, b)$ is a fixed (but otherwise arbitrary) point. The main result of this paper is
Theorem 3.1a). Let $q \in L_{\mathrm{loc}}(a, b)$. Furthermore let $\psi \in \mathscr{A}$ satisfy

$$
\begin{equation*}
\psi^{\prime}(x)+\psi^{2}(x)+q(x) \geqq 0 \quad \text { a.e. on }(a, b) \tag{3.3}
\end{equation*}
$$

with strict inequality holding on sets $E^{-}, E^{+}\left(E^{-} \subset\left(a, x_{0}\right], E^{+} \subset\left[x_{0}, b\right)\right)$ with $\mu\left(E^{ \pm}\right)>0$. Then (1.1) is not disconjugate on ( $a, b$ ).

Theorem 3.1b). Conversely, let (1.1) be nondisconjugate on $(a, b)$. Then there exists a function $\psi \in \mathscr{A}$ which satisfies (3.3) a.e. on ( $a, b$ ).

As an immediate consequence we obtain Yelchin's theorems [5, Thms. 1,2] which are stated there for continuous $q$.

Corollary 3.1. Let $q \in L_{\text {loc }}(-\infty, \infty), q:(-\infty, \infty) \rightarrow[0, \infty)$ and $q(x)>0$ on some measurable set $E \subset(-\infty, \infty)$ with $\mu(E)>0$. Then (1.1) is not disconjugate on $(-\infty, \infty)$.

Remark 1. The above corollary contains the Hawking-Penrose results. For if $q$ is continuous on $(-\infty, \infty), q(x) \geqq 0$ and $q\left(t_{1}\right)>0$ for some point $t_{1}$, then $q(x)>0$ in some finite interval about $t_{1}$, by continuity. Such an interval has positive Lebesgue measure and hence Corollary 3.1 applies.

Remark 2. That the Hawking-Penrose result is a direct consequence of Yelchin's theorem is seen by choosing $\psi=0$ in Theorem 3.1a) and applying a continuity argument to (3.3) in order to obtain strict inequality. (Note that (3.2) is trivially satisfied for this choice of $\psi$ on $(-\infty, \infty)$ ).

Corollary 3.2. Let $q \in L_{\mathrm{loc}}(-\infty, \infty), q:(-\infty, \infty) \rightarrow(-\infty, \infty)$, and that $q$ satisfies (3.4) and (3.5) below (for some $x_{0} \in \mathbb{R}$ )

$$
\begin{align*}
& \liminf _{x \rightarrow+\infty} \int_{x_{0}}^{x} q(s) d s>0  \tag{3.4}\\
& \liminf _{x \rightarrow-\infty} \int_{x}^{x_{0}} q(s) d s>0 \tag{3.5}
\end{align*}
$$

Then (1.1) is not disconjugate on $(-\infty, \infty)$.
Remark 3. Note that Corollary 3.2 includes Proposition 2, cf. [4].
Remark 4. That Tipler's theorem (Proposition 2) is a direct consequence of Yelchin's theorem can be realized by choosing $\psi(x)=-\int_{x_{0}}^{x} q(s) d s$. This choice of $\psi$ then satisfies all the hypotheses of Theorem 3.1a) and so Tipler's theorem follows (see the proof of Corollary 3.2 in §4 of this paper for details).

As a final application we give
Proposition 3. Let $q \in L_{\mathrm{loc}}(-\infty, \infty)$ and assume that $\int_{x_{0}}^{x_{1}} q(s) d s \neq 0$ for some $x_{0}$, $x_{1}$. If

$$
\begin{equation*}
-\infty<\liminf _{|x| \rightarrow+\infty} \int_{x_{0}}^{x} \int_{x_{0}}^{s} q(t) d t d s \leqq \liminf _{|x| \rightarrow+\infty} \int_{x_{0}}^{x} \int_{x_{0}}^{s} q(t) d t d s<+\infty . \tag{3.6}
\end{equation*}
$$

then

$$
\begin{equation*}
y^{\prime \prime}+\lambda q(t) y=0 \tag{3.7}
\end{equation*}
$$

is not disconjugate on $(-\infty, \infty)$ for each real $\lambda \neq 0$.

## 4. Proofs.

Proof of Theorem 3.1a). Let $u$ be the solution of (1.1) satisfying the initial conditions $u\left(x_{0}\right)=1, u^{\prime}\left(x_{0}\right)=\psi\left(x_{0}\right)$. Since $\psi \in \mathscr{A}$ the function

$$
\Psi(x, \alpha) \equiv \psi^{\prime}(x)+\psi^{2}(x)+\alpha\left(-q(x)-\psi^{\prime}(x)-\psi^{2}(x)\right)
$$

where $\alpha \in[0,1]$ is in $L_{\mathrm{loc}}(a, b)$, as a function of $x$. Thus the initial value problem

$$
\begin{align*}
& u^{\prime}=\Psi(x, \alpha) u,  \tag{4.1}\\
& u\left(x_{0}, \alpha\right)=1, \quad u^{\prime}\left(x_{0}, \alpha\right)=\psi\left(x_{0}\right), \tag{4.2}
\end{align*}
$$

where the prime always denotes differentiation with respect to $x$, admits a unique solution $u=u(x, \alpha) \in A C_{\mathrm{loc}}(a, b)$ for which $u^{\prime}(x, \alpha) \in A C_{\mathrm{loc}}(a, b)$ and $u(x, \alpha)$ satisfies (4.1) a.e. for $a<x<b$. Note that for $\alpha=1$, (4.1) reduces to (1.1) while for $\alpha=0$, the solution $u(x, 0)=\exp \left\{\int_{x_{0}}^{x} \psi(s) d s\right\}$.

We now use the Prüfer-type transformation in (4.1): $u=\rho \cos \phi, \phi\left(x_{0}\right)=0$. Let $v$ be a linearly independent solution of (4.1) given by the solution of the differential equation $u^{\prime} v-u v^{\prime}=1, v\left(x_{0}\right)=0$. Then it is readily verified that $\phi, \phi^{\prime} \in A C_{\text {loc }}(a, b)$ and $\phi$ satisfies

$$
\begin{equation*}
\phi^{\prime}=\rho^{-2}, \rho^{2}=u^{2}+v^{2}, \tag{4.3}
\end{equation*}
$$

while $\rho, \rho^{\prime} \in A C_{\text {loc }}(a, b)$ satisfies the equation

$$
\begin{equation*}
\rho^{\prime \prime} \rho^{-1}-\rho^{-4}=\Psi(x, \alpha) \tag{4.4}
\end{equation*}
$$

a.e. on ( $a, b$ ), (in contrast with [5, Eq. 8]). Now (4.3) implies that $\phi(\cdot, \alpha)$ is increasing for $x \in(a, b)$ with $\phi(x, \alpha)<0(\phi(x, \alpha)>0)$ for $a<x<x_{0}\left(x_{0}<x<b\right)$, for each $\alpha, 0 \leqq \alpha$ $\leqq 1$. Now $\phi(x, 1)$ is the phase of (1.1) whereas $\phi(x, 0)$ is the phase of (4.1)-(4.2) with $\alpha=0$. In fact $\phi(x, 0)$ is given explicitly by

$$
\begin{equation*}
\phi(x, 0)=\arctan \left\{\int_{x_{0}}^{x} \exp \left(-2 \int_{x_{0}}^{t} \phi(s) d s\right) d t\right\} . \tag{4.5}
\end{equation*}
$$

In the following, $\rho_{\alpha}$ will denote $\partial \rho / \partial \alpha$ while ${ }^{\prime}=\partial / \partial x$ as usual. Now because of the smoothess of $\Psi$ as a function of $\alpha, u$ and $v$ will enjoy the same property and thus $\rho$, as given in (4.3) is $A C[0,1]$, as a function of $\alpha$ for each $x$. So differentiating (4.4) with respect to $\alpha$ one finds, after a straightforward but lengthy calculation, that

$$
\begin{equation*}
\rho_{\alpha}^{\prime \prime}-\left(\rho^{\prime \prime} \rho^{-1}-4 \rho^{-4}\right) \rho_{\alpha}=-\rho\left(q+\psi^{\prime}+\psi^{2}\right), \tag{4.6}
\end{equation*}
$$

i.e., $\rho_{\alpha}$ satisfies the second order linear differential equation (4.6) (in $x$ ) a.e. on ( $a, b$ ).

Now a particular solution of (4.6) subject to the initial conditions $\rho_{\alpha}\left(x_{0}, \alpha\right)=$ $\rho_{\alpha}^{\prime}\left(x_{0}, \alpha\right)=0$ is given by

$$
\begin{equation*}
\rho_{\alpha}(x, \alpha)=-\rho(x, \alpha) \frac{\Phi(x, \alpha)}{2} \tag{4.7}
\end{equation*}
$$

(since $\left.\rho\left(x_{0}, \alpha\right)=1, \rho^{\prime}\left(x_{0}, \alpha\right)=\psi\left(x_{0}\right)\right)$ where

$$
\begin{equation*}
\Phi(x, \alpha) \equiv \int_{x_{0}}^{x} \rho^{2}(s, \alpha)\left[\psi^{\prime}(s)+\psi^{2}(s)+q(s)\right] \sin 2[\phi(x, \alpha)-\phi(s, \alpha)] d s \tag{4.8}
\end{equation*}
$$

(in contrast with [5, Eqs. (11), (12)]). Note that (4.7) can be solved so as to yield information regarding $\rho(x, 1)$ and $\rho(x, 0)$ and so on $\phi^{\prime}(x, 1)$ and $\phi^{\prime}(x, 0)$ because of (4.3). Thus, integrating (4.7) with respect to $\alpha$ over $[0,1]$ for a fixed $x$, one easily finds

$$
\begin{equation*}
[\phi(x, 1)-\phi(x, 0)]^{\prime}=\frac{\exp \left[\int_{0}^{1} \Phi(x, \alpha) d \alpha\right]-1}{\rho^{2}(x, 0)} \tag{4.9}
\end{equation*}
$$

We now proceed with the proof. To this end assume the contrary, i.e., that (1.1) is disconjugate on ( $a, b$ ). Then (3.3) and the Sturm comparison theorem imply that, for each value of $\alpha$ in $[0,1]$, there do not exist points $x_{1}(\alpha), x_{2}(\alpha),\left(a<x_{1}(\alpha)<x_{0}<x_{2}(\alpha)\right.$ $<b$ ) which are zeros of $u(x, \alpha)$. Hence, by the definition of $\phi$ for each $x \in(a, b)$ and for each $\alpha \in[0,1]$, there holds

$$
\begin{equation*}
|\phi(x, \alpha)|<\frac{\pi}{2} . \tag{4.10}
\end{equation*}
$$

Hence the increasing nature of $\phi$ and (4.10) now implies that $\sin 2[\phi(x, \alpha)-\phi(s, \alpha)]>0$ for each $x_{0}<s<x$. This, along with (3.3), implies that $\Phi(x, \alpha) \geqq 0$ for all $x \geqq x_{0}$ (with a similar argument holding if $\left.x \leqq x_{0}\right)$. Now for $x \in E^{+}$such that $\mu\left(E^{+} \cap\left[x_{0}, x\right]\right)>0$ (or $\left.x \in E^{-}\right), \Phi(x, \alpha)>0$, as the inequality in (3.3) is strict for such $x$. Therefore, (4.9) implies that $\Phi(x, 1)-\Phi(x, 0)$ is nondecreasing for $x \in(a, b)$. Since $\mu\left(E^{+}\right)>0$, there exists a point $x^{+} \in E^{+}$such that $\mu\left(E^{+} \backslash\left\{\left(x_{0}, x^{+}\right) \cap E^{+}\right\}\right)>0$, and $\mu\left(E^{+} \cap\left(x, x^{+}\right)\right)>0$ (by a simple measure-theoretic argument). If we now integrate (4.9) over $\left[x^{+}, x\right]$, where $x>x^{+}>x_{0}$, we obtain

$$
\begin{equation*}
\phi(x, 1)>\phi(x, 0)+\lambda^{2} \tag{4.11}
\end{equation*}
$$

where $\lambda^{2} \equiv \phi\left(x^{+}, 1\right)-\phi\left(x^{+}, 0\right)$, as the right side of (4.9) is positive on a set of positive Lebesgue measure lying to the right of $x^{+}$. We can now choose $x^{-} \in E^{-}$similarly. Then for $x<x^{-}<x_{0}$,

$$
\begin{equation*}
\phi(x, 1)<\phi(x, 0)-\mu^{2} \tag{4.12}
\end{equation*}
$$

where $\mu^{2}=\phi\left(x^{-}, 0\right)-\phi\left(x^{-}, 1\right)$. Since $\phi$ is monotone we get

$$
\begin{equation*}
\lim _{x \rightarrow b^{-}} \phi(x, 1) \geqq \lim _{x \rightarrow b^{-}} \phi(x, 0)+\lambda^{2} \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow a^{+}} \phi(x, 1) \leqq \lim _{x \rightarrow a^{+}} \phi(x, 0)-\mu^{2} \tag{4.14}
\end{equation*}
$$

Combining (4.13)-(4.14) we find (because of (3.2))

$$
\lim _{x \rightarrow b^{-}}[\phi(x, 1)]-\lim _{x \rightarrow a^{+}}[\phi(x, 1)] \geqq \pi+\lambda^{2}+\mu^{2}
$$

However this contradicts (4.10) and this completes the proof.
Proof of Theorem 3.1b). This is identical to that corresponding to [5, Thm. 2] and so it is omitted.

Proof of Corollary 3.1. Let $\psi \equiv 0$ on $(-\infty, \infty)$. Then $\psi \in \mathscr{A}$ and clearly (3.3) is satisfied since $q(x) \geqq 0$ a.e. by hypothesis. For $E$ bounded $\mu(E)>0$, there exists a point $x_{0} \in E$ such that $\mu\left(\left(-\infty, x_{0}\right) \cap E\right)>0$ and $\mu\left(E \cap\left(x_{0}, \infty\right)\right)>0$ (again by a straightforward measure-theoretic argument). Thus let $E^{-} \equiv\left(-\infty, x_{0}\right) \cap E$ and $E^{+} \equiv E \cap\left(x_{0}, \infty\right)$. Then $q(x)>0$ a.e. on $E^{-} \cup E^{+}$. (If $E$ is unbounded and $\mu(E)>0$, there is a bounded subset $F$ of $E$ with $\mu(F)>0$. We can then apply the above argument to $F$.) Thus strict inequality in (3.3) holds on these sets and so Theorem 3.1a) implies that (1.1) is not disconjugate.

Proof of Corollary 3.2. Define $\psi$ by $\psi(x) \equiv-\int_{x_{0}}^{x} q(s) d s$. Then $\psi \in A C_{\text {loc }}(-\infty, \infty)$ and (3.4) implies that $\psi(x) \leqq-c$ where $c>0$, provided $x \geqq x_{1} \geqq x_{0}$. Thus it is immediate that (3.3) is satisfied, since $\psi^{2}(x)>0$ on some interval about $x_{1}$. We now show that $\psi$ satisfies (3.2). Note that

$$
\exp \left\{-2 \int_{x_{0}}^{x} \psi(s) d s\right\}=\exp \left(-2 c_{1}\right) \exp \left(-2 \int_{x_{1}}^{x} \psi(s) d s\right)
$$

where $c_{1}=\int_{x_{0}}^{x_{1}} \psi(s) d s$. But $\psi(x) \leqq-c$, for $x \geqq x_{1}$ implies that

$$
\begin{equation*}
\exp \left\{-2 \int_{x_{0}}^{x} \psi(s) d s\right\} \geqq \exp \left(-2 c_{1}\right) \exp \left(2 c\left(x-x_{1}\right)\right) \tag{4.15}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} \int_{x_{1}}^{x} \exp \left\{-2 \int_{x_{0}}^{t} \psi(s) d s\right\} d t=+\infty \tag{4.16}
\end{equation*}
$$

and so the same is true if $x_{1}$ is replaced by $x_{0}$. If $x \leqq x_{0}$, note that for $x \leqq x_{2} \leqq x_{0}$ (3.5) implies that $\int_{x}^{x_{0}} q(s) d s \geqq c_{2}>0$. Thus $\psi(x) \geqq c_{2}$ for all $x \leqq x_{2}$. As before we can easily derive that

$$
\begin{equation*}
\exp \left\{-2 \int_{x_{0}}^{x} \psi(s) d s\right\} \geqq c_{3} \exp \left(2 c_{2}\left(x_{2}-x\right)\right) \tag{4.17}
\end{equation*}
$$

for all $x \leqq x_{2}$ where $c_{3}=\exp \left(-2 \int_{x_{0}}^{x_{2}} \psi(s) d s\right)$. Now (4.17) implies that

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} \int_{x_{2}}^{x} \exp \left(-2 \int_{x_{0}}^{t} \psi(s) d s\right) d t=+\infty \tag{4.18}
\end{equation*}
$$

Combining (4.16) and (4.18) we obtain (3.2) as required. Thus $\psi \in \mathscr{A}$ and so Theorem 3.1a) implies that (1.1) is not disconjugate on $(-\infty, \infty)$.

Proof of Proposition 3. In order to show this we note that if $q$ is such that for $\psi(x) \equiv \int_{x_{0}}^{x}-q(s) d s$, (3.2) holds, then (1.1) is not disconjugate on $(-\infty, \infty)$. Now $\psi\left(x_{1}\right) \neq 0$ by hypothesis and so (3.3) holds (with strict inequality around the point $x_{1}$ ). Again (3.1) is satisfied. Thus it suffices to show that

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} \int_{x_{0}}^{x} \exp \left\{2 \int_{x_{0}}^{x} \int_{x_{0}}^{t} q(s) d s d t\right\} d x=+\infty \tag{4.19}
\end{equation*}
$$

with an analogous result for $x \rightarrow-\infty$. However (3.6) implies that

$$
\begin{equation*}
-M \leqq \int_{x_{0}}^{x} \int_{x_{0}}^{t} q(s) d s d t \leqq M \tag{4.20}
\end{equation*}
$$

provided $|x| \geqq X_{0}$, where $M>0$. Applying the estimate (4.20) to the left side of (4.19) we indeed obtain (4.19). A similar result holds in the other case. Thus (3.6) implies that (1.1) is not disconjugate on $(-\infty, \infty)$. Now replacing $q$ by $\lambda q$ as in (3.7) we still have $\int_{x_{0}}^{x_{1}}(\lambda q)(s) d s \neq 0$, provided $\lambda \neq 0$, and (3.6) clearly holds for each $\lambda$. Thus (3.7) is not disconjugate on $(-\infty, \infty)$ for each $\lambda \neq 0$ which is what we wished to show.

Note. Condition (3.6) excludes the case when $q$ is of constant sign a.e. on $(-\infty, \infty)$ since, in the latter case, at least one of the quantities in (3.6) is infinite.

Hence (3.6) implies that $q$ must be positive a.e. on a set of positive Lebesgue measure and negative a.e. on a (possibly different) set of positive Lebesgue measure.
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# GLOBAL SIMPLIFICATION OF A SINGULARLY PERTURBED ALMOST DIAGONAL SYSTEM* 
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#### Abstract

Given a singularly perturbed differential system $\varepsilon^{h} Y^{\prime}=\left[D(x, \varepsilon)+\varepsilon^{\theta} R(x, \varepsilon)\right] Y$, where $D$ is a diagonal matrix, $x \in J=(a, b), \varepsilon \in S_{c}=(0, c]$, and $h$ and $\theta$ are positive numbers, this paper studies the conditions such that this system can be globally simplified by $Y=(I+P(x, \varepsilon)) Z$ into $\varepsilon^{h} Z^{\prime}=D(x, \varepsilon) Z$, valid in $J \times S_{c_{1}},\left(0<c_{1} \leqq c\right)$. The method and results of Gingold [SIAM J. Math. Anal., 9 (1978), pp. 1076-1802] are used in this study. These results are also true for complex $x$ and $\varepsilon$ in certain domains. If $\theta=h$, the results hold also even when $J$ contains turning points of the equations.
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## 1. Introduction. Consider an $n$-dimensional linear ordinary differential system

$$
\begin{equation*}
\varepsilon^{h} Y^{\prime}=\left[D(x, \varepsilon)+\varepsilon^{\theta}(x, \varepsilon)\right] Y, \quad{ }^{\prime}=\frac{d}{d x} \tag{1}
\end{equation*}
$$

where $x$ is a real or complex variable with $x \in J=(a, b)$, ( $J$ may be infinite), or $x \in G$, a simply connected domain in the complex plane, $\varepsilon$ is a real or complex parameter with $\varepsilon \in S_{c}=(0, c]$ or $S_{\alpha c}=\{\varepsilon| | \arg \varepsilon|<\alpha, 0<|\varepsilon|<c\}$ and $\theta$ and $h$ are positive numbers. Here $D(x, \varepsilon)$ and $R(x, \varepsilon)$ are $n$ by $n$ matrices and

$$
\begin{equation*}
D(x, \varepsilon)=\operatorname{diag}\left\{d_{1}(x, \varepsilon), \cdots, d_{n}(x, \varepsilon)\right\} . \tag{1.1}
\end{equation*}
$$

Let

$$
\begin{equation*}
R(x, \varepsilon)=\left(r_{j k}(x, \varepsilon)\right), \quad j, k=1,2, \cdots, n . \tag{1.2}
\end{equation*}
$$

Without loss of generality, we can assume

$$
\begin{equation*}
r_{j j}(x, \varepsilon) \equiv 0, \quad j=1,2, \cdots, n . \tag{1.3}
\end{equation*}
$$

Otherwise, $r_{j j}$ can be combined in $d_{j}$.
Definition. The system ( $\mathrm{E}_{1}$ ) is said to be a globally almost diagonal system (G.A.D.S.) in $\bar{J}$ [or in $\bar{G}$ ] if there exists an $n$ by $n$ matrix $P(x, \varepsilon)$ in the class of $C^{1}\left(\bar{J} \times S_{c_{1}}\right),\left[\right.$ or $\left.C^{1}\left(\bar{G} \times S_{\alpha c_{1}}\right)\right],\left(0<c_{1} \leqq c\right)$, such that for a suitable norm

$$
\begin{equation*}
\lim \|P\|=0 \quad \text { as } \varepsilon \rightarrow 0 \text { in } S_{c_{1}}\left[\text { or in } S_{\alpha c_{1}}\right] \tag{1.4}
\end{equation*}
$$

uniformly for $x \in \bar{J}$ [or $x \in \bar{G}]$ and the following relations hold:

$$
\begin{equation*}
Y=(I+P(x, \varepsilon)) Z \quad(I: \text { identity matrix }) \tag{1.5}
\end{equation*}
$$

$$
\begin{equation*}
\varepsilon^{h} Z^{\prime}=D(x, \varepsilon) Z \tag{2}
\end{equation*}
$$

[^1]Namely, $\left(\mathrm{E}_{1}\right)$ has the fundamental matrix in the following form:

$$
\begin{equation*}
Y=(I+P(x, \varepsilon)) \exp \left\{\varepsilon^{-h} \int^{x} D(t, \varepsilon) d t\right\} . \tag{1.6}
\end{equation*}
$$

The existence of $P(x, \varepsilon)$ and validity of (1.4) on $\bar{J}$ [or on $\bar{G}]$ justify the "globality" in contrast to "local" results obtained in a subset of $J$ [or of $G$ ].

We shall investigate in this paper the sufficient conditions that $\left(\mathrm{E}_{1}\right)$ is a G.A.D.S. for both $x$ in $J$ and $x$ in $G$.

It is important to identify a final stage of "asymptotic decomposition" of the given system ( $\mathrm{E}_{1}$ ) as soon as possible. By knowing this, we can avoid laborious linear transformations and laborious calculations of eigenvalues of $n$ by $n$ matrix functions. This is one of our aims in defining G.A.D.S.
2. Main theorems-real case. For $x, t \in \bar{J}, \varepsilon \in S_{c}$, let

$$
\begin{equation*}
D_{j k}(x, t, \varepsilon)=\operatorname{Re}\left\{\varepsilon^{-h} \int_{t}^{x}\left(d_{j}(s, \varepsilon)-d_{k}(s, \varepsilon)\right) d s\right\}, \quad j, k=1,2, \cdots, n \quad(j \neq k) \tag{2.1}
\end{equation*}
$$

The following assumption will be used.
Assumption 1. Assume that $d_{j}(x, \varepsilon) \in C\left(J \times S_{c}\right)$. For each pair $(j, k),(j \neq k ; j, k=$ $1,2, \cdots, n)$, there exist two fixed numbers $m_{j k}$ and $\hat{m}_{j k}$ such that

$$
\begin{equation*}
\hat{m}_{j k} \leqq D_{j k}(x, t, \varepsilon) \leqq m_{j k} \tag{2.2}
\end{equation*}
$$

for all $x, t \in \bar{J}, \varepsilon \in S_{c}$ or if $D_{j k}(x, t, \varepsilon)$ is unbounded, then for all $x, t \in J, \varepsilon \in S_{c}$, with either $x<t$ or $x>t$,

$$
\begin{equation*}
D_{j k}(x, t, \varepsilon) \leqq m_{j k} \quad \text { or } \quad \hat{m}_{j k} \leqq D_{j k}(x, t, \varepsilon) . \tag{2.3}
\end{equation*}
$$

For a suitable norm, let

$$
\begin{equation*}
r(\varepsilon)=\int_{a}^{b}\|R(t, \varepsilon)\| d t \tag{2.4}
\end{equation*}
$$

We have the following theorems for real $x$.
Theorem 1. Assume that: (i) $D(x, \varepsilon)$ and $R(x, \varepsilon)$ are in the class $C\left(\bar{J} \times S_{c}\right)$, (ii) Assumption 1 holds, (iii) $\theta=h$, and (iv) $r(\varepsilon)=o(1)$ as $\varepsilon \rightarrow 0^{+}$. Then, ( $\mathrm{E}_{1}$ ) is a G.A.D.S., where $\|P(x, \varepsilon)\|=O(r(\varepsilon))$ uniformly on $\bar{J}$ as $\varepsilon \rightarrow 0^{+}$.

Theorem 2. Assume that: (i) $D(x, \varepsilon)$ and $R(x, \varepsilon)$ are in the class $C^{1}\left(\bar{J} \times \bar{S}_{c}\right)$, (ii) Assumption 1 holds, (iii) $\theta>h / 2$, (iv) there is a fixed number $\mu$ such that

$$
\begin{equation*}
\left|d_{j}(x, \varepsilon)-d_{k}(x, \varepsilon)\right| \geqq \mu>0, \quad j, k=1,2, \cdots, n, \quad j \neq k \tag{2.5}
\end{equation*}
$$

for all $x \in J$ and $\varepsilon \in S_{c}$. Then $\left(\mathrm{E}_{1}\right)$ is a G.A.D.S. and $\|P(x, \varepsilon)\|=O\left(\varepsilon^{\sigma}\right)$ uniformly on $\bar{J}$ as $\varepsilon \rightarrow 0^{+}$, where $\sigma=\min \{\theta, 2 \theta-h\}$.

We shall prove Theorem 1 in $\S 3$ and use Theorem 1 to prove Theorem 2 in $\S 7$.
Combine the idea of G.A.D.S. with those theorems, we have the next theorem.
Theorem 3. Under the conditions of Theorem 1 or those of Theorem 2, the differential system $\left(\mathrm{E}_{1}\right)$ has the fundamental matrix with asymptotic expansion (1.6) uniformly on $\bar{J}$.

Analogous theorems with complex $x$ will be given as Theorem 4 and Theorem 5 in §8.

Theorem 1 and Theorem 4 include the case that $\left(\mathrm{E}_{1}\right)$ has certain types of turning points in $J$ or in $G$. Extension of the method used in proving these theorems can be applied to the results of Wasow [15] and Lee [10]. Also extensions of the method and results presented in these theorems can be applied to improve those of Devinatz [2], Levinson [11], Harris and Lutz [6], and Hartman and Wintner [8]. These will be discussed in forthcoming papers.

The question of finding the "leading term" of the coefficient of $\left(\mathrm{E}_{1}\right)$ has been discussed by many over the years (see Hsieh [8]). The theorems in the paper indicate that $D(x, \varepsilon)$ is the leading term of the coefficients of $\left(\mathrm{E}_{1}\right)$ if $\theta>h / 2$ and appropriate additional conditions are satisfied.
3. Proof of Theorem 1. From the equations $\left(\mathrm{E}_{1}\right),(1.5),\left(\mathrm{E}_{2}\right)$ and $\theta=h$, we know that $P(x, \varepsilon)$ satisfies the following equation:

$$
\begin{equation*}
\varepsilon^{h} P^{\prime}=D(x, \varepsilon) P-P D(x, \varepsilon)+\varepsilon^{h} R(x, \varepsilon) P+\varepsilon^{h} R(x, \varepsilon) . \tag{3.1}
\end{equation*}
$$

Let

$$
\begin{equation*}
E(x, t, \varepsilon)=\exp \left\{\varepsilon^{-h} \int_{t}^{x} D(s, \varepsilon) d s\right\} \tag{3.2}
\end{equation*}
$$

and $L$ be the integral operator

$$
\begin{equation*}
L P=\int^{x} E(x, t, \varepsilon) R(t, \varepsilon) P(t, \varepsilon) E^{-1}(x, t, \varepsilon) d t \tag{3.3}
\end{equation*}
$$

with lower limits to be specified in the sequel. Then, by a well-known lemma (e.g. see Wasow [14, p. 169]), the solution $P$ of (3.1) is given by

$$
\begin{equation*}
P(x, \varepsilon)=P_{0}+L P, \quad P_{0}=L I . \tag{3.4}
\end{equation*}
$$

Let

$$
\begin{equation*}
P=\left(p_{j k}\right), \quad R P=\left((R P)_{j k}\right), \quad L P=\left((L P)_{j k}\right), \quad j, k=1,2, \cdots, n . \tag{3.5}
\end{equation*}
$$

Then

$$
\begin{equation*}
(L P)_{j k}=\int_{\beta_{j k}}^{x}(R P)_{j k} \exp \left\{\varepsilon^{-h} \int_{t}^{x}\left(d_{j}(s, \varepsilon)-d_{k}(s, \varepsilon)\right) d s\right\} d t \tag{3.6}
\end{equation*}
$$

where $\beta_{j k}$ are chosen to be either $a$ or $b$ so that for $t$ between $\beta_{j k}$ and $x$, the exponential factor of the integrand remains bounded. Let

$$
\begin{equation*}
m=\max _{j, k}\left\{\left|m_{j k}\right|,\left|\hat{m}_{j k}\right|\right\} \tag{3.7}
\end{equation*}
$$

and the norm is chosen that

$$
\begin{equation*}
\left|r_{j k}\right| \leqq\|R\| \quad \text { and } \quad\|R\| \leqq\left\|\left(\left|r_{j k}\right|\right)\right\|, \tag{3.8}
\end{equation*}
$$

also, denote

$$
\begin{equation*}
\|P\|=\sup _{J}\|P\| . \tag{3.9}
\end{equation*}
$$

Then, we have the estimate

$$
\begin{align*}
\left|(L P)_{j k}\right| & \leqq\left|\int_{\beta_{j k}}^{x}(R P)_{j k}(\exp m) d t\right| \leqq e^{m} \sum_{l=1}^{n}\left|\int_{\beta_{j k}}^{x}\right| r_{j l}(t, \varepsilon)| | p_{l k}(t, \varepsilon)|d t|  \tag{3.10}\\
& \leqq n e^{m}\left|\int_{\beta_{j k}}^{x}\|R\|\left(\max _{l, k}\left|p_{l k}\right|\right) d t\right| \leqq n e^{m}\left\||\|P\|| \int_{\beta_{j k}}^{x}\right\| R \| d t \mid
\end{align*}
$$

Let

$$
\begin{equation*}
K=n e^{m} . \tag{3.11}
\end{equation*}
$$

We have

$$
\begin{equation*}
\|L P\| \leqq K\|P P\| \int_{a}^{b}\|R(t, \varepsilon)\| d t \tag{3.12}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\|L I\| \leqq K\|I\| \int_{a}^{b}\|R(t, \varepsilon)\| d t \tag{3.13}
\end{equation*}
$$

Thus, from (3.4), and (2.3) we have

$$
\begin{equation*}
\|P\| \| \leqq K(\|I\|+\|P\|) r(\varepsilon) \tag{3.14}
\end{equation*}
$$

By Theorem 1 (iv), if $c_{1}$ is chosen small enough, (3.4) defines a contraction mapping for $x \in \bar{J}, \varepsilon \in S_{c_{1}}$. Furthermore, we have

$$
\begin{equation*}
\|P\| \| \frac{K\|I\| r(\varepsilon)}{1-K r(\varepsilon)} \tag{3.15}
\end{equation*}
$$

and Theorem 1 is proved.
4. Fundamental lemmas. In order to prove Theorem 2, we need to establish the following fundamental lemmas.

Lemma 1. Let $Z$ and $P_{k 0}$ be $n$ by $n$ matrices with $Z=\left(z_{j k}\right), j, k=1,2, \cdots, n$ and $P_{k 0}$ is the matrix with one at its $(k, k)$ entry and zero everywhere else. Then, $Z$ commutes with $P_{k 0}$ if, and only if, that

$$
\begin{equation*}
z_{j k}=z_{k r}=0 \quad \text { for } j, r \neq k . \tag{4.1}
\end{equation*}
$$

Lemma 2. Assume that $D(x, \varepsilon)$ and $R(x, \varepsilon)$ satisfy (1.1)-(1.3) and (i) and (iv) of Theorem 2. Then: (1) the matrix $D(x, \varepsilon)+\eta R(x, \varepsilon)$ has distinct eigenvalues $\left\{\tilde{d}_{1}(x, \varepsilon, \eta)\right.$, $\left.\tilde{d}_{2}(x, \varepsilon, \eta), \cdots, \tilde{d}_{n}(x, \varepsilon, \eta)\right\}$ for $x \in \bar{J}, \varepsilon \in S_{c},|\eta| \leqq \eta_{0}$ with a suitable positive constant $\eta_{0}$; (2) the characteristic polynomial of $D(x, \varepsilon)+\eta R(x, \varepsilon)$ has the form

$$
\begin{equation*}
\tilde{p}_{n}(\lambda ; x, \varepsilon, \eta) \equiv \operatorname{det}[D+\eta R-\lambda I]=p_{n}(\lambda ; x, \varepsilon)+\eta^{2} p_{n-2}(\lambda ; x, \varepsilon, \eta), \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{n}(\lambda ; x, \varepsilon)=\prod_{j=1}^{n}\left(d_{j}(x, \varepsilon)-\lambda\right) \tag{4.3}
\end{equation*}
$$

$p_{n-2}(\lambda ; x, \varepsilon, \eta)$ is a polynomial in $\lambda$ of degree $n-2$; and (3) $\tilde{d}_{j}(x, \varepsilon, \eta)$ satisfy the following relations;

$$
\begin{equation*}
\tilde{d}_{j}(x, \varepsilon, \eta)=d_{j}(x, \varepsilon)+O\left(\eta^{2}\right), \quad j=1,2, \cdots, n \tag{4.4}
\end{equation*}
$$

for $x \in \bar{J}, \varepsilon \in \bar{S}_{c},|\eta| \leqq \eta_{1}$.

Lemma 3. Given an $n$ by $n$ matrix $D(x, \varepsilon)+\eta R(x, \varepsilon)$, where $D$ and $R$ satisfy conditions (1.3) and (i) and (iv) of Theorem 2, and $\eta$ is a complex number. Then, there is an $n$ by $n$ matrix $Q(x, \varepsilon, \eta)$ in the class of $C^{1}\left(\bar{J} \times \bar{S}_{c} \times\{|\eta| \leqq \tilde{\eta}\}\right)$ ( $\tilde{\eta}$ : positive constant) satisfying

$$
\begin{equation*}
\|Q(x, \varepsilon, \eta)\| \leqq K_{1}|\eta|, \quad\left\|Q^{\prime}(x, \varepsilon, \eta)\right\| \leqq K_{2}|\eta| \tag{4.5}
\end{equation*}
$$

uniformly on $\bar{J} \times \bar{S}_{c} \times\{|\eta| \leqq \tilde{\eta}\}$ for suitable positive constants $K_{1}$ and $K_{2}$ and

$$
\begin{equation*}
(I+Q)^{-1}(D+\eta R)(I+Q)=\tilde{D}(x, \varepsilon, \eta) \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{D}(x, \varepsilon, \eta)=\operatorname{diag}\left\{\tilde{d}_{1}(x, \varepsilon, \eta), \tilde{d}_{2}(x, \varepsilon, \eta), \cdots, \tilde{d}_{n}(x, \varepsilon, \eta)\right\} \tag{4.7}
\end{equation*}
$$

In order to show Lemma 1 subdivide $Z$ according to $P_{k 0}$, namely

$$
Z=\left(\begin{array}{lll}
Z_{11} & Z_{12} & Z_{13}  \tag{4.8}\\
Z_{21} & z_{k k} & Z_{23} \\
Z_{31} & Z_{32} & Z_{33}
\end{array}\right)
$$

where $Z_{11}$ is $k-1$ by $k-1, Z_{12}$ is $k-1$ by $1, Z_{13}$ is $k-1$ by $n-k, Z_{21}$ is 1 by $k-1, Z_{31}$ is $n-k$ by $k-1$ etc. Then, by equating $Z P_{k 0}=P_{k 0} Z$, we get that the entries of $Z_{12}, Z_{21}$, $Z_{23}$, and $Z_{32}$ are all zero. Thus, Lemma 1 is proved.
5. Proof of Lemma 2. To show Lemma 2, first note that $D+\eta R$ is linear in $\eta$, and its eigenvalues are continuous functions of all of its variables $(x, \varepsilon, \eta)$. For $\eta=0$, by (iv), the eigenvalues of $D$ are distinct for $x \in J$ and $\varepsilon \in S_{c}$, there is a positive constant $\eta_{1}$ such that the eigenvalues $\left\{\tilde{d}_{1}(x, \varepsilon, \eta), \tilde{d}_{2}(x, \varepsilon, \eta), \cdots, \tilde{d}_{n}(x, \varepsilon, \eta)\right\}$ are distinct for $x \in J, \varepsilon \in S_{c}$, $|\eta| \leqq \eta_{1}$.

To show (4.2), by mathematical induction on $n$, note first that $r_{j j} \equiv 0$, by (1.3). For $n=2$,

$$
\tilde{p}_{2}(\lambda ; x, \varepsilon, \eta)=\left|\begin{array}{cc}
d_{1}-\lambda & \eta r_{12}  \tag{5.1}\\
\eta r_{21} & d_{2}-\lambda
\end{array}\right|=\left(d_{1}-\lambda\right)\left(d_{2}-\lambda\right)-\eta^{2} r_{12} r_{21} .
$$

Thus (4.2) is true for $n=2$. Assume that (4.2) is true for $n=k$. Namely, when $D$ and $R$ are $k$ by $k$ matrices

$$
\begin{equation*}
\tilde{p}_{k}(\lambda ; x, \varepsilon, \eta)=p_{k}(\lambda, x, \varepsilon)+\eta^{2} p_{k-2}(\lambda ; x, \varepsilon, \eta) \tag{5.2}
\end{equation*}
$$

For $n=k+1$, expand $\tilde{p}_{k+1}(\lambda ; x, \varepsilon, \eta)$ with respect to the last column. Then,

$$
\begin{align*}
\tilde{p}_{k+1}(\lambda ; x, \varepsilon, \eta)= & \operatorname{det}[D+\eta R-\lambda I]  \tag{5.3}\\
= & \left(d_{k+1}-\lambda\right)\left\{p_{k}(\lambda ; x, \lambda)+\eta^{2} p_{k-2}(\lambda ; x, \varepsilon, \eta)\right\} \\
& +\eta \sum_{j=1}^{k} r_{j, k+1} \Delta_{j, k+1},
\end{align*}
$$

where $\Delta_{j, k+1}$ are cofactors of $\eta r_{j, k+1}$. Since $\Delta_{j, k+1}$ is obtained by deleting the $j$ th row and the last column from $\operatorname{det}[D+\eta R-\lambda I]$, it is a polynomial in $\lambda$ of degree $k-1$ and has $\eta$ as a common factor. Therefore

$$
\begin{equation*}
\eta^{2}\left(d_{k+1}-\lambda\right) p_{k-2}(\lambda ; x, \varepsilon, \eta)+\eta \sum_{j=1}^{k} r_{j, k+1} \Delta_{j, k+1}=\eta^{2} p_{k-1}(\lambda ; x, \varepsilon, \eta) \tag{5.4}
\end{equation*}
$$

where $p_{k-1}(\lambda ; x, \varepsilon, \eta)$ is a polynomial in $\lambda$ of degree $k-1$. Thus, (4.2) is true for all positive integers $n$.

To show (4.4), following the method given in Gingold [4], consider a new polynomial

$$
\begin{equation*}
q_{n}(\lambda ; x, \varepsilon, \eta, \hat{\eta})=p_{n}(\lambda ; x, \varepsilon)+\hat{\eta} p_{n-2}(\lambda ; x, \varepsilon, \eta) \tag{5.5}
\end{equation*}
$$

where $\hat{\eta}$ is a complex number. We can assume, without loss of generality, that $q_{n}(\lambda$; $x, \varepsilon, \eta, \hat{\eta})=0$ has distinct roots for $x \in \bar{J}, \varepsilon \in \bar{S}_{c},|\eta| \leqq \eta_{1},|\hat{\eta}| \leqq \eta_{2}$, where $\eta_{2}$ is a small positive number. Regard these roots as functions of $\hat{\eta}$, and $x, \varepsilon$ and $\eta$ as their parameters. These roots satisfy the initial value problems

$$
\begin{equation*}
\frac{d \lambda}{d \hat{\eta}}=\frac{-p_{n-2}(\lambda ; x, \varepsilon, \eta)}{\partial q_{n} / \partial \lambda}, \quad \lambda(0)=d_{j}(x, \varepsilon), \quad j=1,2, \cdots, n . \tag{5.6}
\end{equation*}
$$

Then, these $n$ distinct roots are holomorphic in $\hat{\eta}$ and expressible as

$$
\begin{equation*}
\lambda_{j}=d_{j}(x, \varepsilon)+O(\hat{\eta}), \quad j=1,2, \cdots, n, \tag{5.7}
\end{equation*}
$$

where $O(\hat{\eta})$ is uniform with respect to $x \in \bar{J}, \varepsilon \in \bar{S}_{c},|\eta| \leqq \eta_{0}$. By letting $\hat{\eta}=\eta^{2}, \eta_{0}=$ $\min \left(\eta_{1}, \sqrt{\eta_{2}}\right), \lambda_{j}=\tilde{d}_{j}(x, \varepsilon, \eta)$, we have

$$
\begin{equation*}
\tilde{d}_{j}(x, \varepsilon, \eta)=d_{j}(x, \varepsilon)+O\left(\eta^{2}\right) \tag{4.4}
\end{equation*}
$$

for $x \in J, \varepsilon \in S_{c},|\eta| \leqq \eta_{0}$.
Thus Lemma 2 is proved.
6. Proof of Lemma 3. To prove Lemma 3, we will recreate the proofs of Gingold [3] carefully to obtain the desired estimates. As proved in Lemma 2, $D(x, \varepsilon)+\eta R(x, \varepsilon)$ has distinct eigenvalues $\left\{\tilde{d}_{1}(x, \varepsilon, \eta), \tilde{d}_{2}(x, \varepsilon, \eta), \cdots, \tilde{d}_{n}(x, \varepsilon, \eta)\right\}$ for $x \in J, \varepsilon \in S_{c},|\eta| \leqq \eta_{0}$. Namely, there exists a fixed number $\hat{\mu}$, such that

$$
\begin{equation*}
\inf _{\substack{x \in J, \varepsilon \in S_{c},|\eta| \leqq \eta_{0} \\ 1 \leqq j, k \leqq n, j \neq k}}\left|\tilde{d}_{j}(x, \varepsilon, \eta)-\tilde{d}_{k}(x, \varepsilon, \eta)\right| \geqq \hat{\mu}>0 . \tag{6.1}
\end{equation*}
$$

Let $\Gamma_{k}, k=1,2, \cdots, n$, be a set of rectifiable closed Jordan curves in the $\lambda$-plane such that $\Gamma_{k}$ contains $\lambda=\tilde{d}_{k}(x, \varepsilon, \eta)$ in its interior and $\lambda=\tilde{d}_{j}(x, \varepsilon, \eta),(j \neq k)$, in its exterior for all $x \in \bar{J}, \varepsilon \in \bar{S}_{c},|\eta| \leqq \eta_{0}$. Consider the matrices $P_{k}(x, \varepsilon, \eta)$ given by

$$
\begin{equation*}
P_{k}(x, \varepsilon, \eta)=\frac{1}{2 \pi i} \oint_{\Gamma_{k}} R_{\lambda}(x, \varepsilon, \eta) d \lambda, \quad k=1,2, \cdots, n, \tag{6.2}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{\lambda}(x, \varepsilon, \eta)=[\lambda I-D-\eta R]^{-1}=R_{\lambda 0}(x, \varepsilon) \sum_{\nu=0}^{\infty}\left[\eta R_{\lambda 0} R\right]^{\nu} \tag{6.3}
\end{equation*}
$$

with

$$
\begin{equation*}
R_{\lambda 0}(x, \varepsilon)=[\lambda I-D]^{-1}=\operatorname{diag}\left\{\left(\lambda-d_{1}(x, \varepsilon)\right)^{-1}, \cdots,\left(\lambda-d_{n}(x, \varepsilon)\right)^{-1}\right\} . \tag{6.4}
\end{equation*}
$$

Then $P_{k}(x, \varepsilon, \eta)$ is a projection (e.g. see Riesz and Sz-Nagy [12, p. 419]) and in the class of $C^{1}\left(\bar{J} \times \bar{S}_{c}\right)$ and holomorphic in $\eta$ for $\left\{|\eta| \leqq \eta_{0}\right\}$ for some positive $\eta_{0}$.

Similar to the differential equation introduced by Kato [9] and used by Coppel [1] and Gingold [3], consider the initial value problems

$$
\begin{equation*}
\frac{d W_{k}}{d \eta}=\left[\frac{d P_{k}}{d \eta} P_{k}-P_{k} \frac{d P_{k}}{d \eta}\right] W_{k}, \quad W_{k}(x, \varepsilon, 0)=I, \quad k=1,2, \cdots, n, \tag{6.5}
\end{equation*}
$$

and denote each of its unique $n$ by $n$ solution by $W_{k}(x, \varepsilon, \eta), k=1,2, \cdots, n$. By the Cauchy's theorem, the following $n$ by $n$ matrix given by

$$
\begin{equation*}
P_{k 0}=\frac{1}{2 \pi i} \oint_{\Gamma_{k}} R_{\lambda 0}(x, \varepsilon) d \lambda \tag{6.6}
\end{equation*}
$$

has entries all zero except the element at the ( $k, k$ ) place which is one. Consequently,

$$
\begin{equation*}
W_{k}^{-1}(x, \varepsilon, 0) P_{k 0} W_{k}(x, \varepsilon, 0)=P_{k 0} . \tag{6.7}
\end{equation*}
$$

As shown in Gingold [3], (6.7) implies

$$
\begin{equation*}
W_{k}^{-1}(x, \varepsilon, \eta) P_{k}(x, \varepsilon, \eta) W_{k}(x, \varepsilon, \eta)=P_{k 0} \tag{6.8}
\end{equation*}
$$

for all $\eta,|\eta| \leqq \eta_{0}$. Let

$$
\begin{equation*}
Z_{k}(x, \varepsilon, \eta)=W_{k}^{-1}(x, \varepsilon, \eta)(D+\eta R) W_{k}(x, \varepsilon, \eta) \tag{6.9}
\end{equation*}
$$

and

$$
\begin{equation*}
Z_{k}(x, \varepsilon, \eta)=\left(z_{k i j}\right), \quad i, j=1,2, \cdots, n . \tag{6.10}
\end{equation*}
$$

Note that $[\lambda I-D-\eta R]^{-1}$ and $D+\eta R$ are commutative, $P_{k}(x, \varepsilon, \eta)$ and $D+\eta R$ are commutative. By (6.8)

$$
\begin{align*}
Z_{k}(x, \varepsilon, \eta) P_{k 0} & =W_{k}^{-1}(x, \varepsilon, \eta)(D+\eta R) W_{k}(x, \varepsilon, \eta) P_{k 0}  \tag{6.11}\\
& =W_{k}^{-1}(x, \varepsilon, \eta)(D+\eta R) P_{k}(x, \varepsilon, \eta) W_{k}(x, \varepsilon, \eta) \\
& =W_{k}^{-1}(x, \varepsilon, \eta) P_{k}(x, \varepsilon, \eta)(D+\eta R) W_{k}(x, \varepsilon, \eta) \\
& =P_{k 0} W_{k}^{-1}(x, \varepsilon, \eta)(D+\eta R) W_{k}(x, \varepsilon, \eta) \\
& =P_{k 0} Z_{k}(x, \varepsilon, \eta) .
\end{align*}
$$

Namely, $Z_{k}(x, \varepsilon, \eta)$ and $P_{k 0}$ are commutative. By Lemma 1, we have

$$
\begin{equation*}
z_{k i k}(x, \varepsilon, \eta)=z_{k k j}(x, \varepsilon, \eta)=0 \quad \text { for } i, j \neq k \tag{6.12}
\end{equation*}
$$

Also, note that the only nonzero element in $Z_{k}(x, \varepsilon, \eta) P_{k 0}$ is $z_{k k k}$ and $P_{k}$ is the projection which takes the vector space on which $D+\eta R$ operates onto the subspace spanned by the eigenvector corresponding to $\tilde{d}_{k}(x, \varepsilon, \eta)$. Also, from (6.9), we have

$$
\begin{equation*}
(D+\eta R) W_{k}(x, \varepsilon, \eta) P_{k 0}=W_{k}(x, \varepsilon, \eta) Z_{k}(x, \varepsilon, \eta) P_{k 0} . \tag{6.13}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
z_{k k k}(x, \varepsilon, \eta)=\tilde{d}_{k}(x, \varepsilon, \eta) \tag{6.14}
\end{equation*}
$$

and $W_{k}(x, \varepsilon, \eta) P_{k 0}$ has exactly one nonzero column which is the eigenvector of $D+\eta R$ corresponding to $\tilde{d}_{k}(x, \varepsilon, \eta)$.

Now, denote the coefficient of (6.5) by

$$
\begin{equation*}
\frac{d P_{k}}{d \eta} P_{k}-P_{k} \frac{d P_{k}}{d \eta}=N_{k}(x, \varepsilon, \eta) \tag{6.15}
\end{equation*}
$$

which is in the class of $C^{1}\left(\bar{J} \times \bar{S}_{c}\right)$, holomorphic in $\eta$ for $\left\{|\eta| \leqq \eta_{0}\right\}$. Thus, the solution of (6.5) can be written as

$$
\begin{align*}
W_{k}(x, \varepsilon, \eta)= & I+\int_{0}^{\eta} N_{k}\left(x, \varepsilon, \eta_{1}\right) d \eta_{1}  \tag{6.16}\\
& +\int_{0}^{\eta} N_{k}\left(x, \varepsilon, \eta_{1}\right) \int_{0}^{\eta_{1}} N_{k}\left(x, \varepsilon, \eta_{2}\right) d \eta_{2} d \eta_{1}+\cdots
\end{align*}
$$

which converges uniformly for $|\eta| \leqq \tilde{\eta}_{k}$, for a certain positive constant $\tilde{\eta}_{k}$. Let

$$
\begin{equation*}
Q_{k}(x, \varepsilon, \eta)=W_{k}(x, \varepsilon, \eta)-I \tag{6.17}
\end{equation*}
$$

Then,

$$
\begin{equation*}
Q_{k}(x, \varepsilon, \eta)=\int_{0}^{\eta} N_{k}\left(x, \varepsilon, \eta_{1}\right) d \eta_{1}+\int_{0}^{\eta} N_{k}\left(x, \varepsilon, \eta_{1}\right) \int_{0}^{\eta_{1}} N_{k}\left(x, \varepsilon, \eta_{2}\right) d \eta_{2} d \eta_{1}+\cdots \tag{6.18}
\end{equation*}
$$

Since $N_{k}$ is in the class of $C^{1}\left(\bar{J} \times \bar{S}_{c}\right)$, and holomorphic in $\eta$ for $\left\{|\eta| \leqq \tilde{\eta}_{k}\right\}$, there exists a positive constant $g_{k}$, independent of $(x, \varepsilon, \eta)$, such that

$$
\begin{equation*}
\left\|N_{k}(x, \varepsilon, \eta)\right\| \leqq g_{k} \quad \text { for }(x, \varepsilon, \eta) \text { in } \bar{J} \times \bar{S}_{c} \times\left\{|\eta| \leqq \tilde{\eta}_{k}\right\} . \tag{6.19}
\end{equation*}
$$

Then,

$$
\begin{align*}
\left\|Q_{k}(x, \varepsilon, \eta)\right\| & \leqq g_{k}\left|\int_{0}^{\eta} d \eta_{1}\right|+g_{k}^{2}\left|\int_{0}^{\eta} \int_{0}^{\eta_{1}} d \eta_{2} d \eta_{1}\right|+\cdots  \tag{6.20}\\
& \leqq e^{g_{k}|\eta|}-1 \rightarrow 0 \quad \text { as }|\eta| \rightarrow 0
\end{align*}
$$

Thus, we can put

$$
\begin{equation*}
Q_{k}(x, \varepsilon, \eta)=\eta G_{k}(x, \varepsilon, \eta), \tag{6.21}
\end{equation*}
$$

where $G_{k}$ is in the class of $C^{1}\left(\bar{J} \times \bar{S}_{c}\right)$ and holomorphic in $\eta$ for $\left\{|\eta| \leqq \tilde{\eta}_{k}\right\}$.
Put

$$
\begin{equation*}
W(x, \varepsilon, \eta)=\sum_{k=1}^{n} W_{k}(x, \varepsilon, \eta) P_{k 0} \tag{6.22}
\end{equation*}
$$

Then, by (6.9), (6.13) and (6.14), we have

$$
\begin{align*}
(D+\eta R) W & =\sum_{k=1}^{n}(D+\eta R) W_{k}(x, \varepsilon, \eta) P_{k 0}  \tag{6.23}\\
& =\sum_{k=1}^{n} W_{k}(x, \varepsilon, \eta) Z_{k}(x, \varepsilon, \eta) P_{k 0} \\
& =\sum_{k=1}^{n} W_{k}(x, \varepsilon, \eta) P_{k 0} \tilde{D}(x, \varepsilon, \eta) \\
& =W(x, \varepsilon, \eta) \tilde{D}(x, \varepsilon, \eta)
\end{align*}
$$

where $\tilde{D}$ is given in (4.7), namely

$$
\begin{equation*}
\tilde{D}(x, \varepsilon, \eta)=\operatorname{diag}\left\{\tilde{d}_{1}(x, \varepsilon, \eta), \cdots, \tilde{d}_{n}(x, \varepsilon, \eta)\right\} \tag{4.7}
\end{equation*}
$$

Put

$$
\begin{equation*}
W(x, \varepsilon, \eta)=I+Q(x, \varepsilon, \eta) \tag{6.24}
\end{equation*}
$$

Then, since $\sum_{k=0}^{n} P_{k 0}=I$, and by (6.22), we have

$$
\begin{align*}
& Q(x, \varepsilon, \eta)=\sum_{k=1}^{n} Q_{k}(x, \varepsilon, \eta) P_{k 0}=\eta \sum_{k=1}^{n} G_{k}(x, \varepsilon, \eta) P_{k 0}  \tag{6.25}\\
& \begin{aligned}
Q^{\prime}(x, \varepsilon, \eta) & =\sum_{k=1}^{n} Q_{k}^{\prime}(x, \varepsilon, \eta) P_{k 0} \\
& =\eta \sum_{k=1}^{n} G_{k}^{\prime}(x, \varepsilon, \eta) P_{k 0}, \quad\left(^{\prime}=\frac{d}{d x}\right)
\end{aligned} \tag{6.26}
\end{align*}
$$

Put

$$
\begin{gather*}
\tilde{\eta}=\min \left\{\tilde{\eta}_{1}, \tilde{\eta}_{2}, \cdots, \tilde{\eta}_{n}\right\},  \tag{6.27}\\
K_{1}=\sup _{\bar{J} \times \bar{S}_{c} \times\{|\eta| \leqq \tilde{\eta}\}}\left\|\sum_{k=1}^{n} G_{k}(x, \varepsilon, \eta) P_{k 0}\right\|, \tag{6.28}
\end{gather*}
$$

and

$$
\begin{equation*}
K_{2}=\sup _{\bar{J} \times \bar{S}_{c} \times\{|\eta|<\tilde{\eta}\}}\left\|\sum_{k=1}^{n} G_{k}^{\prime}(x, \varepsilon, \eta) P_{k 0}\right\| . \tag{6.29}
\end{equation*}
$$

Thus, Lemma 3 is proved.
7. Proof of Theorem 2. First of all, since $D(x, \varepsilon)$ is diagonal, by Lemma 3 there exists an $n$ by $n$ matrix $Q(x, \varepsilon)$ in the class of $C^{1}\left(\bar{J} \times \bar{S}_{c}\right)$ such that

$$
\begin{equation*}
(I+Q)^{-1}\left(D+\varepsilon^{\theta} R\right)(I+Q)=\tilde{D}(x, \varepsilon) \tag{7.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{D}(x, \varepsilon)=\operatorname{diag}\left\{\tilde{d}_{1}(x, \varepsilon), \cdots, \tilde{d}_{n}(x, \varepsilon)\right\} . \tag{7.2}
\end{equation*}
$$

Furthermore, we have

$$
\begin{equation*}
\|Q(x, \varepsilon)\|=O\left(\varepsilon^{\theta}\right), \quad\left\|Q^{\prime}(x, \varepsilon)\right\|=O\left(\varepsilon^{\theta}\right) \tag{7.3}
\end{equation*}
$$

uniformly on $\bar{J}$ as $\varepsilon \rightarrow 0^{+}$.
Now, apply the transformation,

$$
\begin{equation*}
Y=(I+Q(x, \varepsilon)) V, \tag{7.4}
\end{equation*}
$$

which reduces $\left(\mathrm{E}_{1}\right)$ to

$$
\begin{align*}
\varepsilon^{h} V^{\prime} & =\left[\tilde{D}(x, \varepsilon)-\varepsilon^{h}(I+Q)^{-1} Q^{\prime}\right] V  \tag{7.5}\\
& =\left[\hat{D}(x, \varepsilon)+\varepsilon^{h} \hat{R}(x, \varepsilon)\right] V
\end{align*}
$$

where

$$
\begin{align*}
& \hat{D}=\tilde{D}-\varepsilon^{h} \operatorname{diag}(I+Q)^{-1} Q^{\prime} \\
& \hat{R}=-\left\{(I+Q)^{-1} Q^{\prime}-\operatorname{diag}(I+Q)^{-1} Q^{\prime}\right\} . \tag{7.6}
\end{align*}
$$

Then, the system (7.5) satisfies the conditions of Theorem 1 with $r(\varepsilon)=O\left(\varepsilon^{\theta}\right)$. Therefore, there exists an $n$ by $n$ matrix $\tilde{P}(x, \varepsilon)$ in the class of $C^{1}\left(\bar{J} \times \bar{S}_{c_{2}}\right),\left(0<c_{2} \leqq c\right)$, such that

$$
\begin{equation*}
Y=(I+Q)(I+\tilde{P}) \exp \left\{\varepsilon^{-h} \int^{x} \hat{D}(t, \varepsilon) d t\right\} \tag{7.7}
\end{equation*}
$$

In order to show that $\left(E_{1}\right)$ is a G.A.D.S. following an argument of Gingold [4], we intend to show that

$$
\begin{equation*}
\varepsilon^{-h} \int^{x}[\hat{D}(t, \varepsilon)-D(t, \varepsilon)] d t=O\left(\varepsilon^{\sigma}\right) \tag{7.8}
\end{equation*}
$$

uniformly on $\bar{J}$ as $\varepsilon \rightarrow 0^{+}$. In fact, by Lemma 2

$$
\begin{equation*}
\tilde{p}_{n}(\lambda)=\operatorname{Det}\left(D+\varepsilon^{\theta} R-\lambda I\right)=p_{n}(\lambda)+\varepsilon^{2 \theta} p_{n-2}(\lambda), \tag{7.9}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{n}(\lambda)=\prod_{j=1}^{n}\left(d_{j}(x, \varepsilon)-\lambda\right) \tag{7.10}
\end{equation*}
$$

and $p_{n-2}(\lambda)$ is a polynomial of order $n-2$. Since, by (2.5), $p_{n}(\lambda)$ has distinct zeros $d_{j}$, $j=1,2, \cdots, n$, the zeros $\tilde{d}_{j}$ of $\tilde{p}_{n}(\lambda)$, as given in (7.2), are also distinct on $\bar{J} \times \bar{S}_{c_{3}}$ for some $c_{3}\left(0<c_{3} \leqq c_{2}\right)$, and moreover, by suitable indexing of the zeros of $p_{n}(\lambda)$, we have

$$
\begin{equation*}
\tilde{d}_{j}(x, \varepsilon)=d_{j}(x, \varepsilon)+O\left(\varepsilon^{2 \theta}\right), \quad j=1,2, \cdots, n, \tag{7.11}
\end{equation*}
$$

uniformly on $\bar{J}$ as $\varepsilon \rightarrow 0^{+}$. Thus,

$$
\begin{align*}
\varepsilon^{-h} \int^{x}[\hat{D}(t, \varepsilon) & -D(t, \varepsilon)] d t  \tag{7.12}\\
& =\varepsilon^{-h} \int^{x}[\tilde{D}(t, \varepsilon)-D(t, \varepsilon)] d t-\int^{x} \operatorname{diag}(I+Q(t, \varepsilon))^{-1} Q^{\prime}(t, \varepsilon) d t \\
& =O\left(\varepsilon^{\sigma}\right)
\end{align*}
$$

uniformly on $\bar{J}$ as $\varepsilon \rightarrow 0^{+}$, as the first integral is of $O\left(\varepsilon^{2 \theta-h}\right)$, by (7.11), and the second integral is of $O\left(\varepsilon^{\theta}\right)$, by (7.3). Let

$$
\begin{equation*}
P(x, \varepsilon)=(I+Q)(I+\tilde{P})\left(\exp \left\{\varepsilon^{-h} \int^{x}[\hat{D}(t, \varepsilon)-D(t, \varepsilon)] d t\right\}\right)-I \tag{7.13}
\end{equation*}
$$

thus Theorem 2 is proved.
8. Theorems for the complex variable case. For the case that $x$ is a complex variable, the following assumption will be used.

Assumption 2. Assume that: (1) $D(x, \varepsilon)$ and $R(x, \varepsilon)$ are holomorphic on $\bar{G} \times \bar{S}_{\alpha c}$; (2) there are two fixed points $a$ and $b$ on the boundary of $G$ such that for every $x \in G$, there exists a Jordan curve $\Gamma_{x} \in G$ connecting $x$ to $a$ and $b$, and the quantities $D_{j k}(x, t, \varepsilon)$ given by (2.1) are defined for $t \in \Gamma_{x}$; (3) for each pair $j, k(j \neq k ; j, k=1,2, \cdots, n)$, there exist two numbers $m_{j k}$ and $\hat{m}_{j k}$ such (2.2) holds for every $x \in G$ and $t \in \Gamma_{x}, \varepsilon \in S_{\alpha c}$, or if $D_{j k}(x, t, \varepsilon)$ is unbounded, then (2.3) holds for all $x \in G, t \in \Gamma_{x}, \varepsilon \in S_{\alpha c}$, with $t$ on either side of $x$.

Let

$$
\begin{equation*}
\hat{r}(\varepsilon)=\sup _{\Gamma_{x}} \int_{\Gamma_{x}}\|R(t, \varepsilon)\| d t \tag{8.1}
\end{equation*}
$$

We have the following theorem.

Theorem 4. Assume that: (i) Assumption 2 holds, (ii) $\theta=h$ and (iii) $\hat{r}(\varepsilon)=o(1)$ as $\varepsilon \rightarrow 0$ in $S_{\alpha c}$. Then, $\left(\mathrm{E}_{1}\right)$ is a G.A.D.S., where $\|P(x, \varepsilon)\|=O(\hat{r}(\varepsilon))$ uniformly in $\bar{G}$ as $\varepsilon \rightarrow 0$ in $S_{\alpha c_{1}},\left(0<c \leqq c_{1}\right)$.

THEOREM 5. Assume that: (i) Assumption 2 holds, (ii) $\theta>h / 2$, (iii) there exists a fixed number $\mu$ such that (2.5) holds for all $x \in G$ and $\varepsilon \in S_{\alpha c}$. Then, $\left(\mathrm{E}_{1}\right)$ is a G.A.D.S. and $\|P(x, \varepsilon)\|=O\left(\varepsilon^{\sigma}\right)$ uniformly on $\bar{G}$ as $\varepsilon \rightarrow 0$ in $S_{\alpha c_{1},}\left(0<c_{1} \leqq c\right)$ where $\sigma=$ $\min \{\theta, 2 \theta-h\}$.

These theorems improve a special case of the result of Sibuya [13].
The proofs for Theorem 4 and Theorem 5 for a fixed path $\Gamma_{x}$ are similar to those for Theorem 1 and Theorem 2, respectively. Then, employ a method similar to that in Gingold and Hsieh [5], there exist $P(x, \varepsilon)$ globally in $G$ satisfying these theorems.

Remark. (1) Similar to discussions in Gingold and Hsieh [5], Assumption 2 is satisfied if the following condition is satisfied:
(K) There exist two points $a$ and $b$ on $\partial G$ and positive constants $\alpha_{1}, \alpha_{2}$ and $\delta(\delta<\pi / 2)$ such that every $x$ in $G$ can be connected with $a$ and $b$ by a smooth Jordan curve in $G$

$$
\begin{equation*}
\Gamma_{x}: s=s(\tau), \quad 0 \leqq \tau \leqq 1 \tag{8.2}
\end{equation*}
$$

satisfying:

$$
\begin{gather*}
s(0)=a, \quad s(1)=b, \quad s(\xi)=x \quad(0<\xi<1)  \tag{8.3}\\
0<\alpha_{1} \leqq\left|\frac{d s}{d \tau}\right| \leqq \alpha_{2} \quad \text { for every } \Gamma_{x},  \tag{8.4}\\
-\frac{\pi}{2}+\delta \leqq \arg \left\{\left[d_{j}(s(\tau), \varepsilon)-d_{k}(s(\tau), \varepsilon)\right] \frac{d s}{d \tau}\right\}-h \arg \varepsilon  \tag{8.5}\\
\leqq \frac{\pi}{2}-\delta \quad(\bmod 2 \pi)
\end{gather*}
$$

or

$$
\begin{align*}
\frac{\pi}{2}+\delta & \leqq \arg \left\{\left[d_{j}(s(\tau), \varepsilon)-d_{k}(s(\tau), \varepsilon)\right] \frac{d s}{d \tau}\right\}-h \arg \varepsilon  \tag{8.6}\\
& \leqq \frac{3 \pi}{2}-\delta \quad(\bmod 2 \pi)
\end{align*}
$$

for every $\Gamma_{x}, 0 \leqq \tau \leqq 1, \varepsilon \in S_{\alpha c}, j \neq k, j, k=1,2, \cdots, n$.
(2) In particular, if $G$ is a simply connected domain bounded by two conjugate circular arcs connecting the origin $x=0$ and $x=b,(b>0)$ such that their tangents at $x=0$ are the straight lines $\arg x= \pm \gamma,(0<\gamma<\pi / 2)$, respectively, and if $\operatorname{Re}\left\{d_{j}(x, \varepsilon)-\right.$ $\left.d_{k}(x, \varepsilon)\right\} \neq 0$ for $x \in G, \varepsilon \in S_{\alpha c}, j \neq k, j, k=1,2, \cdots, n$, then, for $x \in G, \operatorname{Im} x \neq 0, \Gamma_{x}$ can be taken to be the circular arc passing through $s=0, s=x$ and $s=b$, and for $\operatorname{Im} x=0, \Gamma_{x}$ is taken to be $\overline{O b}$. Condition (K) is satisfied if $\gamma$ and $\alpha$ are sufficiently small.
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# OSCILLATION RESULTS FOR SECOND ORDER DIFFERENTIAL SYSTEMS* 

G. J. BUTLER ${ }^{\dagger}$ AND L. H. ERBE ${ }^{\dagger}$


#### Abstract

Oscillation criteria are developed for the second order vector differential system (1) $y^{\prime \prime}+Q(t) y$ $=0$ where $Q(t)$ is an $n \times n$ real continuous symmetric matrix. We show that $\lambda_{1}(t)=\lambda_{1}\left(\int_{a}^{t} Q(s) d s\right) \rightarrow+\infty$ as $t \rightarrow \infty$ along with either a condition on the trace of $\int_{a}^{t} Q(s) d s$, or a condition on the growth of $\lambda_{1}(t) / \lambda_{n}(t)$, imply oscillation of all solutions of (1). (Here $\lambda_{1}(\cdot) \geqq \cdots \geqq \lambda_{n}(\cdot)$ denote the (ordered) eigenvalues of the $n \times n$ matrix.). The results obtained generalize a theorem of Mingarelli.


1. Introduction. Consider the second order vector differential equation

$$
\begin{equation*}
y^{\prime \prime}+Q(t) y=0, \quad t \in[a, \infty) \tag{1.1}
\end{equation*}
$$

where $Q(t)$ is a continuous real symmetric $n \times n$ matrix function. In partial answer to a conjecture in [6], it has been recently shown by Mingarelli [7] that the condition

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \lambda_{1}\left(\int_{a}^{t} Q(s) d s\right)=+\infty \tag{1.2}
\end{equation*}
$$

where $\lambda_{1}(\cdot)$ denotes the maximum eigenvalue of the matrix, implies oscillation of (1.1) under the assumption that condition

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \frac{1}{t} \operatorname{tr}\left(\int_{a}^{t} Q(s) d s\right)>-\infty \tag{1.3}
\end{equation*}
$$

holds, where $\operatorname{tr}(\cdot)$ represents the trace of the matrix. In this paper, we show that condition (1.2) implies oscillation of (1.1), even if (1.3) does not hold, provided a weaker condition than (1.3) holds (cf. §2). In addition, we show in §3 that condition (1.2) can also be weakened somewhat provided a certain relation holds between the largest and smallest eigenvalues of $\int_{a}^{t} Q(s) d s$ as $t \rightarrow \infty$.

Before proceeding with the statement of the results, we recall some pertinent definitions and notation which will be subsequently used. For any $n \times n$ matrix $A$, the transpose will be denoted by $A^{*}$; similarly $y^{*}$ denotes the transpose of the column vector $y$. If $t_{0}, t_{1} \in[a, \infty), t_{0} \neq t_{1}$ and if there exists a nontrivial solution $y(t)$ of (1.1) which vanishes at $t_{0}$ and $t_{1}$, then $t_{0}$ and $t_{1}$ are said to be (mutually) conjugate relative to (1.1). Equation (1.1) is said to be disconjugate on an interval $J \subset[a, \infty)$ if every nontrivial solution of (1.1) vanishes at most once in $J$ and (1.1) is said to be oscillatory if for each $t_{0}>a$ there exists $t_{1}>t_{0}$ such that (1.1) is not disconjugate on $\left[t_{0}, t_{1}\right]$.

The matrix differential system associated to (1.1) is

$$
\begin{equation*}
Y^{\prime \prime}+Q(t) Y=0, \quad t \in[a, \infty) \tag{1.4}
\end{equation*}
$$

where $Y$ is an $n \times n$ matrix and $Q$ is as in (1.1). A solution of (1.4) is said to be nontrivial if $\operatorname{det} Y(t) \neq 0$ for at least one $t \in[a, \infty)$ and a nontrivial solution $Y$ is said to be

[^2]prepared or self-conjugate in case
\[

$$
\begin{equation*}
Y^{*}(t) Y^{\prime}(t)-Y^{* \prime}(t) Y(t) \equiv 0, \quad t \in[a, \infty) \tag{1.5}
\end{equation*}
$$

\]

(We note that for any solution $Y$ of (1.4) the expression on the left side of (1.5) is constant.)

Equation (1.4) is said to be oscillatory in case the determinant of every nontrivial prepared solution vanishes on $[b,+\infty)$ for each $b>a$. This is equivalent to oscillation of equation (1.1) since any solution of (1.1) is of the form $y(t) \equiv Y(t) \alpha$ for some constant vector $\alpha$ and some nontrivial prepared solution $Y(t)$ of (1.4).

If $A$ is a real symmetric $n \times n$ matrix, then its eigenvalues $\lambda_{k}(A), 1 \leqq k \leqq n$ (which are all real) will be assumed to be ordered so that

$$
\begin{align*}
& \lambda_{1}(A) \geqq \lambda_{2}(A) \geqq \cdots \geqq \lambda_{n}(A),  \tag{1.6}\\
& \operatorname{tr} A=\sum_{k=1}^{n} \lambda_{k}(A) . \tag{1.7}
\end{align*}
$$

We denote by $\mathscr{S}$ the linear space of all $n \times n$ real symmetric matrices. A linear functional $\phi: \mathscr{S} \rightarrow(-\infty,+\infty)$ is said to be positive if $\phi(A) \geqq 0$ for $A \in \mathscr{S}$ and $A \geqq 0$ (i.e. $A$ symmetric positive semidefinite). Many of the recent results concerned with oscillation criteria for (1.1) and (1.4) have been based on the use of positive linear functionals. We refer to [6], [3], [4], [11], [5], [1], [10] and the references therein. The basic result obtained is that equation (1.1) (or (1.4)) is oscillatory on $[a, \infty)$ in case there exists a positive linear functional $\phi$ such that the scalar equation

$$
\begin{equation*}
u^{\prime \prime}+\phi(Q(t)) u=0 \tag{1.8}
\end{equation*}
$$

is oscillatory, where we assume that $\phi(I)=1$ ( $I=$ identity matrix) (cf. [3]). Hartman in [5] showed that many of the oscillation criteria can be generalized by replacing linear functionals by suitable nonlinear functionals.

We present in $\S 4$ a class of examples which serve to illustrate the results obtained in $\S \S 2$ and 3. In particular, it is shown that there exist continuous matrix functions $Q(t)$ which are such that for any positive linear functional, equation (1.8) is nonoscillatory but by applying the results obtained here we may conclude that (1.1) (or (1.4)) is oscillatory. We also demonstrate that the results of $\S \S 2$ and 3 are independent.

For completeness, we recall the following definitions (cf. [8]). For any subset $E$ of the real line $R, \nu(E)$ denotes the Lebesgue measure of $E$. If $F(t)$ denotes a continuous real-valued function and if $l, L$ satisfy $-\infty<l, L \leqq+\infty$, then we say lim approxinf ${ }_{t \rightarrow \infty} F(t)=l$ in case $\nu\left\{t: F(t) \leqq l_{1}\right\}<+\infty$ for all $l_{1}<l$ and $\nu\left\{t: F(t) \leqq l_{2}\right\}$ $=+\infty$ for all $l_{2}>l$. Similarly, lim approx $\sup _{t \rightarrow \infty} F(t)=L$ in case $\nu\left\{t: F(t) \geqq L_{1}\right\}=+\infty$ for all $L_{1}<L$ and $\nu\left\{t: F(t) \geqq L_{2}\right\}<+\infty$ for all $L_{2}>L$. Finally, lim approx ${ }_{t \rightarrow \infty} F(t)=\lambda$ in case $\lim$ approx $\sup _{t \rightarrow \infty} F(t)=\lim _{t \rightarrow \infty}$ approxinf $F(t)=\lambda$. Clearly, $\liminf _{t \rightarrow \infty} F(t) \leqq$ $\lim$ approxinf $\operatorname{inc} F(t) \leqq \lim _{t \rightarrow \infty} \operatorname{approx} \sup F(t) \leqq \lim _{t \rightarrow \infty} \sup F(t)$.
2. We begin with the statement of the main result in this section.

Theorem 2.1. Let $g=g(t)$ be positive, absolutely continuous, and nondecreasing on $[a,+\infty)$ and assume
(i) $\quad \lim \underset{t \rightarrow \infty}{\operatorname{approxinf}} \frac{1}{g(t)} \operatorname{tr}\left(\int_{a}^{t} Q(s) d s\right)=l>-\infty$,

$$
\begin{equation*}
\underset{t \rightarrow \infty}{\lim \operatorname{approx} \inf } \frac{1}{g(t)} \int_{a}^{t}\left(\lambda_{1}\left(\int_{a}^{s} Q(\sigma) d \sigma\right)\right)^{2} d s=+\infty \tag{ii}
\end{equation*}
$$

and that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \lambda_{1}\left(\int_{a}^{t} Q(s) d s\right)=+\infty \tag{1.2}
\end{equation*}
$$

Then (1.1) is oscillatory.
The proof of Theorem 2.1 will be based on the following lemma which generalizes [7, Lemma 2.1].

Lemma 2.2. Let $V(t)=V^{*}(t)$ be a continuous $n \times n$ symmetric matrix function and suppose that

$$
\begin{equation*}
\underset{t \rightarrow \infty}{\lim \operatorname{approx} \sup } \frac{\operatorname{tr}\left(V(t)+\int_{a}^{t} V^{2}(s) d s\right)}{g(t)}=L<+\infty \tag{2.1}
\end{equation*}
$$

where $g$ is positive, absolutely continuous, and nondecreasing on $(a,+\infty)$. Then it follows that

$$
\begin{equation*}
\underset{t \rightarrow \infty}{\lim \operatorname{approx}} \inf \frac{1}{g(t)} \int_{a}^{t} \lambda_{1}\left(V^{2}(s)\right) d s<+\infty . \tag{2.2}
\end{equation*}
$$

Proof. Since $V(t)=V^{*}(t)$, it follows that $V^{2}(t) \geqq 0$ and so $F(t) \equiv \int_{a}^{t} V^{2}(s) d s$ satisfies $F\left(t_{2}\right) \geqq F\left(t_{1}\right), a \leqq t_{1}<t_{2}<+\infty$ (i.e., $F\left(t_{2}\right)-F\left(t_{1}\right)$ is nonnegative definite). Therefore, since $\left(\lambda_{1}(V(t))\right)^{2} \leqq \lambda_{1}\left(V^{2}(t)\right) \leqq \operatorname{tr}\left(V^{2}(t)\right) \leqq n \lambda_{1}\left(V^{2}(t)\right)$, it follows that if

$$
\underset{t \rightarrow \infty}{\lim \operatorname{approx}} \inf \frac{1}{g(t)} \int_{a}^{t} \lambda_{1}\left(V^{2}(s)\right) d s=+\infty
$$

then

$$
\lim \underset{t \rightarrow \infty}{\operatorname{approx}} \inf \frac{1}{g(t)} \int_{a}^{t} \operatorname{tr}\left(V^{2}(s)\right) d s=\underset{t \rightarrow \infty}{\lim \underset{t}{\operatorname{approx}} \inf } \frac{1}{g(t)} \operatorname{tr}\left(\int_{a}^{t} V^{2}(s) d s\right)=+\infty .
$$

We define

$$
H(t) \equiv \operatorname{tr}\left(\int_{a}^{t} V^{2}(s) d s\right)-M g(t), \quad t \geqq a
$$

where $M>L$ is arbitrary. It follows then that

$$
\operatorname{limapprox}_{t \rightarrow \infty} \frac{H(t)}{g(t)}=+\infty
$$

so that the inequality $H(t)>g(t)$ holds on a set $E$ with $\nu(E)=+\infty$. Also, if we define the set $E_{1}$ by

$$
E_{1} \equiv\left\{t: \frac{1}{g(t)}(\operatorname{tr} V(t)+H(t)) \geqq 0\right\},
$$

then by (2.1) we see that $\nu\left(E_{1}\right)<\infty$ since $M>L$ and so the complement of $E_{1}$ relative to $[a,+\infty)$, which we denote by $\tilde{E}_{1}$, satisfies $\nu\left(\tilde{E}_{1}\right)=+\infty$, and $H(t)<-\operatorname{tr} V(t)$ on $\tilde{E}_{1}$. Since $\nu\left(E \cap \tilde{E}_{1}\right)=+\infty$, we see that the inequality $g(t)<H(t)<-\operatorname{tr} V(t)$ holds on $E \cap \tilde{E}_{1}$. Thus, $g^{2}(t) \leqq H^{2}(t) \leqq(\operatorname{tr} V(t))^{2} \leqq n \operatorname{tr}\left(V^{2}(T)\right)=n\left(H^{\prime}(t)+M g^{\prime}(t)\right)$ holds (a.e.) on $E \cap \tilde{E}_{1}$ and so we have

$$
\begin{equation*}
\frac{1}{n} \leqq \frac{H^{\prime}(t)}{H^{2}(t)}+\frac{M g^{\prime}(t)}{H^{2}(t)} \leqq \frac{H^{\prime}(t)}{H^{2}(t)}+\frac{M g^{\prime}(t)}{g^{2}(t)} \quad \text { on } E \cap \tilde{E}_{1} . \tag{2.3}
\end{equation*}
$$

This is a contradiction since the integral of the right-hand side of (2.3) is less than $\int_{H(a)}^{\infty} u^{-2} d u+\int_{g(a)}^{\infty} M u_{\sim}^{-2} d u$ which is finite, whereas the integral of the left-hand side is infinite since $\nu\left(E \cap \tilde{E_{1}}\right)=+\infty$. This proves the lemma.

Proof of Theorem 2.1. If (1.4) is not oscillatory, then there exists a nontrivial prepared solution $Y(t)$ of (1.4) with det $Y(t) \neq 0$ on $\left[t_{0}, \infty\right)$ for some $t_{0} \geqq a$. Let $V(t)=$ $Y^{\prime}(t) Y^{-1}(t), t \geqq t_{0}$ so that $V^{*}(t)=V(t)$ and $V(t)$ satisfies the matrix Riccati equation

$$
\begin{equation*}
-V^{\prime}(t)=Q(t)+V^{2}(t), \quad t \geqq t_{0} \tag{2.4}
\end{equation*}
$$

Integrating (2.4) we obtain the equivalent integral equation

$$
\begin{equation*}
-V(t)+V\left(t_{0}\right)=\int_{t_{0}}^{t} Q(s) d s+\int_{t_{0}}^{t} V^{2}(s) d s \tag{2.5}
\end{equation*}
$$

and hence

$$
\begin{equation*}
-V(t)+V\left(t_{0}\right) \geqq \int_{t_{0}}^{t} Q(s) d s \tag{2.6}
\end{equation*}
$$

Therefore, $\lambda_{1}\left(\int_{t_{0}}^{t} Q(s) d s\right) \leqq \lambda_{1}(-V(t))+\lambda_{1}\left(V\left(t_{0}\right)\right)$ by the subadditivity of $\lambda_{1}$ and (2.6). Since $\lambda_{1}\left(V^{2}(t)\right) \geqq\left(\lambda_{1}(-V(t))^{2}\right)$ we see that $\lim _{t \rightarrow \infty} \lambda_{1}(-V(t))=\lim _{t \rightarrow \infty} \lambda_{1}\left(V^{2}(t)\right)=$ $+\infty$. Now by condition (i) of the Theorem 2.1 and (2.5) it follows that

$$
\begin{aligned}
& \lim \underset{t \rightarrow \infty}{\operatorname{approx} \sup }\left(\frac{1}{g(t)}\left(\operatorname{tr}\left(V(t)+\int_{t_{0}}^{t} V^{2}(s) d s\right)\right)\right) \\
& \quad=\underset{t \rightarrow \infty}{\lim \operatorname{approx}} \sup \left(\frac{1}{g(t)}\left(\operatorname{tr}\left(V\left(t_{0}\right)-\int_{t_{0}}^{t} Q(s) d s\right)\right)\right)=k-l<+\infty
\end{aligned}
$$

where $k=\lim _{t \rightarrow \infty}\left(\operatorname{tr} V\left(t_{0}\right) / g(t)\right)$. Therefore, by Lemma 2.2 we have that

Again, from (2.6) we have $\lambda_{1}\left(\int_{t_{0}}^{t} Q(s) d s\right) \leqq 2 \lambda_{1}(-V(t))$ for all large $t$ (since $\left.\lambda_{1}(-V(t)) \rightarrow+\infty\right)$ and therefore

$$
\begin{equation*}
\left(\lambda_{1}\left(\int_{t_{0}}^{t} Q(s) d s\right)\right)^{2} \leqq 4\left(\lambda_{1}(-V(t))^{2}\right) \leqq 4 \lambda_{1}\left(V^{2}(t)\right) \tag{2.7}
\end{equation*}
$$

for all large $t$. Thus, we obtain by integration

$$
\begin{equation*}
\frac{1}{g(t)} \int_{t_{0}}^{t}\left(\lambda_{1}\left(\int_{t_{0}}^{s} Q(r) d r\right)\right)^{2} d s \leqq \frac{4}{g(t)} \int_{t_{0}}^{t} \lambda_{1}\left(V^{2}(s)\right) d s \tag{2.8}
\end{equation*}
$$

for all large $r$ and hence taking limapproxinf of both sides as $t \rightarrow \infty$ we have a contradiction to condition (ii) of the hypotheses. This proves Theorem 2.1.

Remark. If $g(t)=t$ in Theorem 2.1, then condition (1.2) implies that

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{a}^{t}\left(\lambda_{1}\left(\int_{a}^{s} Q(r) d r\right)\right)^{2} d s=+\infty
$$

so that Theorem 2.1 includes the results of Mingarelli [7] with "liminf" replaced by "lim approxinf". In §4, we investigate further conditions (i) and (ii) by means of several examples.

Theorem 2.1 may also be generalized by considering the principal submatrices of $\int_{a}^{t} Q(s) d s$. We recall the notation (cf. [2]): For any $n \times n$ symmetric matrix $A$, the sequence of symmetric matrices $A_{k} \equiv\left(a_{i j}\right), i, j=1, \cdots, k$, for $k=1,2, \cdots, n$ satisfies $\lambda_{j+1}\left(A_{k+1}\right) \leqq \lambda_{j}\left(A_{k}\right) \leqq \lambda_{j}\left(A_{k+1}\right)$ where $\lambda_{j}\left(A_{k}\right)$ denotes the $j$ th characteristic root of $A_{k}$ (cf. [2, p. 113]). We may then state the next corollary.

Corollary 2.3. Let $g=g(t)$ be positive, continuous, and nondecreasing in $[a,+\infty)$ and assume there exists $k, 1 \leqq k \leqq n$ such that

$$
\begin{aligned}
& \text { (i) })_{k} \quad \underset{t \rightarrow \infty}{\lim \operatorname{approx} \inf } \frac{1}{g(t)} \operatorname{tr}\left(\int_{a}^{t} Q_{k}(s) d s\right)>-\infty, \\
& \text { (ii) }{ }_{k} \quad \underset{t \rightarrow \infty}{\lim \operatorname{approx} \inf } \frac{1}{g(t)} \int_{a}^{t}\left(\lambda_{1}\left(\int_{a}^{s} Q_{k}(r) d r\right)\right)^{2} d s=+\infty
\end{aligned}
$$

and that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \lambda_{1}\left(\int_{a}^{t} Q_{k}(s) d s\right)=+\infty \tag{1.2}
\end{equation*}
$$

Then equation (1.1) is oscillatory.
Proof. The proof proceeds as in Theorem 2.1 to obtain equation (2.5) from which we have

$$
\begin{equation*}
-V_{k}(t)+V_{k}\left(t_{0}\right)=\int_{t_{0}}^{t} Q_{k}(s) d s+\int_{t_{0}}^{t}\left(V^{2}(s)\right)_{k} d s \geqq \int_{t_{0}}^{t} Q_{k}(s) d s \tag{2.9}
\end{equation*}
$$

and therefore $\lambda_{1}\left(-V_{k}(t)\right) \rightarrow+\infty$ as $t \rightarrow \infty$ by (1.2) ${ }_{k}$. A straightforward modification of the proof of Theorem 2.1 now yields a contradiction to condition (ii) and this proves Corollary 2.3.
3. In this section, we relax the condition (1.2) and replace hypotheses (i) and (ii) of Theorem 2.1 by a condition on the relative rates of growth of the largest and smallest eigenvalues of $\int_{a}^{t} Q(s) d s$ as $t \rightarrow \infty$. Abbreviate the notation for the eigenvalues of $\int_{a}^{t} Q(s) d s$ to $\lambda_{1}(t) \geqq \lambda_{2}(t) \geqq \cdots \geqq \lambda_{n}(t)$.

We shall require the following simple lemma.
Lemma 3.1. Let $p(t)$ be locally bounded, nonnegative and measurable on $[a, \infty)$ with $p(t)$ not zero a.e. Let $q(t)$ be nonnegative and locally integrable, such that

$$
p(t) \geqq q(t) \int_{a}^{t} p^{2}(s) d s \quad \text { for almost all } t \geqq a .
$$

Then for all sufficiently large $\bar{a} \geqq a$, we have $q \in L^{2}[\bar{a}, \infty)$.
Proof of Lemma 3.1. Let $P(t)=\int_{a}^{t} p^{2}(s) d s$. Then $P(t)$ is absolutely continuous, and by hypothesis, $P(t)>0$ for $t>a^{*}$, say. We have $P^{\prime}(t)=P^{2}(t) \geqq q^{2}(t) P^{2}(t)$, and integrating $P^{\prime}(s) / P^{2}(s)$ from $\bar{a}>a^{*}$ to $t$, we obtain

$$
\frac{1}{P(\bar{a})}-\frac{1}{P(t)}=\int_{\bar{a}}^{t} q^{2}(s) d s
$$

and so

$$
\int_{\bar{a}}^{\infty} q^{2}(s) d s \leqq \frac{1}{P(\bar{a})},
$$

proving the lemma.

Theorem 3.2. Let one of the following set of hypotheses hold:
(1) (a) $\operatorname{limapproxinf} \lambda_{1}(t)=\infty$ and
(b) lim approx $\sup _{t \rightarrow \infty}\left|\lambda_{1}(t) / \lambda_{n}(t)\right|>0$;
or
(2) (a) lim approx $\sup _{t \rightarrow \infty} \lambda_{1}(t)=\infty$ and
(b) lim approxinf $\operatorname{ta\infty }^{\infty}\left|\lambda_{1}(t) / \lambda_{n}(t)\right|>0$.

Then (1.1) is oscillatory.
Proof. Assume that (1) or (2) holds and suppose that (1.1) has a nonoscillatory solution $Y(t)$. Let $W(t)=-Y^{\prime}(t) Y^{-1}(t)$ so that $W(t)$ satisfies

$$
\begin{equation*}
W(t)-\int_{t_{0}}^{t} W^{2}(s) d s=\int_{a}^{t} Q(s) d s+C, \quad t \geqq t_{0} \tag{3.1}
\end{equation*}
$$

where $C=W\left(t_{0}\right)-\int_{a}^{t_{0}} Q(s) d s$.
It is known that for any continuous are symmetric matrix-valued function, a continuously varying orthonormal system may be selected [9]. It follows that we may choose a locally integrable vector $x(t)$ with $\|x(t)\|=1$ such that

$$
\begin{equation*}
x^{*}(t)\left(\int_{a}^{t} Q(s) d s\right) x(t)=\lambda_{1}(t) \tag{3.2}
\end{equation*}
$$

Let the eigenvalues of $W(t)$ be $\mu_{1}(t) \geqq \cdots \geqq \mu_{n}(t)$. By the preceding remark, we may select a system of (orthonormal) locally integrable eigenvectors $e_{i}(t)$, such that

$$
\begin{equation*}
W(t) e_{i}(t)=\mu_{i}(t) e_{i}(t), \quad e_{i}^{*}(t) e_{j}(t)=\delta_{i j} . \tag{3.3}
\end{equation*}
$$

Define the functions $c_{i}(s, t), i=1, \cdots, n, a \leqq s, t<\infty$, by

$$
\begin{equation*}
x(t)=\sum_{i=1}^{n} c_{i}(s, t) e_{i}(s) \tag{3.4}
\end{equation*}
$$

The $c_{i}(s, t)$ are projections of $x(t)$ on to the orthonormal system $\left\{e_{i}(s)\right\}_{i=1}^{n}$, and are locally integrable with respect to both $s$ and $t$.

We have

$$
\begin{equation*}
W(s) x(t)=\sum_{i=1}^{n} \mu_{i}(s) c_{i}(s, t) e_{i}(s) . \tag{3.5}
\end{equation*}
$$

Denote the left-hand side of (3.1) by $\Phi(t)$. From (3.1) to (3.5), we have

$$
\begin{equation*}
x^{*}(t) \Phi(t) x(t)=\sum_{i=1}^{n} \mu_{i}(t) c_{i}^{2}(t, t)-\int_{t_{0}}^{t}\left(\sum_{i=1}^{n} \mu_{i}^{2}(s) c_{i}^{2}(s, t)\right) d s . \tag{3.6}
\end{equation*}
$$

At this point, in order to give a clearer presentation of the argument, we shall concentrate on the case $n=2$. Introduce angle-functions $\phi, \theta$ by defining

$$
\begin{align*}
& e_{1}(s)=\cos \phi(s) e_{1}(a)+\sin \phi(s) e_{2}(a),  \tag{3.7}\\
& e_{2}(s)=-\sin \phi(s) e_{1}(a)+\cos \phi(s) e_{2}(a) ; \\
& c_{1}(a, t)=\cos \theta(t), \quad c_{2}(a, t)=\sin \theta(t) . \tag{3.8}
\end{align*}
$$

From (3.7) and (3.8), we find that

$$
c_{1}(s, t)=\cos (\theta(t)-\phi(s)), c_{2}(s, t)=\sin (\theta(t)-\phi(s)) .
$$

If we put $\alpha(t)=\theta(t)-\phi(t)$, we may write (3.6) as

$$
\begin{equation*}
x^{*}(t) \Phi(t) x(t)=\mu_{1}(t) \cos ^{2} \alpha(t)+\mu_{2}(t) \sin ^{2} \alpha(t) \tag{3.9}
\end{equation*}
$$

$-\int_{t_{0}}^{t} \mu_{1}^{2}(s) \cos ^{2}\{\alpha(t)+\phi(t)-\phi(s)\} d s-\int_{t_{0}}^{t} \mu_{2}^{2}(s) \sin ^{2}\{\alpha(t)+\phi(t)-\phi(s)\} d s$.
Now $x^{*}(t) \Phi(t) x(t)=\lambda_{1}(t)+x^{*}(t) C x(t)$. Since $C$ is constant and $\|x(t)\|=1$, we have

$$
\begin{equation*}
\lim \operatorname{approx} \inf x^{*}(t) \Phi(t) x(t)=\infty \tag{3.10.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\underset{t \rightarrow \infty}{\lim \operatorname{approx}} \sup x^{*}(t) \Phi(t) x(t)=\infty \tag{3.10.2}
\end{equation*}
$$

according as hypothesis (1a) or (2a) holds.
Our object is to demonstrate the incompatibility of (3.9) and (3.10.1) or (3.10.2). Parts b) of hypotheses (1) and (2) imply that there exists $\delta$ with $0<\delta<1$ such that

$$
\begin{equation*}
\left|\frac{\lambda_{1}(t)}{\lambda_{2}(t)}\right|>\delta \quad \text { for all } t \in T_{1} \tag{3.11}
\end{equation*}
$$

where $T_{1} \subset[a, \infty)$ satisfies

$$
\begin{array}{ll}
\nu\left(T_{1}\right)=\infty & (\text { if }(1) \text { holds }) \\
\nu\left(\tilde{T}_{1}\right)<\infty & \text { (if (2) holds) } \tag{3.12.2}
\end{array}
$$

with $\tilde{T}_{1}=[a, \infty)-T_{1}$.
Let $\lambda(t)=\max \left(\left|\lambda_{1}(t)\right|,\left|\lambda_{2}(t)\right|\right)$. For $t \in T_{1}$, we have $\lambda(t) \leqq \lambda_{1}(t) / \delta$. For any $y \in R^{n}$ with $\|y\| \leqq \frac{1}{4} \delta$, we have

$$
\begin{align*}
(x(t)+y)^{*} & \Phi(t)(x(t)+y)  \tag{3.13}\\
& =x\left({ }^{*} t\right) \Phi(t) x(t)+y^{*} \Phi(t) y+x^{*}(t) \Phi(t) y+y^{*} \Phi(t) x(t) \\
& \geqq \lambda_{1}(t)-2 \lambda(t)\|y\|-\lambda(t)\|y\|^{2}-\left(1+\frac{1}{4} \delta\right)^{2}\|C\| \\
& \geqq \lambda_{1}(t)-\frac{1}{2} \lambda_{1}(t)-\frac{1}{16} \delta \lambda_{1}(t)-\left(1+\frac{1}{4} \delta\right)^{2}\|C\|, \quad \text { if } t \in T_{1} \\
& \geqq \frac{1}{3} \lambda_{1}(t)-2\|C\| .
\end{align*}
$$

Recall that $x(t)=\cos \theta(t) e_{1}(a)+\sin \theta(t) e_{2}(a)$. Simple trigonometry shows that we may choose $y=\hat{y}(t)$ with $\|\hat{y}(t)\| \leqq \frac{1}{4} \delta$, such that

$$
x(t)+\hat{y}(t)=\cos \theta(t) e_{1}(a)+\sin \hat{\theta}(t) e_{2}(a)
$$

where $\hat{\theta}(t)=\theta(t)+\delta / 4$.

Now define $y(t)$ by

$$
y(t)= \begin{cases}0 & \text { if }|\alpha(t)| \geqq \frac{\delta}{8}(\bmod \pi) \text { and }\left|\alpha(t)-\frac{\pi}{2}\right| \geqq \frac{\delta}{8}(\bmod \pi) \\ y(t) & \text { otherwise }\end{cases}
$$

and let $\hat{x}(t)=x(t)+y(t)$. If $\hat{\alpha}(t)$ is defined by

$$
\hat{x}(t)=\cos \hat{\theta}(t) e_{1}(a)+\sin \hat{\theta}(t) e_{2}(a), \quad \hat{\alpha}(t)=\hat{\theta}(t)-\phi(t),
$$

we obtain

$$
\begin{equation*}
|\hat{\alpha}(t)| \geqq \frac{\delta}{8}(\bmod \pi), \quad\left|\hat{\alpha}(t)-\frac{\pi}{2}\right| \geqq \frac{\delta}{8}(\bmod \pi) \tag{3.14}
\end{equation*}
$$

for all $t \geqq a$. Now (3.9) and (3.13) give

$$
\begin{align*}
\hat{x}^{*}(t) \Phi(t) \hat{x}(t)= & \mu_{1} \cos ^{2} \hat{\alpha}(t)+\mu_{2}(t) \sin ^{2} \hat{\alpha}(t)  \tag{3.15}\\
& \quad-\int_{a}^{t} \mu_{2}^{2}(s) \cos ^{2}\{\hat{\alpha}(t)+\phi(t)-\phi(s)\} d s \\
& \quad-\int_{a}^{t} \mu_{2}^{2}(s) \sin ^{2}\{\alpha(t)+\phi(t)-\phi(s)\} d s \\
\geqq & \frac{1}{3} \lambda_{1}(t)-2\|C\|, \quad t \in T_{1} .
\end{align*}
$$

Now parts (a) of the hypotheses of the theorem yield the existence of a subset $T_{2}$ of $[a, \infty)$ such that

$$
\begin{equation*}
\frac{1}{3} \lambda_{1}(t)-2\|C\|>0, \quad t \in T_{2} \tag{3.16}
\end{equation*}
$$

and

$$
\begin{array}{ll}
\nu\left(\tilde{T}_{2}\right)<\infty & \text { (if (1) holds) }, \\
\nu\left(T_{2}\right)=\infty & \text { (if (2) holds) } \tag{3.17.2}
\end{array}
$$

$\left(\tilde{T}_{2}=[a, \infty)-T_{2}\right)$. Now (3.12), (3.14), (3.15), (3.16) and (3.17) show that there exists a subset $T\left(=T_{1} \cap T_{2}\right)$ of $[a, \infty)$ with $\nu(T)=\infty$, such that

$$
\begin{align*}
\mu_{1}(t) \cos ^{2} \hat{\alpha}(t)+\mu_{2}(t) & \sin ^{2} \hat{\alpha}(t)-\int_{a}^{t} \mu_{1}^{2}(s) \cos ^{2}\{\hat{\alpha}(t)+\phi(t)-\phi(s)\} d s  \tag{3.18}\\
& -\int_{a}^{t} \mu_{2}^{2}(s) \sin ^{2}\{\hat{\alpha}(t)+\phi(t)-\phi(s)\} d s>0, \quad t \in T
\end{align*}
$$

where $\alpha(t)$ is bounded away from 0 and $\pi / 2(\bmod \pi)$. Let

$$
\begin{equation*}
U_{1}(t)=\mu_{1}(t) \cos ^{2} \hat{\alpha}(t)-\int_{a}^{t} \mu_{1}^{2}(s) \cos ^{2}\{\hat{\alpha}(t)+\phi(t)-\phi(s)\} d s \tag{3.19}
\end{equation*}
$$

and let $S_{1}=\left\{t: U_{1}(t)>0\right\}$. By (3.14), there exist $\delta_{1}>0$ and a positive integer $m$ such that

$$
\begin{equation*}
\cos ^{2}(\hat{\alpha}(t)+\omega) \geqq \delta_{1} \quad \text { for } t \geqq a, \quad|\omega| \leqq \frac{1}{m} \quad(\bmod \pi) . \tag{3.20}
\end{equation*}
$$

For $i=1,2, \cdots, m$, define

$$
A_{i}=\left\{t \geqq a: \frac{i-1}{m} \leqq \phi(t)<\frac{i}{m}(\bmod \pi)\right\},
$$

and let

$$
\hat{\mu}_{i}(t)= \begin{cases}\left|\mu_{1}(t)\right| & t \in A_{i} \\ 0, & \text { otherwise }\end{cases}
$$

If $t \in A_{i}$, we have by (3.20) that

$$
\begin{equation*}
U_{1}(t) \leqq \hat{\mu}_{i}(t)-\delta_{1} \int_{a}^{t} \hat{\mu}_{i}^{2}(s) d s \tag{3.21}
\end{equation*}
$$

By Lemma 3.1, either $\mu_{i}(t)=0$ a.e. or, if $q_{i}(t)$ is defined by

$$
\hat{\mu}_{i}(t)=\hat{q}_{i}(t) \int_{a}^{t} \hat{\mu}_{i}^{2}(s) d s
$$

we have $\hat{q}_{i} \in L^{2}[\bar{a}, \infty)$ for $\bar{a}$ sufficiently large. In the latter case, the set of $t$ for which $\hat{q}_{i}(t) \geqq \delta_{1}$ has finite measure, and in either case, the set of $t$ in $A_{i}$ for which $U_{1}(t)>0$, has finite measure. Since $[a, \infty)=\bigcup_{i=1}^{m} A_{i}$, we have $\nu\left(S_{1}\right)<\infty$. Similar reasoning shows that if

$$
U_{2}(t)=\mu_{2}(t) \sin ^{2} \hat{\alpha}(t)-\int_{a}^{t} \mu_{2}^{2}(s) \sin ^{2}\{\hat{\alpha}(t)+\phi(t)-\phi(s)\} d s
$$

and $S_{2}=\left\{t: U_{2}(t)>0\right\}$, then $\nu\left(S_{2}\right)<\infty$. But this is in contradiction to (3.18), and now the theorem is proved for the case $n=2$.

In the general case $n>2$, the basic idea of proof is the same. We introduce the orthogonal matrix $U(s)$ whose rows are the eigenvectors $e_{i}(s)$ of $W(s)$ (see (3.3)). Denote the vector $\left(c_{1}(s, t), c_{2}(s, t), \cdots, c_{n}(s, t)\right)^{*}$ by $c(s, t)$. Assuming, without loss of generality, that $U(a)$ is the identity matrix, (3.4) gives

$$
\begin{equation*}
c(s, t)=U^{-1}(s) c(a, t) . \tag{3.22}
\end{equation*}
$$

Now denote $U^{-1}(s)$ by $V(s)$, the components of $V(t) c(a, t)$ by $v_{i}(t)$ and the components of $(V(s)-V(t)) c(a, t)$ by $w_{i}(s, t), i=1, \cdots, n$. From (3.6), we may write $x^{*}(t) \Phi(t) x(t)$ as

$$
\begin{equation*}
\sum_{i=1}^{n} \mu_{i}(t) v_{i}^{2}(t)=\int_{a}^{t} \sum_{i=1}^{n} \mu_{i}^{2}(s)\left(v_{i}(t)+w_{i}(s, t)\right)^{2} d s \tag{3.23}
\end{equation*}
$$

By replacing $x(t)$ by an appropriate $\hat{x}(t)$ and obtaining the corresponding functions $\hat{v}_{i}(t), \hat{w}_{i}(s, t)$, we have

$$
\begin{equation*}
\hat{x}^{*}(t) \Phi(t) \hat{x}(t)=\sum_{i=1}^{n} \mu_{i}(t) \hat{v}_{i}^{2}(t)-\int_{a}^{t} \sum_{i=1}^{n} \mu_{i}^{2}(s)\left\{\hat{v}_{i}(t)+\hat{w}_{i}(s, t)\right\}^{2} d s>0, \quad t \in T, \tag{3.24}
\end{equation*}
$$

where $\left|v_{i}(t)\right| \geqq \delta_{0}>0$ on $T$, and $T$ is a subset of $[a, \infty)$, of infinite measure, $\hat{w}_{i}(s, t)$ is the $i$ th component of $(V(s)-V(t)) \hat{c}(a, t)$, and $\|\hat{c}(a, t)\|=1$. Note that (3.24) is the analogue of (3.15) and (3.18). Since the $n \times n$ orthogonal matrices (identified with $S^{n-1}$ ) form a compact set, we may find a finite decomposition of $S^{n-1},\left\{I_{k}\right\}_{k=1}^{m}$ say, such that $G, H \in I_{k} \Rightarrow\|G-H\|<\delta_{0} / 2, k=1, \cdots, m$. Now define $A_{k}=\left\{t \geqq a: V(t) \in I_{k}\right\}$.

Then we shall have

$$
\begin{equation*}
\left\{\hat{v}_{j}(t)+\hat{w}_{j}(s, t)\right\}^{2} \geqq \frac{\delta_{0}^{2}}{4} \tag{3.25}
\end{equation*}
$$

whenever $s, t \in A_{k}, k=1, \cdots, m, j=1, \cdots, n$.
With (3.24), (3.25) and Lemma 3.1, we may complete the proof as in the case $n=2$.
4. We illustrate the results of $\S \S 2$ and 3 with some examples.

1. Let $\delta>\eta>0$ and let $\sigma=(\eta+\delta) / 2-1, k=(\eta+\delta) / 2$. Define $Q(t)$ to be

$$
\left(\begin{array}{cc}
0 & -k t^{\sigma} \\
-k t^{\sigma} & -q(t)
\end{array}\right)
$$

where $q(t)=\delta t^{\delta-1}-\eta t^{\eta-1}$. Then $\int_{1}^{t}(\operatorname{tr} Q) d s=t^{\eta}-t^{\delta} \rightarrow-\infty$ as $t \rightarrow \infty$ and $\lambda_{1}\left(\int_{1}^{t} Q d s\right)=$ $t^{\eta} \rightarrow \infty$ as $t \rightarrow \infty$. Let $g(t)=\left[\int_{1}^{t}\left(\lambda_{1}\left(\int_{1}^{s} Q d \sigma\right)\right)^{2} d s\right]^{\gamma}$ where $0<\gamma<1$. Then $g(t) \uparrow \infty$ as $t \rightarrow \infty$, and $g(t) \sim t^{(2 \eta+1) \gamma}$. We have

$$
\frac{\int_{1}^{t}(\operatorname{tr} Q) d s}{g(t)} \sim \frac{t^{\eta}-t^{\delta}}{t^{(2 \eta+1) \gamma}} \geqq-t^{\delta-\gamma(2 \eta+1)}
$$

which is bounded below as $t \rightarrow \infty$ provided that $\delta(2 \eta+1) \geqq \gamma$. Now

$$
\frac{1}{g(t)} \int_{1}^{t}\left(\lambda\left(\int_{1}^{s} Q d \sigma\right)\right)^{2} d s=\left[\int_{1}^{t}\left(\lambda_{1}\left(\int_{1}^{s} Q d \sigma\right)\right)^{2} d s\right]^{1-\gamma} \rightarrow \infty
$$

as $t \rightarrow \infty$. By Theorem 2.1, we shall have oscillation if $0<\eta<\delta<2 \eta+1$ (choose $\gamma=$ $\delta / 2 \eta+1)$. If $\delta>1$, we have $1 / t \int_{1}^{t}(\operatorname{tr} Q) d s \rightarrow-\infty$, so we cannot obtain oscillation by Mingarelli's result.

We recall that any positive functional $\phi(A)$ has the form

$$
\phi(A)=\sum_{i, j=1}^{n} \alpha_{i j} a_{i j}
$$

where $A=\left(a_{i j}\right)$, and $\alpha=\left(\alpha_{i j}\right)$ is nonnegative definite [11]. We have $\phi(Q(t))=-2 k t^{\sigma} \alpha_{12}$ $+\alpha_{22}\left(\eta t^{\eta-1}-\delta t^{\delta-1}\right) \leqq 0$ for $t$ sufficiently large, since $\alpha_{22} \geqq 0$ (with equality possible only if $\alpha_{12}=0$ ) and $\delta-1>\sigma>\eta-1$. Thus the 2nd order scalar equation $y^{\prime \prime}+\phi(Q(t)) y$ $=0$ is nonoscillatory for all positive functionals $\phi$, and this class of tests for oscillation cannot be used.
2. To illustrate Theorem 3.2, we define the $3 \times 3$ matrix $Q(t)$ by specifying its integral from 0 to $t$. Let $\int_{0}^{t} Q(s) d s=$

$$
\left(\begin{array}{ccc}
t^{1 / 2} \cos ^{2} t-t^{n} \sin ^{2} t(1+\cos t) & \frac{1}{2} t^{1 / 2} \sin 2 t\left\{1+t^{n-1}(1+\cos t)\right\} & 0 \\
\frac{1}{2} t^{1 / 2} \sin 2 t\left\{1+t^{n-1}(1+\cos t)\right\} & t^{1 / 2} \sin ^{2} t-t^{n} \cos ^{2} t(1+\cos t) & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $n \geqq 1$.
A straightforward computation reveals that the eigenvalues of $\int_{0}^{t} Q(s) d s$ are $\lambda_{1}(t)$ $=t^{1 / 2}, \lambda_{2}(t)=0, \lambda_{3}(t)=-t^{n}(1+\cos t)$. Let $t_{m}=(2 m+1) \pi$ and $t=t_{m}+s$. Then it is easily verified that for $t$ near $t_{m},\left|\lambda_{3}(t)\right| \leqq c_{1} s^{2} m^{n}$, for some constant $c_{1}$. Since $\left|\lambda_{1}(t)\right| \geqq$
$c_{2} m^{1 / 2}$, for some constant $c_{2}$, for $t$ near $t_{m}$, we have $\left|\lambda_{1}(t) / \lambda_{3}(t)\right| \geqq 1$ if $|s| \leqq$ $c_{3} m^{1 / 4-n / 2}\left(c_{3}=\left(c_{2} / c_{1}\right)^{1 / 2}\right)$. Thus $\left\{t:\left|\lambda_{1}(t) / \lambda_{3}(t)\right| \geqq 1\right\}$ has measure at least $c_{4} \sum_{m=1}^{\infty} m^{1 / 4-n / 2}$, for some constant $c_{4}>0$, i.e. has infinite measure if $n \leqq \frac{5}{2}$.

It follows that hypothesis (1) of Theorem 3.2 holds and equation (1.1) is oscillatory. It is easily verified that Theorem 2.1 cannot be used to verify oscillation in the case that $2 \leqq n \leqq \frac{5}{2}$.
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# COMPARISON THEOREMS FOR CERTAIN DIFFERENTIAL SYSTEMS OF ARBITRARY ORDER* 

E. C. TOMASTIK ${ }^{\dagger}$


#### Abstract

Comparison theorems are given for $(k, n-k)$-focal points of systems of the form $\left[r x^{(k)}\right]^{(n-k)}$ $-(-1)^{n-k} p x=0$, where $r$ and $p$ are $m \times m$ matrices. The system is not assumed to be selfadjoint, and for the "comparing" equation no sign assumptions are made on the elements of $r(t)$ and $p(t)$.


1. Introduction. In this paper are given comparison theorems for ( $k, n-k$ )-focal points of the two $n$th order differential systems

$$
\begin{equation*}
\left[r(t) x^{(k)}\right]^{(n-k)}-(-1)^{n-k} p(t) x=0 \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[R(t) y^{(k)}\right]^{(n-k)}-(-1)^{n-k} P(t) y=0 \tag{2}
\end{equation*}
$$

where $r(t), p(t), R(t)$ and $P(t)$ are all $m \times m$ matrices of continuous functions, $r$ and $R \in C^{n-k}$, and $r^{-1}(t)$ and $R^{-1}(t)$ exist on the intervals under consideration. In addition, $R^{-1}(t)$ and $P(t)$ are assumed to satisfy a certain "positivity" condition with respect to a certain cone. However, no further conditions are given on the matrices $r(t)$ and $p(t)$. In particular, $r(t)$ and $p(t)$ may have oscillatory components. Since no assumptions are made concerning the symmetry of any of the matrices $r(t), p(t), R(t)$ and $P(t)$, and no assumptions are made on the integers $k$ and $n$, the systems (1) and (2) may or may not be selfadjoint. But even in the case that both systems are selfadjoint, the results presented here are new.

Focal points play a critical role in variational theory when the systems (1) and (2) are selfadjoint, and certain comparison theorems have long been known in this case. For example, Morse [5] gave such comparison theorems for second order systems, and Reid [8, p. 356] gives such a comparison theorem for general selfadjoint systems of order $2 n$. Roughly, these results in the selfadjoint case state that if the matrices $r(t)$ and $R(t)$ are positive definite and if the matrices $P(t)-p(t)$ and $R^{-1}(t)-r^{-1}(t)$ are both positive semidefinite everywhere and one of them is positive definite at one point, then the focal point of (1) lies to the right of the focal point of (2). (In the selfadjoint case the matrices $r(t), R(t), p(t)$ and $P(t)$ must all be symmetric.)

In the selfadjoint case, it is thus natural to define $P>p$ if $P(t)-p(t)$ is positive semidefinite everywhere and positive definite at at least one point. Thus we can say that if $P$ is "larger" than $p$ and if $R^{-1}$ is "larger" then $r^{-1}$, then the focal point of (1) lies to the right of the focal point of (2), in agreement with the Sturm theory for scalar second order differential equations. Since in this paper none of the matrices $r(t), p(t), R(t)$ and $P(t)$ are assumed to be symmetric, the notion of positive definiteness cannot be used. A natural alternative definition of $P>p$ (or $p<P)$ will mean that if $p=\left(p_{i j}\right)$ and $P=\left(P_{i j}\right)$, then $p_{i j}(t) \leq P_{i j}(t)$, and for each row strict inequality occurs for one element at at least one point. This notion is of course independent of the notion of positive definite, even if $p$ and $P$ are symmetric. However, a selfadjoint example is given later to

[^3]show that if $p<P$ under this latter definition, the focal point of (1) may be the left of the focal point of (2), a very surprising situation. It will be shown in this paper that a sufficient condition to assure that the focal point of (1) lies to the right of that of (2) is to assume $\int_{a}^{t}\left|r_{i j}^{-1}(s)\right| d s \leq \int_{a}^{t}\left|R_{i j}^{-1}(s)\right| d s$ and $\left|p_{i j}(t)\right| \leq\left|P_{i j}(t)\right|$, and that the latter inequalities become strict inequalities for at least one element at at least one point in every row. The term $r_{i j}^{-1}$ represents the element in the $i$ th row and the $j$ th column of the matrix $r^{-1}$. The integral condition on $r^{-1}$ and $R^{-1}$ is of course more general than just the condition $\left|r_{i j}^{-1}(t)\right| \leq\left|R_{i j}^{-1}(t)\right|$, and is thus of some interest. It is interesting to note that in the classical results in the selfadjoint case, the assumption that $r(t)$ and $R(t)$ are at least positive semidefinite is essential. However, in this paper the matrices $r(t)$ and $R(t)$ need not be positive semidefinite even in the selfadjoint case.

Comparison theorems for focal points were given by the author [9] for $m=2, k=1$, but they required that $P_{i j}(t) \geq 0$ and $R_{i j}^{-1}(t) \geq 0$. These conditions are replaced with the much less restrictive conditions that $P(t)$ and $R^{-1}(t)$ be positive with respect to a certain cone. Thus the results presented here are new for the second order case also. Focal points were also studied by Keener and Travis [3] for second order systems with $r(t)$ and $R(t)$ the identity and without the assumption that $P(t)$ is symmetric. In the scalar case, comparison theorems of the "integral type" were first established by Nehari [6] for second order equations, by Travis [10] for selfadjoint equations of order $2 n$, by Nehari [7], Gentry and Travis [2] and Keener and Travis [4] for a somewhat more general scalar equation than (1). Elias [1] also studied focal points of scalar equations.

Throughout this paper it is assumed that some partition $\{I, J\}$ of the integers $\{1,2, \cdots, m\}$ has been given, i.e., $I \cup J=\{1,2, \cdots, m\}$ with $I \cap J=\varnothing$, and that the set $K$ is given by

$$
K=\left\{\left(z_{1}, \cdots, z_{m}\right): i \in I \Rightarrow z_{i} \geq 0, i \in J \Rightarrow z_{i} \leq 0\right\} .
$$

The interior of $K, K^{0}$, will be defined to be

$$
K^{0}=\left\{\left(z_{1}, \cdots, z_{m}\right): i \in I \Rightarrow z_{i}>0, i \in J \Rightarrow z_{i}<0\right\} .
$$

Also throughout this paper it is assumed that there is one point on $[a, b]$ at which no row of $P(t)$ is zero, and that $P(t)$ and $R^{-1}(t)$ satisfy the following positivity condition:

$$
\text { For every } t \in[a, b], \quad P(t): K \rightarrow K \quad \text { and } \quad R^{-1}(t): K \rightarrow K .
$$

If a matrix $A$ satisfies the above positivity condition, then $A$ shall be said to be "positive with respect to the cone $K$." If $K$ is given by $K=\left\{\left(z_{1}, z_{2}\right): z_{1} \geq 0, z_{2} \leq 0\right.$, \} then two examples of such a matrix are

$$
\left[\begin{array}{rr}
2 & 0 \\
-1 & 1
\end{array}\right] \text { and }\left[\begin{array}{rr}
2 & -2 \\
-1 & 1
\end{array}\right] .
$$

2. Focal points. A point $f(a) \in[a, b]$ is called a focal point of a relative to (1), provided there is a nontrivial solution $x(t)$ of (1) satisfying

$$
\begin{equation*}
x^{(i)}(a)=0, \quad i=0,1, \cdots, k-1, \quad\left[r x^{(k)}\right]^{(i)}(f(a))=0, \quad i=0,1, \cdots, n-k-1 \tag{3}
\end{equation*}
$$

and there is no nontrivial solution $z(t)$ of $(1)$ which satisfies

$$
z^{(i)}(a)=0, \quad i=0,1, \cdots, k-1, \quad\left[r z^{(k)}\right]^{(i)}(c)=0, \quad i=0,1, \cdots, n-k-1,
$$

for $a<c<f(a)$. If (1) does not possess such a focal point on ( $a, b$ ], the equation will be said to be disfocal on $[a, b]$.

For any matrix $A(t) \in C^{n-k}[a, b]$ for which $A^{-1}(t)$ exists on $[a, b]$, define the differential operator $D$ by

$$
\begin{gathered}
D(u)=(-1)^{n-k}\left[A(t) u^{(k)}(t)\right]^{(n-k)}, \\
u^{(i)}(a)=0, \quad i=0,1, \cdots, k-1, \quad\left[A u^{(k)}\right]^{(i)}(b)=0, \quad i=0,1, \cdots, n-k-1 .
\end{gathered}
$$

Then the Green's function $g\left(t, s, a, A^{-1}\right)$ is given by $g=g\left(t, s, a, A^{-1}\right)$, where

$$
g=\frac{1}{(n-k-1)!(k-1)!} \int_{a}^{t}(t-\xi)^{k-1}(s-\xi)^{n-k-1} A^{-1}(\xi) d \xi, \quad a \leq t \leq s \leq b
$$

and

$$
g=\frac{1}{(n-k-1)!(k-1)!} \int_{a}^{s}(t-\xi)^{k-1}(s-\xi)^{n-k-1} A^{-1}(\xi) d, \quad a \leq s \leq t \leq b
$$

Then $x(t)$ satisfies the differential equation (1) and boundary conditions (3) if and only if $x(t)$ satisfies

$$
x(t)=\int_{a}^{b} g\left(t, s, a, r^{-1}\right) p(s) x(s) d s .
$$

It will be useful to state and prove some lemmas at this time.
Let $\delta_{i}=1$ if $i \in I$ and $\delta_{i}=-1$ if $i \in J$.
Lemma 1. If $A=\left(A_{i j}\right)$ is positive with respect to the cone $K$, then $\delta_{i} \delta_{j} A_{i j} \geq 0$, $i$, $j=1, \cdots, n$.

Proof. Let $e_{j}$ denote the $j$ th unit basis vector. Then $\delta_{j} e_{j} \in K$ and $A\left(\delta_{j} e_{j}\right) \in K$. But the transpose of $A \delta_{j} e_{j}$ is ( $\delta_{j} A_{i j}, \cdots, \delta_{j} A_{m j}$ ), and this implies $\delta_{i} \delta_{j} A_{i j} \geq 0$.

Lemma 2. If $A=\left(A_{i j}\right)$ is positive with respect to the cone $K$ and $\nu \in K$, then $\delta_{i} A_{i j} \boldsymbol{\nu}_{j} \geq 0$.

Proof. Since $\delta_{j} \nu_{j} \geq 0$ and, from Lemma $1, \delta_{i} \delta_{j} A_{i j} \geq 0$, it follows that $0 \leq \delta_{j} \nu_{j} \delta_{i} \delta_{j} A_{i j}$ $=\delta_{j} A_{i j} \nu_{j}$.

Lemma 3. If $A$ and $B$ are both positive with respect to the cone $K$, then so is $A B$.
Lemma 4. If $A$ is positive with respect to $K$, then $A: K^{0} \rightarrow K^{0}$ if and only if no row of $A$ is zero.

Lemma 5. If $h(t)$ is continuous on $[a, b], h(t):[a, b] \rightarrow K$ and there exists $t_{0} \in[a, b]$ such that $h\left(t_{0}\right) \in K^{0}$, then $\int_{a}^{b} h(s) d s \in K^{0}$.

The main theorem can now be given.
Theorem 1. Suppose that $y(t)$ is a solution of (2) satisfying the boundary condition (3) and that $y(t) \in K^{0}$ for $t \in(a, b)$. If $\int_{a}^{t}\left|r_{i j}^{-1}(s)\right| d s \leq \int_{a}^{t}\left|R_{i j}^{-1}(s)\right| d s$ and $\left|p_{i j}(t)\right| \leq\left|P_{i j}(t)\right|$ for all $i, j \in(1, \cdots, m)$ and for all $t \in[a, b]$, and if furthermore for any $i=1, \cdots, m$, there exists an integer $j=j(i), 1 \leq j \leq m$, and $t_{i} \in[a, b]$ such that $\left|p_{i j}\left(t_{i}\right)\right|<\left|P_{i j}\left(t_{i}\right)\right|$, then (1) is disfocal on $[\alpha, \beta],[\alpha, \beta] \subset[a, b]$.

Proof. Suppose, contrary to the conclusion of Theorem 1, that $x(t)$ is a nontrivial solution of (1) satisfying the boundary conditions

$$
x^{(i)}(\alpha)=0, \quad i=0,1, \cdots, k-1, \quad\left[r x^{(k)}\right]^{(i)}(\beta)=0, \quad i=0,1, \cdots, n-k-1
$$

for some $\alpha, \beta \in[a, b)$. Then of course,

$$
x(t)=\int_{\alpha}^{\beta} g\left(t, s, \alpha, r^{-1}\right) p(s) x(s) d s
$$

Also,

$$
y(t)=\int_{a}^{b} g\left(t, s, a, R^{-1}\right) P(s) y(s) d s
$$

Obviously $y^{(i)}(a)=0, i=0,1, \cdots, k-1$. It will now be shown that if $y_{i}(t)$ is the $i$ th component of $y(t)$, then $y_{i}^{(k)}(a) \neq 0$. Toward this end it is easy to see by calculation that

$$
y^{(k)}(t)=\frac{1}{(n-k-1)!} R^{-1}(t) \int_{t}^{b}(s-t)^{n-k-1} P(s) y(s) d s
$$

and

$$
y^{(k)}(a)=\frac{1}{(n-k-1)!} R^{-1}(a) \int_{a}^{b}(s-a)^{n-k-1} P(s) y(s) d s
$$

By hypothesis, $y(s) \in K^{0}$ for $s \in(a, b)$ and $P(s) y(s) \in K$ for $s \in(a, b)$. Also by hypothesis there exists a $t_{0} \in(a, b)$ such that no row of $P\left(t_{0}\right)$ is zero, and by Lemma $4 P\left(t_{0}\right) y\left(t_{0}\right) \in K^{0}$. An application of Lemma 5 then shows that $\int_{a}^{b}(s-a)^{n-k-1} P(s) y(s) d s \in K^{0}$. Of course no row of $R^{-1}(a)$ can be zero, and using Lemma 4 again,

$$
y^{(k)}(a)=\frac{1}{(n-k-1)!} R^{-1}(a) \int_{a}^{b}(s-a)^{n-k-1} P(s) y(s) d s \in K^{0} .
$$

This then implies that no component of $y^{(k)}(a)$ can be zero. This shows that for any $i$, $y_{i}(t)$ has a zero at $t=a$ of precisely order $k$. Since $y(t) \in K^{0}$ for $t \in(a, b)$, no component of $y(t)$ can be zero, for $t \in(a, b)$. Thus for $\alpha \in[a, b), y_{i}(t)$ has a zero of order at most $k$. Of course $x_{i}(t)$ has a zero at $t=\alpha$ of at least order $k$. Thus the terms $\left|x_{i}(t)\right| /\left|y_{i}(t)\right|$ are continuous on ( $a, b$ ] and, most importantly, are bounded on ( $\alpha, b$, for any $\alpha \geq a$. Define

$$
\left\|x_{i}\right\|= \begin{cases}\sup \left\{\left|x_{i}(t)\right| /\left|y_{i}(t)\right|: t \in[\alpha, b]\right\} & \text { if } \alpha \in(a, b) \\ \sup \left\{\left|x_{i}(t)\right| /\left|y_{i}(t)\right|: t \in(\alpha, b]\right\} & \text { if } \alpha=a\end{cases}
$$

Also define $\|x\|=\max \left\{\left\|x_{i}\right\|: i=1, \cdots, m\right\}$.
For any $t \in(\alpha, b]$ if $\alpha=a$, or for any $t \in[\alpha, b]$ if $\alpha \in(a, b)$,

$$
\begin{aligned}
\left|x_{\mu}(t)\right| & =\left|\sum_{i, j} \int_{\alpha}^{\beta} g_{\mu i}\left(t, s, \alpha, r^{-1}\right) p_{i j}(s) x_{j}(s) d s\right| \\
& \leq \sum_{i, j} \int_{\alpha}^{\beta}\left|g_{\mu i}\left(t, s, \alpha, r^{-1}\right)\right|\left|p_{i j}(s)\right|\left|y_{j}(s)\right|\left|x_{j}(s)\right|\left|y_{j}^{-1}(s)\right| d s \\
& \leq \sum_{i, j} \int_{\alpha}^{\beta}\left|g_{\mu i}\left(t, s, \alpha, r^{-1}\right)\right|\left|p_{i j}(s)\right|\left|y_{j}(s)\right| d s\|x\|
\end{aligned}
$$

It follows readily from a calculation that $\partial / \partial \alpha$ of the last term is

$$
\begin{aligned}
& -\frac{1}{(n-k-1)!(k-1)!} \\
& \quad \cdot \sum_{i, j}\left|r_{\mu i}(\alpha)\right| \int_{\alpha}^{\beta}(t-\alpha)^{k-1}(s-\alpha)^{n-k-\mathbf{1}}\left|p_{i j}(s)\right|\left|y_{j}(s)\right| d s\|x\| \leq 0 .
\end{aligned}
$$

Thus

$$
\left|x_{\mu}(t)\right| \leq \sum_{i, j} \int_{a}^{b}\left|g_{\mu i}\left(t, s, a, r^{-1}\right)\right|\left|p_{i j}(s)\right|\left|y_{j}(s)\right| d s\|x\| .
$$

If $A(t)=\left(a_{i j}(t)\right)$ is a matrix, define the $m \times m$ matrix $A_{1}$ by $\left(\left|a_{i j}(t)\right|\right)$. Then using the definition of $g\left(t, s, a, r^{-1}\right)$, it follows immediately that $\left|g_{\mu i}\left(t, s, a, r^{-1}\right)\right| \leq g_{\mu i}\left(t, s, a, r_{1}^{-1}\right)$. Also notice that if $F(t, s, \xi)=(t-\xi)^{k-1}(s-\xi)^{n-k-1}$, then

$$
\begin{aligned}
(n-k-1)!( & (k-1)!g_{\mu i}\left(t, s, a, r_{1}^{-1}\right) \\
& =\int_{a}^{\delta}(t-\xi)^{k-1}(s-\xi)^{n-k-1}\left|r_{i j}^{-1}(\xi)\right| d \xi \\
& =\int_{a}^{\delta} F(t, s, \xi)\left|r_{i j}^{-1}(\xi)\right| d \xi \\
& =\int_{a}^{\delta}\left|r_{i j}^{-1}(\xi)\right| d \xi F(t, s, \delta)-\int_{a}^{\delta} \int_{a}^{\xi}\left|r_{i j}^{-1}(\eta)\right| d \eta \frac{\partial F(t, s, \xi)}{\partial \xi} d \xi \\
& \leq \int_{a}^{\delta}\left|R_{i j}^{-1}(\xi)\right| d \xi F(t, s, \delta)-\int_{a}^{\delta} \int_{a}^{\xi}\left|R_{i j}^{-1}(\eta)\right| d \eta \frac{\partial F(t, s, \xi)}{\partial \xi} d \xi \\
& =\int_{a}^{\delta}(t-\xi)^{k-1}(s-\xi)^{n-k-1}\left|R_{i j}^{-1}(\xi)\right| d \xi
\end{aligned}
$$

since $F(t, s, \delta) \geq 0$ and $\partial F(t, s, \xi) / \partial \xi \leq 0$ over the regions of integrations. These remarks then show that

$$
\begin{equation*}
\left|x_{\mu}(t)\right| \leq \sum_{i, j} \int_{a}^{b} g_{\mu i}\left(t, s, a, R_{1}^{-1}\right)\left|p_{i j}(s)\right|\left|y_{j}(s)\right| d s\|x\| \tag{4}
\end{equation*}
$$

But since $y_{j}(t) \neq 0$ on $(a, b)$ for all $j$, and since by hypothesis $\left|p_{i j}\left(t_{0}\right)\right|<\left|P_{i j}\left(t_{0}\right)\right|$, and since at least one of the terms $R_{\mu i}^{-1}(t), i=1, \cdots, m$, must not be zero for any $t \in[a, b]$, it can be seen that in the right-hand side of (4) the $\left|p_{i j}(s)\right|$ terms can be replaced with $\left|P_{i j}(s)\right|$ and obtain a strict inequality. That is,

$$
\left|x_{\mu}(t)\right|<\sum_{i, j} \int_{a}^{b} g_{\mu i}\left(t, s, a, R_{1}^{-1}\right)\left|P_{i j}(s)\right|\left|y_{j}(s)\right| d s\|x\|
$$

Since $g\left(t, s, a, R^{-1}\right)$ and $P$ are both positive with respect to the cone $K$, their product is also. Then by Lemma 2, the right-hand side of the last term is just

$$
\delta_{\mu} \sum_{i, j} \int_{a}^{b} g_{\mu i}\left(t, s, a, R^{-1}\right) P_{i j}(s) y_{j}(s) d s\|x\|
$$

where $\delta_{i}=1$ if $i \in I$ and $\delta_{i}=-1$ if $i \in J$. It then follows that

$$
\left|x_{\mu}(t)\right| /\left|y_{\mu}(t)\right|=\left|x_{\mu}(t)\right| / \delta_{\mu} y_{\mu}(t)
$$

and thus

$$
\begin{equation*}
\frac{\left|x_{\mu}(t)\right|}{\left|y_{\mu}(t)\right|}<\frac{1}{y_{\mu}(t)} \sum_{i, j} \int_{a}^{b} g_{\mu i}\left(t, s, a, R^{-1}\right) P_{i j}(s) y_{j}(s) d s\|x\| \tag{5}
\end{equation*}
$$

If $\alpha \in(a, b)$, then (5) holds for $t \in[\alpha, b)$. Now assume that $\alpha=a$. It will be shown that this strict inequality also holds at $t \rightarrow a+$. This will be done by showing that the inequality

$$
\begin{align*}
\frac{1}{\delta_{\mu} y_{\mu}(t)} \sum_{i, j} & \int_{a}^{b} g_{\mu i}\left(t, s, a, r_{1}^{-1}\right)\left|p_{i j}(s)\right|\left|y_{j}(s)\right| d s\|x\|  \tag{6}\\
& \quad<\frac{1}{\delta_{\mu} y_{\mu}(t)} \sum_{i, j} \int_{a}^{b} g_{\mu i}\left(t, s, a, R_{1}^{-1}\right)\left|P_{i j}(s)\right|\left|y_{j}(s)\right| d s\|x\|,
\end{align*}
$$

which has already been established for $t \in(a, b)$, can be extended as a strict inequality to $[\alpha, b]$. To do this, we simply use l'Hôpital's rule and find that the limit as $t \rightarrow a+$ of the left-hand side of (6) is at most

$$
\begin{equation*}
\frac{1}{\delta_{i} y_{i}^{(k)}(a)} \sum_{i, j} \frac{1}{(n-k-1)!}\left|R_{\mu i}^{-1}(a)\right| \int_{a}^{b}(s-t)^{n-k-1}\left|p_{i j}(s)\right|\left|y_{j}(s)\right| d s\|x\| \tag{7}
\end{equation*}
$$

and the limit as $t \rightarrow a+$ of the right-hand side of (6) is

$$
\begin{equation*}
\frac{1}{\delta_{i} y_{i}^{(k)}(a)} \sum_{i, j} \frac{1}{(n-k-1)!}\left|R_{\mu i}^{-1}(a)\right| \int_{a}^{b}(s-t)^{n-k-1}\left|P_{i j}(s)\right|\left|y_{j}(s)\right| d s\|x\| \tag{8}
\end{equation*}
$$

Just as before, we readily see that indeed (7) is strictly less than (8). Since the left-hand side of (5) is less than or equal to the left-hand side of (6), and since as we have seen before the right-hand side of (5) equals the right-hand side of (6), inequality (5) is true on $[\alpha, b]$ even if $\alpha=a$.

Since $y(t)$ satisfies (2),

$$
y_{\mu}(t)=\sum_{i, j} \int_{a}^{b} g_{\mu i}\left(t, s, a, R^{-1}\right) P_{i j}(s) y_{j}(s) d s
$$

and the right-hand side of (5) is just $\|x\|$. This implies that $\left\|x_{\mu}\right\|<\|x\|$, and this in turn implies that $\|x\|<\|x\|$. From this contradiction, we infer the truth of the theorem.

The following theorem is more general than Theorem 1. The proof is the same as Theorem 1 with only the most obvious changes.

Theorem 2. Suppose that $y(t)$ is a solution of (2) satisfying the boundary conditions

$$
\left[R y^{(k)}\right]^{(i)}(b)=0, \quad i=0, \cdots, n-k-1
$$

and that $y(t) \in K^{0}$ for all $t \in(a, b)$ and $y^{(i)}(a) \in K$ for $i=0,1, \cdots, k-1$. If $\int_{a}^{t}\left|r_{i j}^{-1}(s)\right| d s$ $\leq \int_{a}^{t}\left|R_{i j}^{-1}(s)\right| d s$ and $\left|p_{i j}(t)\right| \leq\left|P_{i j}(t)\right|$ for all $i, j \in(1, \cdots, m)$ and for all $t \in[a, b]$, and if furthermore for any $i=1, \cdots, m$, there exists an integer $j=j(i), 1 \leq j \leq m$, and $t_{i} \in[a, b]$ such that $\left|p_{i j}(t)\right|<\left|P_{i j}\left(t_{i}\right)\right|$, then (1) is disfocal on $[\alpha, \beta] \subset[a, b]$.

Theorems 1 and 2 require $y(t)$ not only to be a solution of (2) satisfying the boundary condition (3) but also to satisfy $y(t) \in K^{0}$ for all $t \in(a, b)$. Using the theory of $\mu_{0}$-positive linear operators, it can readily be shown that such solutions do indeed exist for a large class of matrices $R(t)$ and $P(t)$. Such a condition is to assume that $P(t)$ satisfies the additional assumption that for $v \in K$ and $v \neq 0, P(t) v \in K^{0}$ for all $t \in[a, b$.$] . Notice that this latter condition, among other things, restricts P(t)$ never to be diagonal, whereas $P(t)$ could be diagonal before. Notice also that the first example given at the beginning does not satisfy this latter condition, but that the second example does. The following theorem can now be given.

Theorem 3. Suppose that $P(t)$ also satisfies the condition that for any $v \in K, v \neq 0$ and $t \in[a, b]$, then $P(t) v \in K^{0}$. Then if (2) has a focal point $b$, then (2) has a solution $y(t)$ that satisfies the boundary conditions (3) and $y(t) \in K^{0}$ for $t \in(a, b)$.

Proof. To establish this theorem define the Banach space

$$
B=\{u \in C([a, b]): u(a)=0\},
$$

with norm $\|u\|_{1}=\sup \{|u(t)|: t \in[a, b]\}$. Also define the cone

$$
\tilde{K}=\{u \in B: u(t) \in K \text { for } t \in[a, b]\},
$$

with interior $\tilde{K}^{0}=\left\{u \in B: u(t) \in K^{0}\right.$ for $\left.t \in(a, b)\right\}$. It is apparent that the operator

$$
T(u)=\int_{a}^{b} g\left(t, s, a, R^{-1}\right) P(s) u(s) d s
$$

maps $\tilde{K}$ into $\tilde{K}^{0}$, and therefore by arguments similar to that found in [2], $T$ is $\mu_{0}$-positive with respect to the cone $\tilde{K}$. From this, Theorem 3 follows in the same way as found in [2].

We can now state a comparison theorem for focal points of (1) and (2). Let $f_{p}(a)$ and $f_{P}(a)$ be the focal points of (1) and (2), respectively.

Theorem 4. Suppose that $P(t)$ satisfies the additional condition that for every $v \in K$, $v \neq 0, t \in[a, b], P(t) v \in K^{0}$. If $\int_{a}^{t}\left|r_{i j}^{-1}(s)\right| d s \leq \int_{a}^{t}\left|R_{i j}^{-1}(s)\right| d s$ and if $\left|p_{i j}(t)\right| \leq\left|P_{i j}(t)\right|$ for $i, j \in(1, \cdots, m)$ and for all $t \in\left[a, f_{p}(a)\right]$, and if furthermore for any $i=1, \cdots, m$, there exists an integer $j=j(i), 1 \leq j \leq m$, and $t_{i} \in\left[a, f_{p}(a)\right]$ such that $\left|p_{i j}\left(t_{i}\right)\right|<\left|P_{i j}\left(t_{i}\right)\right|$, then $f_{p}(a)>f_{p}(a)$.

Proof. This theorem follows immediately from Theorems 1 and 3.
In all the theorems presented here, it has always been assumed that the absolute value of $p_{i j}(t)$ must be less than or equal to $\left|P_{i j}(t)\right|$, in order to assure that (1) oscillates slower than (2). This condition obviously says that $p_{i j}(t)$ cannot be too negative. The following example will demonstrate that the theorems presented here are not true if one just assumes that $p_{i j}(t) \leq\left|P_{i j}(t)\right|$. Let $P$ be the identity matrix and let the symmetric matrix $p$ be given by

$$
p=\left[\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right]
$$

and $n=2, k=1$. Of course $f_{P}(0)=\pi / 2$. Notice that a solution of $x^{\prime \prime}+p x=0$ is $x=$ $(\sin \sqrt{2} t,-\sin \sqrt{2} t) / \sqrt{2}$, and it is easy to see that $f_{p}(0)=(\pi / 2) \sqrt{2}<f_{P}(0)$. This example clearly shows that $p<P$ (in the sense that $p_{i j}(t) \leq P_{i j}(t)$ ) does not imply $f_{P}(a)<f_{p}(a)$, even in the selfadjoint case. This example also illustrates just how useful Theorem 1 can be. Change the roles of $p$ and $P$, i.e., define $p$ to be the identity matrix and $P$ to be the other matrix. Notice that $P$ is positive with respect to the cone $K=\left\{\left(z_{1}, z_{2}\right): z_{1} \geq 0, z_{2} \leq\right.$ $0\}$ and that $y(t)=(\sin \sqrt{2} t,-\sin \sqrt{2} t) / \sqrt{2}$ is a solution of $y^{\prime \prime}+P(t) y=0, y(0)=0$, $y^{\prime}(\pi / 2 \sqrt{2})=0$ and $y(t) \in K^{0}$ for $t \in(0, \pi / 2 \sqrt{2})$. Also $\left|p_{i j}(t)\right| \leq\left|P_{i j}(t)\right|$ and $\left|p_{12}\right|<\left|P_{12}\right|$. Thus Theorem 1 implies that $x^{\prime \prime}+p(t) x=0$ is disfocal on $[0, \pi / 2 \sqrt{2}]$, which it is, despite the fact that in some sense $p$ is larger than $P$. By the way, it is interesting to notice that in these last examples that neither $p-P$ nor $P-p$ is positive semidefinite and that thus the classical theorems cannot apply.
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# ON THE STABILITY OF A DISTRIBUTED NETWORK* 

JOSE M. FERREIRA ${ }^{\dagger}$


#### Abstract

This paper is devoted to the study of the stability of a lossless transmission line network which is described by a one delay differential-difference equation of neutral type, involving three parameters. It is shown that for certain intervals of these parameters, asymptotic stability is available when the delay verifies a boundedness condition.


1. Introduction. This paper is devoted to the study of the asymptotic stability of the differential-difference equation of neutral type

$$
\begin{equation*}
\dot{x}(t)+k \dot{x}(t-r)+\alpha x(t)-\alpha k x(t-r)-h(x(t))-k h(x(t-r))=0, \tag{1.1}
\end{equation*}
$$

where $r>0, k \neq 0, \alpha>0$ and $h \in C^{1}(\mathbb{R})$ is such that $h(0)=0$. According to [1], [6], this equation arises from a lossless transmission line network.

The exponential asymptotic stability of the zero solution of (1.1) is determined by the exponential asymptotic stability of the linearized problem, which in turn occurs if and only if for some $\varepsilon>0$, all roots of the characteristic equation

$$
\begin{equation*}
z(1+k \exp (-r z))+a-k b \exp (-r z)=0 \tag{1.2}
\end{equation*}
$$

satisfy $\operatorname{Re} z \leqq-\varepsilon$, where $\gamma=h^{\prime}(0), a=\alpha-\gamma$ and $b=\alpha+\gamma$.
The case $\gamma<\alpha$ is considered in [1], [2], [6] (see also [3]). In [1], [2] in working on the characteristic equation, the exponential asymptotic stability of the linearized problem is shown for $\gamma<\alpha(1-|k|) /(1+|k|)$, as well as the existence of oscillations for certain choices of $k$ and $\gamma \in] \alpha(1-|k|) /(1+|k|), \alpha[$. By use of Lyapunov functionals, Slemrod [6] shows the uniform asymptotic stability of (1.1) if $\sup _{x>0}(h(x) / x)<$ $\alpha(1-|k|) /(1+|k|)$.

We will discuss here the case $\gamma \geqq \alpha$, that is when $0 \leqq-a<b$. With respect to the parameter $\gamma$, the interval $[\alpha,+\infty$ [ is given as a potential region of instability. This will be confirmed in $\S \S 2,3$. However imposing some bounds to the delay $r$, asymptotic stability is still available for some negative values of $k$. This is shown in §3.

Notice that when $k=0$, (1.2) has a solution with a nonnegative real part ( $z=-a \geqq$ 0 ), and as we will see this situation is maintained for $a / b \leqq k<0$. Therefore we cannot apply an argument of continuity of the spectra, as in [1], [2], in order to conclude asymptotic stability. We will prove that for $k$ in some interval $] \beta, a / b[$, asymptotic stability occurs and disappears when $-1<k \leqq \beta$. This means that part of the spectrum of the linearized problem moves from the right-half complex plane to the left one and returns to the first after a certain value of $k$. This is a kind of situation which does not happen in the case $\gamma<\alpha$, where the whole spectrum is moving from the left-half complex plane to the right.

The linearized problem of (1.1) is exponentially asymptotically stable only if all solutions of the associated difference equation

$$
\begin{equation*}
x(t)+k x(t-r)=0 \tag{1.3}
\end{equation*}
$$

[^4]exhibit an exponential decay [4]. In order to obtain this decay we will always assume $|k|<1$, since then all roots of
\[

$$
\begin{equation*}
1+k \exp (-r z)=0 \tag{1.4}
\end{equation*}
$$

\]

satisfy $\operatorname{Re} z=(1 / r) \log |k|<0$. As a preliminary result we have:
Theorem 1.1. The real part of all roots of (1.2) is less than $c=(b-a) / 2>0$. For any $0<\varepsilon<\delta(k, r)=-(1 / r) \log |k|$, the set of all roots of (1.2), such that $\operatorname{Re} z \geqq-\varepsilon$, is bounded.

Proof. Assume that $z=u+i v$ is a root of (1.2). Since (1.2) can be written as

$$
\begin{equation*}
(z+a)+k(z-b) \exp (-r z)=0 \tag{1.5}
\end{equation*}
$$

we have

$$
\begin{equation*}
\exp (r u)=\frac{|k||z-b|}{|z+a|} \tag{1.6}
\end{equation*}
$$

If $u \geqq c$ then $|z-b| \leqq|z+a|$, and consequently we obtain $u=\{\log (|k||z-b| /|z+a|)\} / r$ $<0$, which is contradictory.

For the second part of the theorem, taking $M=1-|k| \exp (r \varepsilon)$ and $z$ in the strip $-\varepsilon \leqq \operatorname{Re} z \leqq c$, we have $|1+k \exp (-r z)| \geqq M$. Thus if $z$ is a root of (1.2) in the mentioned strip, we have $|z| \leqq(|a|+|b|) / M$. The statement then follows.

By analyticity, if all roots of (1.2) stay in the left-half complex plane, then by Theorem 1.1 they satisfy $\operatorname{Re} z \leqq-\varepsilon$ for some $0<\varepsilon<\delta(k, r)$. Therefore if we consider the rectangle $R_{\nu}=\{z: 0 \leqq \operatorname{Re} z \leqq c,|\operatorname{Im} z| \leqq \nu\}$ for $\nu>0$, (1.2) has all roots satisfying $\operatorname{Re} z \leqq-\varepsilon$ for some $\varepsilon>0$ if and only if the function

$$
f(z)=g(z)+k \exp (-r z)
$$

where $g(z)=(z+a) /(z-b)$, has no roots in $R_{\nu}$ for every $\nu>0$.
Considering the boundary $\Gamma_{\nu}$ of $R_{\nu}$, by the argument's principle, the existence and nonexistence of zeros with a nonnegative real part depends upon the variation of $f(z)$ when $z$ proceeds along $\Gamma_{\nu}$. In order to study this variation we develop a method introduced in [5], which consists in comparing the variation of $g(z)$ to the variation of $k \exp (-r z)$.

Making $z=u+i v$, we will write $g(z)$ as

$$
\begin{equation*}
g(u+i v)=G(u+i v) \exp (i \theta(u+i v)) \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
G(u+i v)=\frac{\left[(u+a)^{2}+v^{2}\right]^{1 / 2}}{\left[(u-b)^{2}+v^{2}\right]^{1 / 2}} \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta(u+i v)=\arctan \left\{\frac{-(b+a) v}{\left[(u+a)(u-b)+v^{2}\right]}\right\} \tag{1.9}
\end{equation*}
$$

2. Oscillations. An oscillation for the linearized problem appears whenever $f(z)$ has a zero on the imaginary axis. Since $f(\bar{z})=\overline{f(z)}$, it will be sufficient to study $f(z)$ for $z$ along the nonnegative imaginary half-axis $\{z: z=i v, v \geqq 0\}$. The same holds for $g(z)$, which study is stated in the following.

Lemma 2.1. For $v \geqq 0, \theta(i v)$ decreases in $\left[0,(-a b)^{1 / 2}\right]$ and increases in $\left[(-a b)^{1 / 2}\right.$, $+\infty) ; \theta(0)=0$ and $-\pi / 2<\theta(i v)<0, v \neq 0$. On the other hand, $G(i v)$ increases in $v \geqq 0$, $G(i v)<1$ and $\lim _{v \rightarrow+\infty} G(i v)=1$.

Proof. Make $u=0$ in (1.9) and (1.8). The sign of $(d / d v) \theta(i v)$ depends upon the sign of $a b+v^{2}$. In fact $\theta(i v)$ decreases as long as $a b+v^{2} \leqq 0$ and increases when $a b+v^{2} \geqq 0$.

As $g(0)>0$, then $\theta(0)=0$. Since $-\infty<\tan \theta(i v)<0$ for $v \neq 0$, we have $-\pi / 2<$ $\theta(i v)<0$. Moroever, $\lim _{v \rightarrow+\infty} \theta(i v)=0$.

On the other hand, as $b>-a$ then $G(i v)<1$ and $\lim _{v \rightarrow+\infty} G(i v)=1$. By derivation one easily sees that $G(i v)$ is increasing.

Then, assuming $G(0) \leqq|k|$, let $v_{0} \geqq 0$ be such that $G\left(i v_{0}\right)=|k|$. In order to have $f(i v)=0$, it is necessary and sufficient that $v=v_{0}$ and that the origin be in the line segment of the complex plane

$$
\langle g(i v), k \exp (-i r v)\rangle=\{(1-\lambda) g(i v)+\lambda k \exp (-i r v) ; 0 \leqq \lambda \leqq 1\}
$$

The origin is aligned with $g(i v)$ and $k \exp (-i r v)$ whenever

$$
\begin{equation*}
\arg g(i v)=\arg (k \exp (-i r v))+n \pi \tag{2.1}
\end{equation*}
$$

for some integer $n$. For $n=0, v=0$, we have always an initial alignment in the real axis.
If $k<0$, condition (2.1) becomes

$$
\theta(i v)+r v=(n+1) \pi
$$

and since $-\pi / 2<\theta(i v) \leqq 0$, we have that $n \geqq-1$. However, the alignments which have the origin in $\langle g(i v), k \exp (-i r v)\rangle$ are given by (see Fig. 1)

$$
\begin{equation*}
\theta(i v)+r v=2 n \pi \quad \text { and } \quad \frac{2 n \pi}{r} \leqq v<\frac{(2 n+1 / 2) \pi}{r}, \quad n \geqq 0 . \tag{2.2}
\end{equation*}
$$

When $n \geqq 1$, as for $r v=2 n \pi$, we have $\theta(i v)+r v<2 n \pi$, and for $r v=(2 n+1 / 2) \pi, \theta(i v)+$ $r v>2 n \pi$. By continuity we conclude that there is always an $\left.\omega_{n} \in\right] 2 n \pi / r$, $(2 n+1 / 2) \pi / r$ [, which verifies (2.2). For $n=0$, if there exists an $\left.\omega_{0} \in\right] 0, \pi / 2 r[$ such that $\theta\left(i \omega_{0}\right)=-r \omega_{0}$, then we obtain another alignment, and $0 \in\left\langle g\left(i \omega_{0}\right)\right.$, $\left.k \exp \left(-i r \omega_{0}\right)\right\rangle$. This will happen if and only if $\left.(d / d v) \theta(i v)\right|_{v=0}<-r$; that is, $r<(b+a) /(-a b)$.

If $k>0$, condition (2.1) can be written as

$$
\theta(i v)+r v=n \pi,
$$

where $n \geqq 0$. The alignments which have the origin in $\langle g(i v), k \exp (-i r v)\rangle$ are given by $\theta(i v)+r v=(2 n-1) \pi$ and $(2 n-1) \pi / r<v<(2 n-1 / 2) \pi / r, n \geqq 1$. As above, this condition is always verified for some $\omega_{n}$ in $](2 n-1) \pi / r,(2 n-1 / 2) \pi / r[$. Hence, $f(i v)=0$ if and only if $v=v_{0}=\omega_{n}$ for some $n \geqq 1$.

Notice that when $(d / d v) \theta(i v)<0$, we have $\left(d^{2} / d v^{2}\right) \theta(i v) \geqq 0$. This means that for $v \in[0,(-a b)], \theta(i v)$ is a convex function. Therefore all the alignments mentioned above are unique in each considered interval.

The conditions obtained for the existence of oscillations are equivalent to those of Brayton in [1].
3. Stability for bounded delays. When we compare $g(z)$ with $k \exp (-r z)$, different conclusions may be obtained according to the signal of $k$. In the following we show that for $k<0$, asymptotic stability can be obtained.


Fig. 1

When $-1<k<0$ we write $f(z)$ as

$$
f(z)=g(z)-|k| \exp (-r z)
$$

Therefore if $g(0)=|k|$ we have $f(0)=0$. We avoid this degenerate situation by assuming $g(0) \neq|k|$.

We have already seen that when $r<(b+a) /(-a b)$, there exists an $\left.\omega_{0} \in\right] 0, \pi / 2 r[$ such that $0 \in\left\langle g\left(i \omega_{0}\right),-\right| k\left|\exp \left(-i r \omega_{0}\right)\right\rangle$. We will show:

Theorem 3.1. Let $-1<k<a / b$ and $r<-(b+a) /(a b)$. If $\left|g\left(i \omega_{0}\right)\right|>|k|$, then all zeros of $f(z)$ have negative real part. If $\left|g\left(i \omega_{0}\right)\right|<|k|, f(z)$ has two zeros with positive real part such that $0<|\operatorname{Im} z|<\pi / r . \operatorname{If}\left|g\left(i \omega_{0}\right)\right|=|k|$, then $f\left( \pm i \omega_{0}\right)=0$.

In order to prove this theorem we will consider the nonnegative imaginary part of the rectangle $R_{\nu}$,

$$
R_{\nu}^{+}=\{z: 0 \leqq \operatorname{Re} z \leqq c, 0<\operatorname{Im} z \leqq \nu\},
$$

which boundary we denote by $\Gamma_{\nu}{ }^{+}$. Decompose

$$
\Gamma_{\nu}^{+}=\Gamma_{\nu 1}^{+} \cup \Gamma_{\nu 2}^{+} \cup \Gamma_{\nu 3}^{+} \cup \Gamma_{\nu 0},
$$

where

$$
\begin{array}{ll}
\Gamma_{\nu 1}^{+}=\{i v: 0 \leqq v \leqq \nu\}, & \Gamma_{\nu 2}^{+}=\{u+i v: 0 \leqq u \leqq c\}, \\
\Gamma_{\nu 3}^{+}=\{c+i v: 0 \leqq v \leqq \nu\}, & \Gamma_{\nu 0}=\{u: 0 \leqq u \leqq c\} .
\end{array}
$$

As we want to compare $g(z)$ with $-|k| \exp (-r z)$ when $z$ proceeds along $\Gamma_{\nu}^{+}$ clockwise from the origin, we first need to know the variation of $g(z)$ along $\Gamma_{\nu}^{+}$. We recall that for $z=i v$ in $\Gamma_{\nu 1}^{+}, \theta(i v)$ is always decreasing if $a b+\nu^{2} \leqq 0$. If $a b+\nu^{2}>0, \theta(i v)$ decreases in $\left[0,(-\mathrm{ab})^{1 / 2}\right]$ and increases in $\left[(-a b)^{1 / 2}, \nu\right]$. Moreover, $G(i v)$ is increasing and is less than one.

Lemma 3.1. For $z=u+i \nu$ along $\Gamma_{\nu 2}^{+}, \theta(u+i \nu)$ decreases. If $(b+a)^{2} \leqq 4 \nu^{2}$, it is $-\pi / 2 \leqq \theta(u+i \nu)<0$ for $u$ in $[0, c] ; \theta(u+i \nu)=-\pi / 2$ is satisfied only when $(b+a)^{2}=4 \nu^{2}$ and $u=c$. If $(b+a)^{2}>4 \nu^{2}$, there exists $\left.a u_{0} \in\right] 0, c[$ such that $-\pi / 2<\theta(u+i v)<0$ in $\left[0, u_{0}[;-\pi<\theta(u+i \nu)<-\pi / 2\right.$ in $\left.] u_{0}, c\right]$ and $\theta\left(u_{0}+i \nu\right)=-\pi / 2$. Moreover, $G(u+i \nu)$ $<1$ for $u<c$ and $G(c+i \nu)=1$. If $\nu^{2}+a b \geqq 0, G(u+i \nu)$ increases. If $\nu^{2}+a b<0$, there exists a $\left.u_{1} \in\right] 0, c\left[\right.$ such that $G(u+i \nu)$ decreases in $\left[0, u_{1}\right]$ and increases in $\left[u_{1}, c\right]$.

Proof. We have $\theta(u+i \nu)=\arctan \left\{-(b+a) \nu /\left[(u+a)(u-b)+\nu^{2}\right]\right\}$ and $(d / d u) \theta(u+i \nu)<0$, except when $u=c$, where this derivative is zero. Then $\theta(u+i v)$ decreases. If $(b+a)^{2}<4 \nu^{2}$, we have $p(u)=(u+a)(u-b)+\nu^{2}>0$ for every $u \geqq 0$, and then $-\pi / 2<\theta(u+i \nu)<0$. For $(b+a)^{2}=4 \nu^{2}$ the same holds except when $p(u)=0$, which happens only for $u=c$. Only in this case does $\theta(u+i \nu)=-\pi / 2$. If $(b+a)^{2}>4 \nu^{2}$, then $p(u)$ has only one positive root $u_{0}$ in $] 0, c\left[\right.$. We have $\theta\left(u_{0}+i \nu\right)=-\pi / 2, \theta(u+i \nu)$ $>-\pi / 2$ for $0 \leqq u<u_{0}$ and $\theta(u+i \nu)<-\pi / 2$ for $u_{0}<u \leqq c$.

On the other hand, clearly $G(u+i v) \leqq 1$ and $G(u+i v)=1$ only if $u=c$. Moreover, as $(d / d u) G(u+i \nu)^{2}=2(b+a)\left[\nu^{2}-(u+a)(u-b)\right] /\left[(u-b)^{2}+\nu^{2}\right]^{2}, G(u+i \nu)$ increases if $\nu^{2}+a b \geqq 0$. If $\nu^{2}+a b<0$, the polynomial $\nu^{2}-(u+a)(u-b)$ has only one positive real zero $\left.u_{1} \in\right] 0, c\left[\right.$ and $G(u+i \nu)$ decreases in $\left[0, u_{1}\right]$ and increases in [ $\left.u_{1}, c\right]$.

Lemma 3.2. For $z=c+i v$ moving along $\Gamma_{\nu 3}^{+}$, when $v$ goes from $\nu$ to zero, $\theta(c+i v)$ decreases to $\theta(c)=-\pi$. If $(b+a)>2 \nu$, it is $-\pi \leqq \theta(c+i v)<-\pi / 2$. If $(b+a)=2 \nu$, the same holds except for $\theta(c+i \nu)=-\pi / 2$. If $(b+a)<2 \nu$, there exists a $\left.v_{1} \in\right] 0, \nu[$ such that $\theta\left(c+i v_{1}\right)=-\pi / 2, \theta(c+i v)>-\pi / 2$ for $v>v_{1}$ and $\theta(c+i v)<-\pi / 2$ for $v<v_{1}$. Furthermore, $G(c+i v)=1$ for every $v \in[0, \nu]$.

Proof. When $z=c+i v$ we have $(d / d v) \theta(c+i v)>0$. Therefore when $v$ goes from $\nu$ to zero, $\theta(c+i v)$ decreases. As $g(c)=-1$, it is $\theta(c)=-\pi$. One can easily see that $G(c+i v)=1$ for every $v$. The rest of the lemma follows as in Lemma 3.1.

Let $g(0)=-a / b>|k|$ and recall the boundary $\Gamma_{\nu}$ of the rectangle $R_{\nu}$. Taking $\nu$ sufficiently large, one can see by Lemmas 3.1 and 3.2 that $|g(z)|>|k|$ for every $z$ in $\Gamma_{\nu}$. Therefore as $|f(z)-g(z)| \leqq|k|$ for $z$ in $\Gamma_{\nu}$, we conclude by Rouche's theorem that $f$ and $g$ have the same number of zeros inside $\Gamma_{\nu}$. Hence if $g(0)>|k|, f$ has a unique zero, which is necessarily real, inside $\Gamma_{\nu}$. This conclusion, which can also be reached in a more direct way, is the reason why in Theorem 3.1 we have to assume $g(0)=-a / b<|k|$.

Assume now $G\left(i \omega_{0}\right)>|k|$ and take $\nu=m \pi / r$, where $m$ is a positive even integer arbitrarily large. Notice that then $v_{0}<\omega_{0}$.

For $z=u+i v$, the real and imaginary parts of $f(z)$ are

$$
\begin{align*}
& \operatorname{Re} f(u+i v)=G(u+i v) \cos \theta(u+i v)-|k| \exp (-r u) \cos r v,  \tag{3.1}\\
& \operatorname{Im} f(u+i v)=G(u+i v) \sin \theta(u+i v)+|k| \exp (-r u) \sin r v .
\end{align*}
$$

(A) We will analyze here the variation of $f(z)$ for $z=i v$ along $\Gamma_{\nu 1}^{+}$.
(1) Let $v \in[0, \pi / 2 r]$. (i) for $v=0$ we have $\operatorname{Im} f(0)=0$ and $\operatorname{Re} f(0)=G(0)-|k|<0$. (ii) For $0<v \leqq v_{0}$, it is $-\pi / 2<\theta(i v)<-r v \leqq 0$. Then $\cos \theta(i v)<\cos r v$ and $\operatorname{Re} f(i v)<$ ( $G(i v)-|k|) \cos r v \leqq 0$. (iii) When $v_{0} \leqq v \leqq \omega_{0}$, we have $-\pi / 2<\theta$ (iv $) \leqq-r v \leqq 0$ and $\sin \theta(i v) \leqq-\sin r v$. Thus, for $v<\omega_{0}, \operatorname{Im} f(i v)<(-G(i v)+|k|) \sin r v \leqq 0$. Moreover,
$\operatorname{Im} f\left(i \omega_{0}\right)=\left(-G\left(i \omega_{0}\right)+|k|\right) \sin r \omega_{0}<0$. (iv) If $\omega_{0} \leqq v \leqq \pi / 2 r$ then $\theta(i v) \geqq-r v$, which implies $\operatorname{Re} f(i v)>(G(i v)-|k|) \cos r v \geqq 0$ for $v>\omega_{0}$. Furthermore, $\operatorname{Re} f\left(i \omega_{0}\right)>0$.
(2) In each interval $[(2 n+1 / 2) \pi / r,(2 n+1) \pi / r], n \geqq 0$, we have always $\operatorname{Re} f(i v)>0$.
(3) If $v \in[(2 n+1) \pi / r,(2 n+2) \pi / r], n \geqq 0$ then $\operatorname{Im} f(i v)<0$.
(4) Now let $v \in[2 n \pi / r,(2 n+1 / 2) \pi / r]$ for $n \geqq 1$, and take the alignment $\omega_{n}$ in the interior of this interval. (i) For $2 n \pi / r \leqq v \leqq \omega_{n}$ we have $\theta(i v) \leqq-r v+2 n \pi$. Thus, as in (1) (iii), it is $\operatorname{Im} f(i v)<0$. (ii) When $\omega_{n} \leqq v \leqq(2 n+1 / 2) \pi / r$ as in (1) (iv), we have $\operatorname{Re} f(i v)>0$.

Thus, for $z=i v$ moving along $\Gamma_{\nu 1}^{+}, f(z)$ starts in the left-half plane and passes into the right one at some $v$ in $\left[v_{0}, \omega_{0}\right]$ with $\operatorname{Im} f(z)<0$. After that we have always either $\operatorname{Re} f(z)>0$ or $\operatorname{Im} f(z)<0$ (see Fig. 2 below).
(B) When $z=u+i \nu$ proceeds along $\Gamma_{\nu 2}^{+}$, we conclude by Lemma 3.1 that

$$
\operatorname{Im} f(u+i \nu)=G(u+i \nu) \sin \theta(u+i \nu)<0 .
$$

(C) Now we will discuss the variation of $f(z)$ when $z=c+i v$ moves along $\Gamma_{\nu 3}^{+}$. By Lemma 3.2, for every $v \in[(2 n+1) \pi / r,(2 n+2) \pi / r], n \geqq 0$, we have $\operatorname{Im} f(c+i v)=$ $G(c+i v) \sin \theta(c+i v)+|k| \exp (-r c) \sin r v<0$. In each interval $[2 n \pi / r,(2 n+1) \pi / r]$, $n \geqq 0$, alignments exist for $g(c+i v),-|k| \exp (-r(c+i v))$ and the origin such that $0 \in$ $\langle g(c+i v),-| k|\exp (-r(c+i v))\rangle$. In fact, as in $\S 2$, for each $n \geqq 0$, there exists a $\left.\tau_{n} \in\right] 2 n \pi / r,(2 n+1) \pi / r\left[\right.$ such that $\theta\left(c+i \tau_{n}\right)+r \tau_{n}=2 n \pi$. A final alignment exists along the negative real axis, when $n=0, v=0$-that is, for $z=c$.
(1) Let $\tau_{n}=(2 n+1 / 2) \pi / r$. (i) Then $\theta\left(c+i \tau_{n}\right)=-\pi / 2$, and consequently $\operatorname{Re} f\left(c+i \tau_{n}\right)=0$ and $\operatorname{Im} f\left(c+i \tau_{n}\right)=-1+|k| \exp (-r c)<0$. (ii) For $2 n \pi / r \leqq v<(2 n+$ $1 / 2) \pi / r$ we have $\theta(c+i v)<\theta\left(c+i \tau_{n}\right)=-\pi / 2$, and then $\operatorname{Re} f(c+i v)=\cos \theta(c+i v)-$ $|k| \exp (-r c) \cos r v<0$. (iii) When $(2 n+1 / 2) \pi / r<v \leqq(2 n+1) \pi / r$ it is $\theta(c+i v)>$ $-\pi / 2$, and therefore $\operatorname{Re} f(c+i v)>0$.
(2) Now assume $\tau_{n}>(2 n+1 / 2) \pi / r$. Then $\theta\left(c+i \tau_{n}\right)<-\pi / 2$. (i) For $2 n \pi / r \leqq v \leqq$ $(2 n+1 / 2) \pi / r$ we have $\theta(c+i v)<-\pi / 2$, which implies $\operatorname{Re} f(c+i v)<0$. (ii) For $(2 n+$ $1 / 2) \pi / r \leqq v \leqq \tau_{n}$ we have $-\pi<\theta(c+i v) \leqq-r v+2 n \pi \leqq-\pi / 2$. Therefore $\cos \theta(c+i v)$ $\leqq \cos (-r v+2 n \pi)=\cos r v$ and $\operatorname{Re} f(c+i v)<(1-|k| \exp (-r c)) \cos r v \leqq 0$ if $v<\tau_{n}$. On the other hand, $\operatorname{Re} f\left(c+i \tau_{n}\right)=(1-|k| \exp (-r c)) \cos r \tau_{n}<0$. (iii) For $\tau_{n} \leqq v \leqq(2 n+1) \pi / r$ and $\theta(c+i v)<-\pi / 2$ we have $-\pi / 2>\theta(c+i v) \geqq-r v+2 n \pi>-\pi$, and then $\sin \theta(c+i v) \leqq-\sin r v$, which implies $\operatorname{Im} f(c+i v)<(-1+|k| \exp (-r c)) \sin r v \leqq 0$ if $v>$ $\tau_{n}$. On the other hand, $\operatorname{Im} f\left(c+i \tau_{n}\right)<0$. (iv) If $\tau_{n} \leqq v \leqq(2 n+1) \pi / r$ and $\theta(c+i v) \geqq-\pi / 2$, we have $\operatorname{Re} f(c+i v)>0$.
(3) Let $\tau_{n}<(2 n+1 / 2) \pi / r$. Then $\theta\left(c+i \tau_{n}\right)>-\pi / 2$. (i) For $2 n \pi / r \leqq v \leqq \tau_{n}$ and $\theta(c+i v) \leqq-\pi / 2$ we obtain $\operatorname{Re} f(c+i v)<0$. (ii) When $2 n \pi / r \leqq v \leqq \tau_{n}$ and $\theta(c+i v) \geqq$ $-\pi / 2$, it is $-\pi / 2 \leqq \theta(c+i v) \leqq-r v+2 n \pi \leqq 0$. Thus $\sin \theta(c+i v) \leqq-\sin r v$, and consequently $\operatorname{Im} f(c+i v)<(-1+|k| \exp (-r c)) \sin r v \leqq 0$ if $v<\tau_{n}$. Clearly $\operatorname{Im} f\left(c+i \tau_{n}\right)<0$. (iii) When $\tau_{n} \leqq v \leqq(2 n+1 / 2) \pi / r$, we have $0>\theta(c+i v) \geqq-r v+2 n \pi \geqq-\pi / 2$. Therefore $\operatorname{Re} f(c+i v)>0$. (iv) For $(2 n+1 / 2) \pi / r \leqq v \leqq(2 n+1) \pi / r$ it is $\theta(c+i v)>-\pi / 2$, and then $\operatorname{Re} f(c+i v)>0$.

Recalling that $\theta(c)=-\pi$, for $z=c+i v$ moving along $\Gamma_{\nu 3}^{+}, f(z)$ goes back to the left-half plane, but whenever $f(z)$ crosses the imaginary axis it does with $\operatorname{Im} f(z)<0$.
(D) Finally when $z=u$ moves along $\Gamma_{\nu 0}$, we have $f(u)=(u+a) /(u-b)-$ $|k| \exp (-r u)$, and since $r<-(b+a) /(a b)$ and $-a / b<|k|$, one can easily prove that $f(u)$ decreases when $u$ increases in $[0, c]$. Therefore $f(z)$ has no zero on $\Gamma_{\nu 0}$, and when $z$ moves along $\Gamma_{\nu 0}$ from $c$ to zero, $f(z)$ moves along the negative real axis from $f(c)=-1$ $-|k| \exp (-r c)$ to $f(0)=-a / b-|k|$.

Thus by the analysis made above, when $z$ proceeds along $\Gamma_{\nu}^{+}$clockwise, $f(z)$ passes from the left- to the right-half complex plane and returns to the first. Whenever $f(z)$ crosses the imaginary axis we have $\operatorname{Im} f(z)<0$. This means that $f\left(\Gamma_{\nu}^{+}\right)$never encircles the origin and that then $f(z)$ has no zeros in $R_{\nu}^{+}$. Hence all zeros of $f(z)$ lie in the left-half plane.


Fig. 2

Assume now $G\left(i \omega_{0}\right)<|k|$ and take $\nu=\pi / r$. It will be $v_{0}>\omega_{0}$, and we distinguish two cases: $v_{0} \leqq \pi / 2 r$ and $v_{0}>\pi / 2 r$. Using similar arguments to those in (A)(1), we have the following. (i) For $0 \leqq v \leqq \omega_{0}, \operatorname{Re} f(i v)<0$. (ii) If $\omega_{0} \leqq v \leqq v_{0} \leqq \pi / 2 r$ then $\operatorname{Im} f(i v)>0$. (iii) When $v_{0} \leqq v \leqq \pi / 2 r$ it is $\operatorname{Re} f(i v)>0$. (iv) For $\omega_{0} \leqq v \leqq \pi / 2 r$ and $v_{0}>\pi / 2 r$ we have $\operatorname{Im} f(i v)>0$. (v) When $\pi / 2 r \leqq v \leqq \pi / r$ then $\operatorname{Re} f(i v)>0$.

Thus when $z=i v$ proceeds along $\Gamma_{\nu 1}, f(z)$ leaves the left-half plane and goes to the right one crossing the imaginary axis with $\operatorname{Im} f(z)>0$. For $z$ running along $\Gamma_{\nu 2}^{+}$, as in (B), we have always $\operatorname{Im} f(z)<0$. When $z$ moves along $\Gamma_{\nu 3}^{+}$, making $n=0$ in (C), we can see that $f(z)$ returns to the left-half plane crossing the imaginary axis with $\operatorname{Im} f(z)<0$. Finally, as before, for $z$ along $\Gamma_{\nu 0}, f(z)$ runs over the negative real axis from $f(c)$ to $f(0)$. Hence $f\left(\Gamma_{\nu}^{+}\right)$encircles the origin once, and consequently $f(z)$ has two zeros with positive real part such that $0<|\operatorname{Im} z|<\pi / r$. This achieves the proof of Theorem 3.1.

Notice that when $a=0$, Theorem 3.1 holds for every delay $r$. In fact, in this case, since we can make $\theta(0)=-\pi / 2, \theta(i v)$ increases and the alignment $\omega_{0}$ always exists.

In all other circumstances we are in a situation of instability. As a matter of fact, when $0<k<1$, it can be shown that $f(z)$ has always a real positive zero, and as we have seen, this situation is maintained when $-1<a / b<k<0$. When $-1<k<a / b<0$ and the alignment at some $\omega_{0}$ in $] 0, \pi / 2 r[$ does not exist, it can be seen that $f(z)$ has two zeros inside $\Gamma_{\pi / r}$.

When $0<\gamma<\alpha$ we have $0<a<b$. It is well known that for $|k|<a / b$, all roots of $f(z)$ lie in the left-half complex plane (see [6]). This can also be proved studying the variation of the function $g(z)$ and applying Rouche's theorem as before. When $0<a / b$ $<k, f(z)$ has always a positive real zero, and for $k=a / b$ we have $f(0)=0$. For $-1<k<-a / b$, a statement similar to Theorem 3.1 holds, as was pointed out in [1].

In fact, using the same procedure, it can be shown that there exists always a unique $\left.\omega_{1} \varepsilon\right] 0, \pi / r\left[\right.$ such that $f\left( \pm i \omega_{1}\right)=0$ if $|k|=\left|g\left(i \omega_{1}\right)\right|$. Therefore if $|k|<\left|g\left(i \omega_{1}\right)\right|$, all zeros of $f(z)$ have negative real part. Otherwise $f(z)=0$ for some $z$ having $\operatorname{Re} z>0$ and $0<|\operatorname{Im} z|<\pi / r$.
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# SEMIGROUPS GENERATED BY A NEUTRAL FUNCTIONAL DIFFERENTIAL EQUATION* 

OLOF J. STAFFANS ${ }^{\dagger}$


#### Abstract

We discuss a number of semigroups generated by neutral functional differential equations of the form $$
\begin{array}{ll} \frac{d}{d t}(x(t)+\mu * x(t))+\nu * x(t)=f(t), & t \geqq 0, \\ x(t)=\varphi(t), & t \leqq 0 . \end{array}
$$

They are of extended initial function type and of extended forcing function type, and they differ from each other by the amount of smoothness which is imposed on $x$ and $f$ above. The extended initial function type semigroups are adjoints of the extended forcing function type semigroups, and vice versa. The two types of semigroups are also equivalent in the sense that there is a one-to-one, bicontinuous mapping of the state space onto itself, which maps a semigroup of the initial function type onto a semigroup of the forcing function type. In particular, it suffices to study the asymptotic behavior of one of the two types of semigroups, because the results can easily be transferred to the other type of semigroups .


1. Introduction. We discuss a number of semigroups generated by functional differential equations of the form

$$
\begin{equation*}
\frac{d}{d t}(x(t)+\mu * x(t))+\nu * x(t)=f(t), \quad t \geqq 0, \tag{1.1}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
x(t)=\varphi(t), \quad t \leqq 0 . \tag{1.2}
\end{equation*}
$$

The values of $x, f$ and $\varphi$ lie in $\mathbf{R}^{n}$, and $\mu$ and $\nu$ are $n$ by $n$ matrix valued measures on $[0, \infty)$. The measure $\mu$ is not allowed to have a point mass at zero. The convolution $\mu * x$ is defined a.e. by

$$
\mu * x=\int_{[0, \infty)}[d \mu(s)] x(t-s), \quad t \geqq 0 .
$$

Our semigroups act on certain "fading memory spaces" of functions of type $L^{p}$, or $W^{1, p}$, or $W^{-1, p}$, with $1<p<\infty$, defined on $\mathbf{R}^{-}=(-\infty, 0]$ or $\mathbf{R}^{+}[0, \infty)$. More specifically, we let $\eta$ be an "influence function", choose our initial function $\varphi$ from either $W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right)$ or $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right)$, and choose our forcing function from either $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ or $W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$. The semigroups which we construct are of two types; an extended initial function type, and an extended forcing function type. One gets an extended initial function type semigroup roughly by solving (1.1) with initial condition (1.2), taking a translate of the solution to be a new initial function, and taking a translate of the forcing function $f$ to be the new forcing function. To get an extended forcing function type semigroup we, roughly speaking, solve (1.1) with zero initial condition, and let the new forcing function be a translate of the old forcing function $f$, plus a correction term which replaces the initial function term in the initial function type semigroup.

We show that the adjoint of a semigroup of extended initial function type is a semigroup of extended forcing function type, and vice versa. We also show that there is

[^5]a continuous, one-to-one mapping of the state space onto itself, which maps a initial function type semigroup onto a forcing function type semigroup. In other words, the two types of semigroup are equivalent to each other. This means e.g. that it suffices to study the asymptotic behavior of one of the two types of semigroup, because the other type of semigroups behaves in exactly the same way.

This paper may be considered as a continuation of [33] where the same type of results are proved for a (nondifferentiated) functional equation. We expect the reader to be familiar with [33], and throughout use the same notations as in [33]. We also refer the reader to [33] for a short discussion of earlier comparable results.

In $[33, \S \S 5$ and 6$]$ we gave two examples on how the equivalence relation between the two types of semigroups could be used to find the generator of the extended forcing function semigroup, and to study the asymptotic behavior of the extended forcing function semigroup. The equivalence relationships which we state here can be used in the same way.
2. The initial function semigroups. In this work we shall for simplicity restrict ourselves to state spaces of type $L^{p}$, with $1<p<\infty$. Also, in [33] the limiting cases $p=1$ and $p=\infty$ were discussed. They could be included here, too, but the proofs are slightly simpler in the reflexive case $1<p<\infty$.

We let $\eta$ be an influence function dominated by a dominating function $\rho$, and let $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right)$ and $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ be the standard $L^{p}$-spaces on $\mathbf{R}^{-}$and $\mathbf{R}^{+}$with weight $\eta$ (cf. [33]). Our principal initial function space will be either $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right)$ or $W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right)$, where

$$
W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right)=\left\{\varphi \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \mid \varphi^{\prime} \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right)\right\} .
$$

Here the condition on the derivative $\varphi^{\prime}$ should be interpreted as requiring that $\varphi$ has to be absolutely continuous. Our principal forcing function space will be either $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right)$ or $W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, a space of distributions which will be defined later. In addition to the principal spaces above, we shall also discuss certain initial and forcing function spaces of cross product type.

The measures $\mu$ and $\nu$ in (1.1) are throughout supposed to belong to $M\left(\mathbf{R}^{+} ; \mathbf{R}^{n \times n} ; \rho\right)$, and $\mu$ is not allowed to have a point mass at zero.

To make a long story short, we define $W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ to be the dual of the space $W^{1, q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right)$, where $q$ is the conjugate index to $p$, and $\tilde{\boldsymbol{\eta}}$ is the adjoint influence function to $\eta$, i.e. $\tilde{\eta}(t)=[\eta(-t)]^{-1}, t \in \mathbf{R}$. We postpone the precise definition of $W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ to the next section. For the moment it suffices to know that an element of $W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ can be identified with a distribution of the form $\delta z+f+g^{\prime}$, where $(z, f, g) \in \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R} ; \eta\right), \delta$ is the unit point mass at zero, and both $f$ and $g$ vanish on $\mathbf{R}^{-}$.

Under the general hypothesis, the equation (1.1) has a fundamental solution $r$, which vanishes on $\mathbf{R}^{-}$, belongs to $L^{1}\left(\mathbf{R}^{+} ; \mathbf{R}^{n \times n} ; e^{-d t}\right)$ and has a (distribution) derivative in $M\left(\mathbf{R}^{+} ; \mathbf{R}^{n \times n} ; e^{-d t}\right)$ for some sufficiently large number $d$. This function satisfies

$$
\begin{equation*}
r^{\prime}+r^{\prime} * \mu+r * \nu=r^{\prime}+\mu * r^{\prime}+\nu * r=\delta, \tag{2.1}
\end{equation*}
$$

where $\delta$ is the unit point mass at zero, and the equation should be inerpreted as an equation in $M\left(\mathbf{R}^{+} ; \mathbf{R}^{n \times n} ; e^{-d t}\right)$. See [28, Thm. 5.2]. In particular, $r(0)=I$ (the identity matrix). In general $r$ does not commute with $\mu$ and $\nu$. However, by (2.1),

$$
(\delta+\mu) * r^{\prime} *(\delta+\mu)=(\delta+\mu) *(\delta-r * \nu)=(\delta-\nu * r) *(\delta+\mu)
$$

so $r$ satisfies

$$
\begin{equation*}
(\delta+\mu) * r * \nu=\nu * r *(\delta+\mu) . \tag{2.2}
\end{equation*}
$$

Equation (1.1) generates the following initial function type semigroup in $W^{\mathbf{1 , p}}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \boldsymbol{\eta}\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{\eta} ; \eta\right)$.

Theorem 2.1. For each $(\varphi, f) \in W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, let $x=x(\varphi, f)$ be the solution of (1.1) with initial condition (1.2), and define $T(t)(\varphi, f)=\left(x_{t}, f_{t}\right), t \geqq 0$, where $x_{t}$ is the restriction to $\mathbf{R}^{-}$of $\tau_{t} x$, and $f_{t}$ is the restriction to $\mathbf{R}^{+}$of $\tau_{t} f$. Then $T$ is a strongly continuous semigroup in $W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \boldsymbol{\eta}\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$.

Here $\tau_{t}$ is the left-translation operator $\tau_{t} \varphi(s)=\varphi(s+t)$. In the sequel we shall use the subindex $t$ with the same interpretation as in Theorem 1: Whenever a function, call it $h$, is given the subindex $t$, then we mean the restriction to either $\mathbf{R}^{-}$or to $\mathbf{R}^{+}$of $\tau_{i} h$.

Theorem 2.1 can be deduced from e.g. [30, §7] and [31, §7] (although it is not formulated there in exactly this form). In the situation above one can express the solution $x$ of (1.1) with initial condition (1.2) e.g. in the form

$$
\begin{equation*}
x=\varphi+(r+r * \mu) \varphi(0)+r *\left(f+N(\varphi)+M\left(\varphi^{\prime}\right)\right), \tag{2.3}
\end{equation*}
$$

where we have defined $f, M\left(\varphi^{\prime}\right)$ and $N(\varphi)$ to be zero on $(-\infty, 0), \varphi$ and $\varphi^{\prime}$ to be zero on $\mathbf{R}^{+}$, and

$$
\begin{array}{ll}
M(\psi)(t)=-\int_{(t, \infty)} d \mu(s) \psi(t-s), & t \geqq 0,  \tag{2.4}\\
N(\varphi)(t)=-\int_{(t, \infty)} d \nu(s) \varphi(t-s), & t \geqq 0 .
\end{array}
$$

To verify that (2.3) is a solution of (1.1) one can simply differentiate (2.3), and use (2.1) and (2.2) above to get (1.1); by [28, $\S \S 4$ and 7], the solution of (1.1) with initial condition (1.2) is unique under the assumption of Theorem 2.1.

In the sequel we shall throughout use the same convention as in (2.3), i.e. initial functions are always extended to $\mathbf{R}$ by zero on $\mathbf{R}^{+}$, and forcing functions are always extended to $\mathbf{R}$ by zero on $\mathbf{R}^{-}$.

Equation (1.1) with initial condition (1.2) generates initial function type semigroups also in other settings. If we relax the smoothness requirement on the initial function to $\varphi \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right)$, then the forcing function space has to be changed, too, or some other modifications are necessary. One possible way, the one used in [28], is to rewrite (1.1) in the form

$$
\begin{align*}
& z^{\prime}(t)+\nu * x(t)=f(t), \quad t \geqq 0,  \tag{2.5}\\
& x(t)+\mu * x(t)-z(t)=g(t), \quad t \geqq 0,
\end{align*}
$$

and replace the initial condition by

$$
\begin{equation*}
x(t)=\varphi(t), \quad t<0, \quad z(0)=\zeta . \tag{2.6}
\end{equation*}
$$

Then one gets the following semigroup.
THEOREM 2.2. For each $(\varphi, \zeta, f, g) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times$ $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, let $(x, z)=(x(\varphi, \zeta, f, g), z(\varphi, \zeta, f, g))$ be the solution of $(2.5)$ with initial condition (2.6), and define $T(t)(\varphi, \zeta, f, g)=\left(x_{t}, z(t), f_{t}, g_{t}\right), t \geqq 0$. Then $T$ is a strongly continuous semigroup in $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$.

Here, the solution $(x, z)$ of (2.5) with initial condition (2.6) is given by

$$
\begin{align*}
& x=\varphi+r \zeta+r *(f+N(\varphi))+r^{\prime} *(g+M(\varphi)), \\
& z=(r+\mu * r) \zeta+(r+\mu * r) *(f+N(\varphi))-\nu * r *(g+M(\varphi)), \tag{2.7}
\end{align*}
$$

where $M(\varphi)$ and $N(\varphi)$ are defined as in (2.4) (and initial and forcing functions are defined to be zero outside of their original domain).

Although it is true that $x$ and $z$ together determine the functions $f$ and $g$ in (2.5) uniquely, it is not true that $x$ alone does so. This is a rather disturbing fact, because we only added the new variable $z$ in order to make the problem "well posed", and it is not necessarily true that $z$ has a natural physical interpretation. In other words there is a certain redundancy in the forcing function pair $(f, g)$ in (2.5). One can remove this redundancy in many ways. One way is very obvious: If $g \equiv 0$, then the $g$-component of the semigroup remains zero, and by restricting the previous semigroup to the space $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times\{0\}$ we get the following semigroup.

Theorem 2.3. For each $(\varphi, \zeta, f) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, let $(x, z)=$ $(x(\varphi, \zeta, f), z(\varphi, \zeta, f))$ be the solution of (2.5) with $g \equiv 0$, with initial condition (2.6). Define $T(t)(\varphi, \zeta, f)=\left(x_{t}, z(t), f_{t}\right)$. Then $T$ is a strongly continuous semigroup in $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times$ $\mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$.

Another equally obvious possibility is to take the $f$-component of the semigroup to be identically zero. This is roughly equivalent to replacing $f(t)$ in (1.1) by $d f(t) / d t$.

Theorem 2.2 has the obvious disadvantage that the set of permitted forcing functions is much more restricted than the set of forcing functions in Theorem 2.2. Fortunately there is also another way of removing the redundancy in Theorem 2.2, which leaves the set of forcing functions intact. Interpreting (2.7) in the distribution sense, we can write $x$ in the form

$$
\begin{equation*}
x=\varphi+r * N(\varphi)+r^{\prime} * M(\varphi)+r * f \tag{2.8}
\end{equation*}
$$

where we have replaced $\delta z+f+g^{\prime}$ in (2.7) by a distribution $f \in W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$. In Theorem 2.2 we have used a particular representation for $f \in W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, but the solution $x$ depends only on the distribution $f$, and not on the particular representation. Therefore, we can interpret Theorem 2.2 in the following way.

Theorem 2.4. For each $(\varphi, f) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, choose an arbitrary triple $(\zeta, h, g) \in \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ representing $f$, in the sense that $f=\delta \zeta+h+g^{\prime}$, and let $(x, z)=(x(\varphi, \zeta, h, g), z(\varphi, \zeta, h, g))$ be the solution of (2.5) with $f$ replaced by $h$, and with initial condition (2.6). Define $T(t)(\varphi, f)=\left(x_{t}, f_{t}\right)$, $t \geqq 0$, where $f_{t}=\delta z(t)+h_{t}+\left(g_{t}\right)^{\prime}$. Then $T(t)$ is a strongly continuous semigroup in $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times$ $W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$.
3. The adjoints of the rough initial function semigroups. We next want to compute the adjoints of the initial function semigroups found above. We begin with the adjoints of the "rough" semigroups in Theorems 2.2-2.4 (the adjoint of the semigroup in Theorem 2.1 will be discussed in §4).

In all the different cases considered above, the state space of the initial function type semigroups are reflexive. Therefore, the adjoint semigroups can simply be computed as the adjoints of the original semigroups (it is not necessary to restrict the dual space to the closure of the domain of the adjoint of the generator).

Let us first compute the adjoint of the semigroup in Theorem 2.2. The dual space of the state space can in this case be identified with $L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right) \times L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right) \times \mathbf{R}^{n}$ $\times L^{q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$ through the duality mapping

$$
\left\langle\left(f^{*}, g^{*}, \zeta^{*}, \varphi^{*}\right),(\varphi, \zeta, f, g)\right\rangle=\varphi^{*} * \varphi(0)+\zeta^{* \zeta}+f^{*} * f(0)+g^{*} * g(0) .
$$

Here $q$ is the conjugate index to $p$, and $\tilde{\eta}$ is the adjoint influence function to $\eta$, i.e. $\tilde{\eta}(t)=[\eta(-t)]^{-1}, t \in \mathbf{R}$. If we denote $T^{*}\left(f^{*}, g^{*}, \zeta^{*}, \varphi^{*}\right)(t)$ by $(\tilde{f}, \tilde{g}, \tilde{\zeta}, \tilde{\varphi})$, then a straightforward computation, very similar to the corresponding one in [33], leads to the following equations for $\tilde{f}, \tilde{g}, \tilde{\zeta}$, and $\tilde{\varphi}$ (in particular, the adjoints of the operators $M$ and $N$ are computed in the same way as the adjoint of the operator $G$ in [33]):

$$
\begin{aligned}
& \tilde{f}=\tau_{t}\left[f^{*}+\zeta^{*}(r+\mu * r)+\varphi^{*} * r\right], \\
& \tilde{g}=\tau_{t}\left[g^{*}-\zeta^{*}(\nu * r)+\varphi^{*} * r^{\prime}\right] \text {, } \\
& \tilde{\zeta}=\zeta^{*}(r+\mu * r)(t)+\varphi^{*} * r(t) \text {, } \\
& \tilde{\varphi}=\tau_{t}\left[\varphi^{*}+N^{*}\left(\zeta^{*}(r+\mu * r)+\varphi^{*} * r\right)\right. \\
& \left.+M^{*}\left(-\zeta^{*}(\nu * r)+\varphi^{*} * r^{\prime}\right)\right],
\end{aligned}
$$

where $M^{*}$ and $N^{*}$ are defined analogously to $M$ and $N$, namely

$$
\begin{array}{ll}
M^{*} g^{*}(s)=-\int_{(t, \infty)} g^{*}(t-s) d \mu(s), & t \geqq 0, \\
N^{*} f^{*}(t)=-\int_{(t, \infty)} f^{*}(t-s) d \nu(s), & t \geqq 0 .
\end{array}
$$

These equations can be interpreted in the following way. Define $\left(x^{*}, z^{*}\right)$ by

$$
\begin{align*}
& x^{*}=f^{*}+\zeta^{*}(r+\mu * r)+\varphi^{*} * r,  \tag{3.1}\\
& z^{*}=g^{*}-\zeta^{*}(\nu * r)+\varphi^{*}+r^{\prime} .
\end{align*}
$$

Then $\quad x^{*} \in L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right) \cap W^{1, q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right), \quad z^{*} \in L^{q}\left(\mathbf{R}, \mathbf{R}^{n}, \tilde{\eta}\right), \quad$ and $\left(x^{*}\right)^{\prime}(t)=$ $-\zeta^{*}(\nu * r)(t)+\varphi^{*} * r^{\prime}(t)=z^{*}(t)$ for almost all $t \geqq 0$. This means that $\left(x^{*}, z^{*}\right)$ is the solution of the equations

$$
\begin{array}{ll}
\left(x^{*}\right)^{\prime}(t)+\int_{(0, t]}\left(x^{*}\right)^{\prime}(t-s) d \mu(s)+\int_{[0, t]} x^{*}(t-s) d \nu(s)=\varphi^{*}(t), & t \geqq 0  \tag{3.2}\\
z^{*}(t)=\left(x^{*}\right)^{\prime}(t), & t \geqq 0
\end{array}
$$

with initial conditions

$$
\begin{equation*}
x^{*}(t)=f^{*}(t), \quad z^{*}(t)=g^{*}(t), \quad t<0, \quad x^{*}(0)=\zeta^{*} . \tag{3.3}
\end{equation*}
$$

Moreover, $\tilde{f}=x_{t}^{*}, \tilde{g}=z_{t}^{*}, \tilde{\zeta}=x^{*}(t)$, and $\tilde{\varphi}=\varphi_{t}^{*}+N^{*}\left(x_{t}^{*}-f_{t}^{*}\right)+M^{*}\left(z_{t}^{*}+g_{t}^{*}\right)$. In other words, the adjoint semigroup can be described as follows.

Theorem 3.1. The state space of the adjoint semigroup $T^{*}$ of the semigroup $T$ in Theorem 2.2 is $L^{q}\left(\mathbf{R}^{-}, \mathbf{R}^{n}, \tilde{\eta}\right) \times L^{q}\left(\mathbf{R}^{-}, \mathbf{R}^{n}, \tilde{\eta}\right) \times \mathbf{R}^{n} \times L^{q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$, and $T^{*}$ is given by

$$
\begin{aligned}
& T^{*}\left(f^{*}, g^{*}, \zeta^{*}, \varphi^{*}\right)(t) \\
& \quad=\left(x_{t}^{*}, z_{t}^{*}, x^{*}(t), \varphi_{t}^{*}+N^{*}\left(x_{t}^{*}-f_{t}^{*}\right)+M^{*}\left(z_{t}^{*}-g_{t}^{*}\right)\right)
\end{aligned}
$$

where $\left(x^{*}, z^{*}\right)=\left(x^{*}\left(f^{*}, g^{*}, \zeta^{*}, \varphi^{*}\right), z^{*}\left(f^{*}, g^{*}, \zeta^{*}, \varphi^{*}\right)\right.$ is the solution of (3.2) with initial condition (3.3), and

$$
\begin{align*}
& M^{*}\left(z_{t}^{*}-g_{t}^{*}\right)(s)=-\int_{(s, s+t]}\left(x^{*}\right)^{\prime}(t+s-v) d \mu(v), \quad s \geqq 0,  \tag{3.4}\\
& N^{*}\left(x_{t}^{*}+f_{t}^{*}\right)(s)=-\int_{(s, s+t]} x^{*}(t+s-v) d \nu(v), \quad s \geqq 0
\end{align*}
$$

The adjoint of the semigroup in Theorem 2.3 is obtained from the semigroup above, by simply deleting the $g^{*}$-component (it is possible to delete the $g^{*}$-component, because all the other components are independent of $g^{*}$; in particular, by (3.4), $M^{*}\left(z_{t}^{*}-g_{t}^{*}\right)$ depends only on $\left(x^{*}\right)^{\prime}$, and not on $\left.g^{*}\right)$.

Theorem 3.2. The state space of the adjoint semigroup of the semigroup in Theorem 2.3 is $L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right) \times \mathbf{R}^{n} \times L^{q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$, and it is obtained from the semigroup in Theorem 3.1 through a deletion of the $g^{*}$-component.

Before applying Theorem 3.1 to get the adjoint of the semigroup in Theorem 2.4, let us give a precise definition of $W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$. As we already mentioned above, we define this space to be the dual space of $W^{1, q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$. More specifically, we imbed $W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right)$ into $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n}$, identifying $W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right)$ with the subspace

$$
\left\{\left(\varphi, \varphi^{\prime}, \varphi(0)\right) \mid \varphi \in W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right)\right\}
$$

of $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n}$. In the same way as imbed $W^{1, q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$ into $L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right) \times L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right) \times \mathbf{R}^{n}$. Every continuous linear functional on $L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right) \times L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right) \times \mathbf{R}^{n}$ can be represented by a triple $(z, f, g) \in \mathbf{R}^{n} \times$ $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ through the formula

$$
\langle(z, f, g),(\varphi, \psi, \xi)\rangle=z \xi+f * \varphi(0)+g * \psi(0)
$$

In particular, every continuous linear functional $\varphi^{*}$ on $W^{1, q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$ can also be represented by a triple $(z, f, g) \in \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ through the formula

$$
\begin{equation*}
\left\langle\varphi^{*}, \varphi\right\rangle=z \varphi(0)+f * \varphi(0)+g * \varphi^{\prime}(0) . \tag{3.5}
\end{equation*}
$$

Two functionals $\varphi_{1}^{*}$ and $\varphi_{2}^{*}$ induced by $z_{1}, f_{1}, g_{1}$ and $z_{2}, f_{2}, g_{2}$, respectively, are identical if and only if $z_{2}=z_{1}-h(0), f_{2}=f_{1}-h^{\prime}$ and $g_{2}=g_{1}+h$ for some function $h \in$ $W^{1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$. In other words, the dual space of $W^{1, q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right)$ can be regarded as the quotient space of $\mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ over its subspace

$$
\left\{\left(-h(0),-h^{\prime}, h\right) \mid h \in W^{1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)\right\} .
$$

(Of course, this subspace can also be identified with $W^{1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, but we shall not use that identification here; instead we interpret it to be the orthogonal complement to $W^{1, q}\left(\mathbf{R}^{-}, \mathbf{R}^{n} ; \tilde{\eta}\right)$ in $\mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$.) As we mentioned above, we shall denote this quotient space by $W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$.
(The preceding notation is not completely standard. Frequently the notation $W^{-\mathbf{1}, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ is used for the dual space of $W_{0}^{1, q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right)$, where $W_{0}^{1, q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$ $=\left\{\varphi \in W^{1, q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right) \mid \varphi(0)=0\right\}$. One can get the latter space from the former by taking the quotient of $W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ over the subspace of functionals in $W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ which are of the form (3.5) with $f \equiv g \equiv 0$.)

There is a simple distribution interpretation of (3.5) which we already used in the formulation of Theorem 2.4. Define $f(t)=g(t)=0, t<0$, and extend $\varphi$ to a function in $W^{1, p}\left(\mathbf{R} ; \mathbf{R}^{n} ; \eta\right)$ in an arbitrary way. Then $\left\langle\varphi^{*}, \varphi\right\rangle=\left(\delta z+f+g^{\prime}\right) * \varphi(0)$, where $\delta$ is the unit point mass at zero. This means that in the distribution sense, $\varphi^{*}=\delta z+f+g^{\prime}$.

Let us go back to the adjoint of the semigroup in Theorem 2.4. To get this adjoint we have to restrict the semigroup in Theorem 3.1 to the dual space of $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times$ $W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, which is $W^{1, q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right) \times L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$. The latter space we have identified with the product of the subspace

$$
\left\{\left(f^{*},\left(f^{*}\right)^{\prime}, f^{*}(0)\right) \mid f^{*} \in W^{1, q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right)\right\}
$$

of $L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right) \times L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right) \times \mathbf{R}^{n}$ and $L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$. If we drop the $g^{*}$ - and $\zeta^{*}$ components of the semigroup in Theorem 3.1, replacing $g^{*}$ by $\left(f^{*}\right)^{\prime}$ and $\zeta^{*}$ by $f^{*}(0)$, then (3.2) and (3.3) become

$$
\begin{align*}
& \left(x^{*}\right)^{\prime}(t)+\int_{(0, t]}\left(x^{*}\right)^{\prime}(t-s) d \mu(s)+\int_{[0, t]} x^{*}(t-s) d \nu(s)=\varphi^{*}(t), \quad t \geqq 0,  \tag{3.6}\\
& x^{*}(t)=f^{*}(t), \quad t \leqq 0 \tag{3.7}
\end{align*}
$$

and we get the following semigroup in $W^{1, q}\left(\mathbf{R}^{-}, \mathbf{R}^{n} ; \tilde{\eta}\right) \times L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$.
Theorem 3.3. The state space of the adjoint semigroup $T^{*}$ of the semigroup $T$ in Theorem 2.4 is $W^{1, q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right) \times L^{q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right)$, and $T^{*}$ is given by

$$
T^{*}\left(f^{*}, \varphi^{*}\right)(t)=\left(x_{t}^{*}, \varphi_{t}^{*}+N^{*}\left(x_{t}^{*}-f_{t}^{*}\right)+M^{*}\left(\left(x_{t}^{*}\right)^{\prime}-\left(f_{t}^{*}\right)^{\prime}\right)\right)
$$

where $x^{*}=x^{*}\left(f^{*}, \varphi^{*}\right)$ is the solution of (3.6) with initial condition (3.7), and the terms containing $M^{*}$ and $N^{*}$ are defined as in (3.4).

We can rewrite (3.1)-(3.4) and (3.6), using the same type of notation as was used in $\S 2$, to get the following set of equations:

$$
\begin{align*}
& x=\varphi+(r+r * \mu) \xi+r * f, \\
& y=\psi-(r * \nu) \xi+r^{\prime} * f \tag{3.8}
\end{align*}
$$

$$
\begin{align*}
& x^{\prime}(t)+\int_{(0, t]}[d \mu(s)] x^{\prime}(t-s)+\int_{[0, t]}[d \nu(s)] x(t-s)=f(t), \quad t \geqq 0  \tag{3.9}\\
& y(t)=x^{\prime}(t), \quad t \geqq 0
\end{align*}
$$

$$
\begin{equation*}
x^{\prime}(t)+\int_{(0, t]}[d \mu(s)] x^{\prime}(t-s)+\int_{[0, t]}[d \nu(x)](t-s)=f(t), \quad t \geqq 0 \tag{3.12}
\end{equation*}
$$

With the new notation the semigroup which we found in Theorems 3.1-3.3 can be described as follows.

Theorem 3.4. For each $(\varphi, \psi, \xi, f) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times$ $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, let $(x, y)=(x(\varphi, \psi, \xi, f), y(\varphi, \psi, \xi, f))$ be the solution of (3.9) with initial condition (3.10), and define

$$
S(t)(\varphi, \psi, \xi, f)=\left(x_{t}, y_{t}, x(t), f_{t}+N\left(x_{t}-\varphi_{t}\right)+M\left(y_{t}+\psi_{t}\right)\right)
$$

where $M\left(y_{t}-\psi_{t}\right)$ and $N\left(x_{t}-\varphi_{t}\right)$ are defined as in (3.11). Then $S$ is a strongly continuous semigroup in $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$.

THEOREM 3.5. For each $(\varphi, \xi, f) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, define $S(t)(\varphi, \xi, f)$ as above, ignoring the $\psi$-component. Then $S$ is a strongly continuous semigroup in $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$.

Theorem 3.6. For each $(\varphi, f) \in W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, let $x=x(\varphi, f)$ be the solution of (3.12) with initial condition (1.2), and define

$$
S(t)(\varphi, f)=\left(x_{t}, f_{t}+N\left(x_{t}-\varphi_{t}\right)+M\left(\left(x_{t}\right)^{\prime}-\left(f_{t}\right)^{\prime}\right)\right),
$$

where $M\left(\left(x_{t}\right)^{\prime}-\left(f_{t}\right)^{\prime}\right)$ and $N\left(x_{t}-\varphi_{t}\right)$ are defined as in (3.11). Then $S$ is a strongly continuous semigroup in $W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$.
4. The adjoint of the smooth initial function semigroup. We have still not computed the adjoint of the "smooth" initial function semigroup in Theorem 2.1. The dual space to the state space $W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ is $L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right) \times$ $W^{-1, q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$, so we again have to work in a Sobolev space with negative index. Thinking of $W^{-1, q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$ as a quotient of $\mathbf{R}^{n} \times L^{q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\eta}\right) \times L^{q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$, whose dual space is $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{-} ; R^{n} ; \eta\right) \times \mathbf{R}^{n}$, and looking at the semigroup presented in Theorem 3.6, one soon discovers that the initial function semigroup in Theorem 2.1 can be imbedded in a larger initial function semigroup, which acts on $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$. Basically, to get this semigroup one prescribes two initial functions in (1.1), i.e. one uses the initial function $\varphi$ in the term $\nu * x$, but replaces $\varphi^{\prime}$ by a new initial function $\psi$ in the term $\mu * x^{\prime}$. The precise formulation resembles the formulation (3.9)-(3.10). We require $(x, y)$ to satisfy

$$
\begin{align*}
& y(t)+\mu * y(t)+\nu * x(t)=f(t), \quad t \geqq 0 \\
& x^{\prime}(t)=y(t), \quad t \geqq 0 \tag{4.1}
\end{align*}
$$

and use the initial condition (3.10). Here $(\varphi, \psi, \xi, f) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n}$ $\times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \boldsymbol{\eta}\right)$. Using the fundamental solution $r$ in (2.1), one finds that this set of equations has the unique solution

$$
\begin{align*}
& x=\varphi+(r+r * \mu) \xi+r *(f+N(\varphi)+M(\psi)) \\
& y=\psi-(r * \nu) \xi+r^{\prime} *(f+N(\varphi)+M(\psi)) \tag{4.2}
\end{align*}
$$

(cf. (2.3) and (3.8)). Translating all functions to the left we get the following semigroup.
Theorem 4.1. For each $(\varphi, \psi, \xi, f) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times$ $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, let $(x, y)=(x(\varphi, \psi, \xi, f), y(\varphi, \psi, \xi, f))$ be the solution of (4.1) with initial condition (3.10). Then $T$ is a strongly continuous semigroup in $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times$ $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$.

By taking $x \in W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right), y=x^{\prime}, \xi=x(0)$, we get the semigroup in Theorem 2.1.

Now, just as in the preceding section, it is a straightforward task to compute the adjoint of the operator $T(t)$ in Theorem 4.1. If we denote $T^{*}\left(f^{*}, \xi^{*}, \varphi^{*}, \psi^{*}\right)(t)$ by $(\tilde{f}, \tilde{\xi}, \tilde{\varphi}, \tilde{\psi})$, then one gets the following equations:

$$
\begin{aligned}
& \left.\tilde{f}=\tau_{t}\left[f^{*}+\xi^{*} r+\varphi^{*} * r+\psi^{*} * r^{\prime}\right)\right], \\
& \tilde{\xi}=\xi^{*}(r+r * \mu)+\varphi^{*} * r+\varphi^{*} * r * \mu-\psi^{*} * r * \nu, \\
& \tilde{\varphi}=\tau_{t}\left[\varphi^{*}+N^{*}\left(\xi^{*} r+\varphi^{*} * r+\psi^{*} * r^{\prime}\right)\right], \\
& \tilde{\psi}=\tau_{t}\left[\psi^{*}+M^{*}\left(\xi^{*} r+\varphi^{*} * r+\psi^{*} * r^{\prime}\right)\right] .
\end{aligned}
$$

One can interpret these equations in the following way. Define

$$
\begin{align*}
& x^{*}=f^{*}+\xi^{*} r+\varphi^{*} * r+\psi^{*} * r^{\prime}, \\
& y^{*}=\xi^{*}(r+r * \mu)+\varphi^{*} *(r+r * \mu)-\psi^{*} * r * \nu . \tag{4.3}
\end{align*}
$$

Then $x^{*} \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right), y^{*} \in W^{1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, and $\left(x^{*}, y^{*}\right)$ is the solution of the equation

$$
\begin{align*}
& \left(y^{*}\right)^{\prime}(t)+\int_{[0, t]} x^{*}(t-s) d \nu(s)=\varphi^{*}(t), \quad t \geqq 0  \tag{4.4}\\
& x^{*}(t)+\int_{(0, t]} x^{*}(t-s) d \mu(s)-y^{*}(t)=\psi^{*}(t), \quad t \geqq 0,
\end{align*}
$$

with initial condition

$$
\begin{equation*}
x^{*}(t)=f^{*}, \quad t<0, \quad y^{*}(0)=\xi^{*} . \tag{4.5}
\end{equation*}
$$

Moreover, $\tilde{f}=x_{t}^{*}, \tilde{\xi}=y^{*}(t), \tilde{\varphi}=\varphi_{t}^{*}-N^{*}\left(x_{t}^{*}-f_{t}^{*}\right)$, and $\tilde{\psi}=\psi_{t}^{*}+M^{*}\left(x_{t}^{*}-f_{t}^{*}\right)$. In other words, the adjoint of the semigroup in Theorem 4.1 can be described as follows.

Theorem 4.2. The state space of the adjoint semigroup $T^{*}$ of the semigroup $T$ in Theorem 4.1 is $L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \bar{\eta}\right) \times \mathbf{R}^{n} \times L^{q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right) \times L^{q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right)$, and $T^{*}$ is given by

$$
T^{*}\left(f^{*}, \xi^{*}, \varphi^{*}, \psi^{*}\right)=\left(x_{t}^{*}, y^{*}(t), \varphi_{t}^{*}+N^{*}\left(x_{t}^{*}-f_{t}^{*}\right), \psi^{*}{ }_{t}+M^{*}\left(x_{t}^{*}-f_{t}^{*}\right)\right),
$$

where $\left(x^{*}, y^{*}\right)=\left(x^{*}\left(f^{*}, \xi^{*}, \varphi^{*}, \psi^{*}\right), y^{*}\left(f^{*}, \xi^{*}, \varphi^{*}, \psi^{*}\right)\right)$ is the solution of (4.4) with initial condition (4.5), and the terms involving $M^{*}$ and $N^{*}$ are defined as in (3.4) (with $\left(x^{*}\right)^{\prime}$ replaced by $x^{*}$ ).

The definition of $f^{*}$ in (4.3) can be interpreted in the distribution sense to mean

$$
\begin{equation*}
x^{*}=f^{*}+\varphi^{*} * r \tag{4.6}
\end{equation*}
$$

where $\varphi^{*}$ stands for the distribution $\xi^{*} \delta+\varphi^{*}+\left(\psi^{*}\right)^{\prime}$ in (4.3). This distribution is uniquely determined as an element of the dual space $W^{-1, q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right)$ of $W^{1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$. In the same way we can interpret the definition of $T^{*}(t)$ in the distribution sense, and we find that the adjoint of the semigroup in Theorem 2.1 can be described as follows.

Theorem 4.3. The state space of the adjoint semigroup $T^{*}$ of the semigroup $T$ in Theorem 2.1 is $L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right) \times W^{-1, q}\left(\mathbf{R}^{+}, \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right)$, and it is defined as follows. For each $\left(f^{*}, \varphi^{*}\right) \in L^{q}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \tilde{\eta}\right) \times W^{-1, q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\eta}\right)$, choose an arbitrary triple $\left(\xi^{*}, \gamma^{*}, \psi^{*}\right)$ representing $\varphi^{*}$ in the sense that $\varphi^{*}=\xi^{*} \delta+\gamma^{*}+\left(\psi^{*}\right)^{\prime}$, let $\left(x^{*}, y^{*}\right)=\left(x^{*}\left(f^{*}, \xi^{*}, \gamma^{*}, \psi^{*}\right)\right.$, $\left.y^{*}\left(f^{*}, \xi^{*}, \gamma^{*}, \psi^{*}\right)\right)$ be the solution of (4.4) with $\varphi^{*}$ replaced by $\gamma^{*}$, and with initial condition (4.5). Define $T^{*}\left(f^{*}, \varphi^{*}\right)=\left(x_{t}^{*}, \varphi_{t}^{*}\right)$, where $\varphi_{t}^{*} \in W^{-1, q}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \tilde{\boldsymbol{\eta}}\right)$ is the distribution $y^{*}(t) \delta$ $+\gamma_{t}^{*}+N^{*}\left(x_{t}^{*}-f_{t}^{*}\right)+\left[\psi_{t}^{*}+M^{*}\left(x_{t}^{*}-f_{t}^{*}\right)\right]^{\prime}$.

Just like in $\S 3$, let us again change the notation and describe the last two semigroups in terms of equations directly related to (1.1). Equations (4.3), (4.4) and (4.6) become

$$
\begin{gather*}
x=\varphi+r \zeta+r * f+r^{\prime} * g, \\
z=(r+\mu * r) \zeta+(r+\mu * r) * f-\nu * r * g,  \tag{4.7}\\
z^{\prime}(t)+\int_{[0, t]}[d \nu(s)] x(t-s)=f(t), \quad t \geqq 0,  \tag{4.8}\\
x(t)+\int_{(0, t]}[d \mu(s)] x(t-s)-z(t)=g(t), \quad t \geqq 0, \\
x=\varphi+r * f, \tag{4.9}
\end{gather*}
$$

and (4.5) becomes (2.6). Observe that apart from the initial function corrections to the forcing functions, formulas (4.7) and (4.9) agree with formulas (2.7) and (2.8).

With the new notation, the semigroups in Theorems 4.2 and 4.3 can be described as follows.

Theorem 4.4. For each $(\varphi, \zeta, f, g) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times$ $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, let $(x, z)=(x(\varphi, \zeta, f, g), z(\varphi, \zeta, f, g))$ be the solution of (4.8) with initial condition (2.6), and define $S(t)(\varphi, \zeta, f, g)=\left(x_{t}, z(t), f_{t}+N\left(x_{t}-\varphi_{t}\right), g_{t}+M\left(x_{t}-\varphi_{t}\right)\right), t \geqq 0$. Then $S$ is a strongly continuous semigroup in $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times$ $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$.

THEOREM 4.5. For each $(\varphi, f) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, choose an arbitrary triple $(\zeta, h, g) \in \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ representing $f$ in the sense that $f=\delta \zeta+h+g^{\prime}$, and let $(x, z)=(x(\varphi, \zeta, h, g), z(\varphi, \zeta, h, g))$ be the solution of (4.8) with $f$ replaced by $h$, and with initial condition (2.6). Define $S(t)(\varphi, f)=\left(x_{t}, f_{t}\right), t \geqq 0$, where $f_{t}=\delta z(t)+h_{t}+N\left(x_{t}-\varphi_{t}\right)+\left[g_{t}+M\left(x_{t}-\varphi_{t}\right)\right]^{\text {. Then }} S$ is a strongly continuous semigroup in $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$.
5. Initial and forcing function semigroups are equivalent. By now we have described a total of ten semigroups generated by (1.1) (plus five more adjoint semigroups). Five of them are of initial function type (the initial function does affect the values of the solution on $\mathbf{R}^{+}$), and five of them of forcing function type (the initial function does not affect the values of the solution on $\mathbf{R}^{+}$). Fortunately, one need not study all of them separately, because some of them are similar to each other. In particular, four of the initial function type semigroups are similar to four forcing function type semigroups. In the retarded case also the fifth pair of semigroups is similar. In all cases the similarity transformation is essentially the same, i.e. the operator which adds an initial function correction to the forcing function, as required by (1.1) in its different versions.

Theorem 5.1. For each $(\varphi, f) \in W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, define $D(\varphi, f)=$ $\left(\varphi, f+N(\varphi)+M\left(\varphi^{\prime}\right)\right)$, and let $T$ and $S$ be the semigroups in Theorems 2.1 and 3.6. Then $D$ maps $W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ one-to-one and continuously onto itself, its inverse is the operator which maps $(\varphi, f)$ into $\left(\varphi, f-N(\varphi)-M\left(\varphi^{\prime}\right)\right)$, and $S(t)=D T(t) D^{-1}$, $T(t)=D^{-1} S(t) D$ for all $t \geqq 0$.

Theorem 5.2. For each $(\varphi, f) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times W^{-1, p}\left(\mathbf{R}^{+}, \mathbf{R}^{n} ; \eta\right)$, define $D(\varphi, f)$ $\left.+N(\varphi)+[M(\varphi)]^{\prime}\right)$ and let $T$ and $S$ be the semigroups in Theorems 2.4 and 4.5. Then $D$ maps $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ one-to-one and continuously onto itself, its inverse is the operator which maps $(\varphi, f)$ into $\left(\varphi, f-N(\varphi)-[M(\varphi)]^{\prime}\right)$, and $S(t)=D T(t) D^{-1}$, $T(t)=D^{-1} S(t) D$ for all $t \geqq 0$.

Theorem 5.3. For each $(\varphi, \zeta, f, g) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times$ $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, define $D(\varphi, \zeta, f, g)=(\varphi, \zeta, f+N(\varphi), g+M(\varphi))$, and let $T$ and $S$ be the semigroups in Theorems 2.2 and 4.4. Then D maps $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times$ $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ one-to-one and continuously onto itself, its inverse is the operator which maps $(\varphi, \zeta, f, g)$ into $(\varphi, \zeta, f-N(\varphi), g-M(\varphi))$, and $S(t)=D T(t) D^{-1}, T(t)=D^{-1} S(t) D$ for all $t \geqq 0$.

Theorem 5.4. For each $(\varphi, \psi, \xi, f) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times$ $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, define $D(\varphi, \psi, \xi, f)=(\varphi, \psi, \xi, f+N(\varphi)+M(\psi))$, and let $T$ and $S$ be the semigroups in Theorems 4.1 and 3.4. Then D maps $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times$ $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ one-to-one and continuously onto itself, its inverse is the operator which maps $(\varphi, \psi, \xi, f)$ into $(\varphi, \psi, \xi, f-N(\varphi)+M(\psi))$, and $S(t)=D T(t) D^{-1}, T(t)=D^{-1} S(t) D$ for all $t \geqq 0$.

Theorem 5.5. Suppose that the equation (1.1) is retarded, i.e. that $\mu \equiv 0$. For each $(\varphi, \zeta, f) \in L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$, define $D(\varphi, \zeta, f)=(\varphi, \zeta, f+N(\varphi))$, and let $T$ and $S$ be the semigroups in Theorems 2.3 and 3.5. Then $D$ maps $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times \mathbf{R}^{n} \times$ $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ one-to-one and continuously onto itself, its inverse is the operator which maps $(\varphi, \zeta, f)$ into $(\varphi, \zeta, f-N(\varphi))$, and $S(t)=D T(t) D^{-1}, T(t)=D^{-1} S(t) D$ for all $t \geqq 0$.

All these theorems are direct consequences of the previous constructions.
There is also another connection between some of the semigroups presented above, which should be pointed out. One can get the two semigroups in $W^{1, p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times$ $L^{p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ (those in Theorem 5.1) by restricting the semigroups in $L^{p}\left(\mathbf{R}^{-} ; \mathbf{R}^{n} ; \eta\right) \times$ $W^{-1, p}\left(\mathbf{R}^{+} ; \mathbf{R}^{n} ; \eta\right)$ (those in Theorem 5.2) to the domains of their generators. In [27] this relationship plays a key role.
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# STABILITY IN A REACTION-DIFFUSION MODEL OF MUTUALISM* 

V. HUTSON ${ }^{\dagger}$


#### Abstract

A reaction-diffusion model for the mutualistic interaction of two species is studied. A condition for the dominance of an equilibrium point in the bistable case is obtained, generalizing results for the well-known scalar case. It is also shown that the "hair trigger effect" operates when the corresponding kinetic system has a single globally asymptotically stable interior equilibrium point.


1. Introduction. Consider the pair of reaction-diffusion equations

$$
\begin{equation*}
u_{i t}=u_{i} m_{i}(u)+\mu_{i} u_{i x x} \quad(i=1,2) \tag{1.1}
\end{equation*}
$$

with $u=\left(u_{1}, u_{2}\right)$, where the spatial region $\Omega$ is either $\mathbb{R}$, or a bounded open interval, a homogeneous Neumann condition being imposed on $\partial \Omega$. This system has been much studied recently, one of the most interesting applications being to biological problems with $u$ interpreted as, say, population density. However, the mutualist case, that is when $\partial m_{1} / \partial u_{2}, \partial m_{2} / \partial u_{1}<0$, has been relatively neglected in the literature, and it is this case that is treated here, attention being concentrated on two of the most basic points of interest.

The first question concerns the dominance of an equilibrium point in the bistable case. To illustrate, take $\Omega=\mathbb{R}$. Recall that the scalar equation

$$
\begin{equation*}
u_{t}=u m(u)+\mu u_{x x} \tag{1.2}
\end{equation*}
$$

is said to be bistable when the corresponding kinetic equation $\dot{u}=u m(u)$ has exactly three equilibrium points $0, \tilde{u}$ and $u^{*}$ with $0<\tilde{u}<u^{*}$, the points 0 and $u^{*}$ being asymptotically stable and $\tilde{u}$ unstable. For (1.2), the dominance of one of the asymptotically stable equilibrium points over the other has been extensively discussed, see for example [1] and [4]. When $u^{*}$ is dominant, if the initial value $u(x, 0)$ is not too small on a sufficiently large (but finite) interval, then $u(x, t) \rightarrow u^{*}$ uniformly on compact sets as $t \rightarrow \infty$. For the two species mutualist case the phase plane may have the form shown in Fig. 1a, and by analogy this will be called the two species bistable case. We derive in §3 a condition for this case which will ensure that $u^{*}$ is dominant.

Secondly, we consider in $\S 4$ the case when the kinetic system corresponding to (1.1) has a single globally asymptotically stable interior equilibrium point $Q$. If the origin is a source, it is shown in [5] that all solutions with initial values neither of whose components are identically zero are attracted to $Q$ (the hair trigger effect). In $\S 4$ we extend this result to the case when the origin is a saddle point.

Our results have applications to the resolution of a paradox concerning the distribution of mutualistic systems in nature; for general biological background on mutualism see [2], [8], [9], [10], [11], [13] and [14]. If the kinetic model for mutualism is adopted, it is clear from Fig. 1a that the occurrence of obligate/obligate mutualisms ${ }^{1}$ is

[^6]relatively unlikely in an unstable environment. For if a natural disaster should sweep the population vector into the hatched region, the extinction of both species will follow. However, such mutualisms are common even in very variable temperate and arctic regions, see [8]. If the species may diffuse, the results of $\S 3$ show that the system is a great deal more resilient, for if some, perhaps quite limited region is left relatively unaffected, the species will return to their coexistence levels $u^{*}$. That is, the domain of attraction of $Q$ is much larger for the reaction-diffusion system than for the kinetic system.
2. Preliminaries. We consider the problem of finding classical solutions of (1.1) given that the initial value $u(x, 0)$ is bounded nonnegative and uniformly continuous on $\bar{\Omega}$, and that a homogeneous Neumann condition holds on $\partial \Omega$ when $\Omega$ is finite.

It will be assumed throughout that the following conditions are satisfied.
(C1) $\mu_{1}, \mu_{2}>0$.
(C2) $m_{1}, m_{2} \in C^{1}\left(\mathbb{R}_{2}^{+}, \mathbb{R}\right)$, and for all $u_{1}, u_{2} \geqq 0$,
(i) $\partial m_{1} / \partial u_{1}, \partial m_{2} / \partial u_{2}<0$;
(ii) $\partial m_{1} / \partial u_{2}, \partial m_{2} / \partial u_{1}>0$.
(C3) There exist $\alpha_{1}, \alpha_{2} \in \mathbb{R}$ such that

$$
\begin{array}{ll}
m_{1}\left(u_{1}, u_{2}\right)<0 & \left(u_{1} \geqq \alpha_{1}, u_{2} \geqq 0\right), \\
m_{2}\left(u_{1}, u_{2}\right)<0 & \left(u_{1} \geqq 0, u_{2} \geqq \alpha_{2}\right) .
\end{array}
$$

(C2)(i) implies that, because of intraspecific competition, the per capita rate of increase of each species decreases as its population increases, while (C2)(ii) is the mutualist assumption that an increase in the population of one species increases the per capita growth rate of the other. (C3) requires further that intraspecific competition causes the population density of each species to decrease if it is large enough no matter how numerous the other species may be; this appears essential if the equations are to reflect biological reality, and corresponds to a "finite world" assumption-for further discussion see [10], [11]. Of course a Lotka-Volterra system cannot satisfy both (C2) and (C3). Finally, for the equilibrium points of (1.1), assume that one of the following holds.
( $\mathrm{C}_{1}$ ) There are in the interior of $\mathbb{R}_{2}^{+}$exactly two equilibrium points $\tilde{u}=\left(a_{1}, a_{2}\right)$ and $u^{*}=\left(A_{1}, A_{2}\right)$ where $a_{1}<A_{1}, a_{2}<A_{2}$ (Fig. 1a).
$\left(\mathrm{C}_{2}\right)$ There is exactly one equilibrium point $u^{*}=\left(A_{1}, A_{2}\right)$ in the interior of $\mathbb{R}_{2}^{+}$ (Fig. 1b). When ( $\mathrm{C}_{1}$ ) holds, apart from the configuration shown in Fig. 1a, there are other possibilities, for example that $u_{1}$ is facultative and $u_{2}$ is obligate, when the $u_{1}$ isocline cuts the positive $u_{1}$ axis at $(a, 0)$ say, in which case $(0,0)$ will be a saddle point and $(a, 0)$ will be asymptotically stable. When $\left(\mathrm{C}_{2}\right)$ holds, apart from Fig. 1b, there are again other possibilities; for example $u_{2}$ may also be facultative, in which case the $u_{2}$ isocline will cut the positive $u_{2}$ axis.

For later reference some properties of the solutions of the kinetic equation are now quoted from [7].

Proposition 2.1. In case $\left(\mathrm{C4}_{1}\right)$ there is a one-dimensional stable manifold $S$ through $\tilde{u}$. The point $u^{*}$ is a global attractor for all population vectors whose initial values lie to the right of $S$, while if the initial values lie to the left of $S$ (that is in the hatched region in Fig. 1a), at least one population tends to zero as $t \rightarrow \infty$.

In case $\left(\mathrm{C}_{2}\right), u^{*}$ is globally asymptotically stable (with respect to all populations with $\left.u_{1}(0), u_{2}(0)>0\right)$.


Fig. 1. Possible configurations for the zero isoclines of cases $\left(\mathrm{C4}_{1}\right)$ and $\left(\mathrm{C4}_{2}\right)$ respectively, other possibilities being described in the text. In Fig. 1a both species are obligate, while in Fig. 1b the first species is obligate and the second facultative.

Sub and supersolution techniques are particularly effective for mutualistic interactions. The basic mathematical apparatus is given in [5] and [6], and for later reference we outline the salient results specialised to (1.1). To fit the framework of [5], set $M_{i}(u)=u_{i} m_{i}$ and extend $M_{1}$ and $M_{2}$ to $\mathbb{R}_{2}$ by setting $M_{1}\left(u_{1}, u_{2}\right)=M_{1}\left(u_{1}, 0\right)$, $M_{2}\left(u_{1}, u_{2}\right)=0$ for $u_{1}>0$ and $u_{2}<0, M_{1}\left(u_{1}, u_{2}\right)=M_{2}\left(u_{1}, u_{2}\right)=0$ for $u_{1}, u_{2} \leqq 0$, and $M_{1}\left(u_{1}, u_{2}\right)=0, M_{2}\left(u_{1}, u_{2}\right)=M_{2}\left(0, u_{2}\right)$ for $u_{1}<0$ and $u_{2}>0$. With $u=\left(u_{1}, u_{2}\right), v=$ ( $v_{1}, v_{2}$ ) the relation $u<v$ (respectively $u \leqq v$ ) means that $u_{i}<v_{i}$ (respectively $u_{i} \leqq v_{i}$ ) for $i=1,2$.

If $\Omega=\mathbb{R}$, a regular subsolution $\underline{u}$ is defined on an open set $X \subset \mathbb{R} \times \mathbb{R}$, and must satisfy

$$
\underline{u}_{i t} \leqq M_{i}(\underline{u})+\mu_{i} \underline{u}_{i x x} \quad(i=1,2)
$$

on $X$, with all derivatives appearing being continuous. Let $X=\Omega \times(0, \tau)$ for some $\tau>0 . \underline{u}$ is said to be a subsolution if there is an $\varepsilon>0$ such that for every point $P \in \bar{X}$ there is a finite collection $\left\{\underline{u}^{(1)}, \cdots, \underline{u}^{(\alpha)}\right\}$ of regular subsolutions in $B(P, \varepsilon)$, the $\varepsilon$-ball centre $P$, such that in $\bar{X} \cap B(P, \varepsilon)$,

$$
\underline{u}(x, t)=\max _{1 \leqq k \leqq \alpha} \underline{u}^{(k)}(x, t)
$$

the max being taken componentwise. If $\Omega$ is bounded, it is required in addition that the outward normal derivative $\partial \underline{u} / \partial \nu \leqq 0$ on $\partial \Omega$. Supersolutions are defined analogously by reversing the inequalities and substituting "min" for "max". Of course every solution is a sub and supersolution.

Proposition 2.2. Under the stated conditions on $u(x, 0)$ the following hold.
(i) Every solution of (1.1) is nonnegative and satisfies $u(x, t) \leqq M$ for some $M$ and all $t>0$. Further, if $\alpha$ lies in a region I (Fig. 1), then $u(x, t) \leqq \alpha$ for large enough $t$.
(ii) $A$ unique classical solution exists and is uniformly continuous in $\bar{X}$.
(iii) If neither of $u_{1}(x, 0), u_{2}(x, 0)$ is identically zero, then $u(x, t)>0$ for all $x \in \Omega$, $t>0$.

Proof. (i) The bound on $u$ follows from [4, Thm. 5.1] when the properties of the kinetic system given by Proposition 2.1 are used. (ii) is a consequence of [4, Thm. 3.1] and [12, Thm. 14.4]. (iii) This follows from the strong maximum principle, see [12].

Theorem 2.3. Let $\underline{u}$ and $\bar{u}$ be bounded uniformly continuous sub and supersolutions in $\bar{X}$. If $\underline{u}(x, 0) \leqq \bar{u}(x, 0)$ then $\underline{u}(x, t) \leqq \bar{u}(x, t)$ in $X$.

Theorem 2.4. Assume that $u, \bar{u}$ are bounded uniformly continuous stationary sub and supersolutions respectively with $\underline{u} \leqq \bar{u}$. Let $u$ be the solution with $u(x, 0)=\underline{u}(x)$. Then there is a stationary solution $w$ with $\underline{u} \leqq w \leqq \bar{u}$ such that as $t \rightarrow \infty, u(x, t) \rightarrow w(x)$ uniformly on compact sets.

Let $\Omega=\mathbb{R}$, and suppose that there is a neighborhood $N$ of 0 such that $w(x+y) \geqq \underline{u}(x)$ for all $y \in N$. Then $w$ is a constant.
3. Dominance for a two species bistable system. It will be assumed throughout this section that $\left(\mathrm{C} 4_{1}\right)$ holds, a possible configuration of the isoclines being given in Fig. 1a. Theorem 3.1 shows that condition $\left(\mathrm{D}_{Q}\right)$ below yields an analogue of dominance for a one species problem.

Define $\mu=\left(\mu_{1} \mu_{2}\right)^{1 / 2}$, and set

$$
\begin{align*}
& M(u)=\mu \min \left[\mu_{1}^{-1} M_{1}(u, u), \mu_{2}^{-1} M_{2}(u, u)\right] \\
& V(u)=\int_{0}^{u} M(s) d s \tag{3.1}
\end{align*}
$$

$M(u)$ is negative for small and large $u>0$, and it follows from the definition that if $\alpha>0$ is a zero of $M$, then ( $\alpha, \alpha$ ) lies in region II, whence $a_{1}, a_{2} \leqq \alpha \leqq A_{1}, A_{2}$. Assume that the following holds (Fig. 2).
$\left(\mathrm{D}_{Q}\right)$ There exists a number $b>0$ such that $V(u)<V(b)$ for $0 \leqq u<b$.
Note that a rescaling of $u_{1}, u_{2}$ in (1.1) may be advantageous in arranging for this condition to hold. The idea is roughly that as much as possible of the line $u_{1}=u_{2}$ should lie in region II in Fig. 1a.


FIG. 2. $V$ when condition $\left(\mathrm{D}_{Q}\right)$ holds.
Assume that $0 \in \bar{\Omega}$, and let $\phi$ be the solution of the equation

$$
\begin{equation*}
\mu \phi^{\prime \prime}+M(\phi)=0, \tag{3.2}
\end{equation*}
$$

with $\phi(0)=b, \phi^{\prime}(0)=0$. From the first integral

$$
\begin{equation*}
\mu\left[\phi^{\prime}(x)\right]^{2}=2[V(b)-V(\phi(x))] \tag{3.3}
\end{equation*}
$$

it is clear that if $\Omega=\mathbb{R}, \phi$ will eventually reach zero at points symmetrical with respect to 0 . Define $\phi(x)=\max [0, \phi(x)]$, see Fig. 3a. If $\Omega$ is finite, $\phi$ may first reach the boundary, where from (3.3) $\partial \phi / \partial \nu<0$ (Fig. 3b).


Fig. 3. Possibilities for $\phi$ when $\Omega=\mathbb{R}$ and $\Omega$ is finite respectively.
With $\underline{\Phi}=(\underline{\phi}, \underline{\phi})$, we have the following result for the system (1.1).
Theorem 3.1. Suppose that $0 \in \bar{\Omega}$, and assume that conditions (C1)-(C3), ( $\mathrm{C}_{1}$ ) and $\left(\mathrm{D}_{Q}\right)$ hold. Let $u(x, t)$ be the solution of (1.1) with $u(x, 0) \geqq \Phi$ on $\Omega$. Then $u \rightarrow u^{*}$ uniformly on compact sets as $t \rightarrow \infty$.

Proof. Note first that $\Phi$ is a subsolution of (1.2). For by (3.1) and (3.2),

$$
\mu_{i} \phi_{x x}+M_{i}(\phi, \phi) \geqq \mu_{i} \phi_{x x}+\mu_{i} \mu^{-1} M(\phi)=0,
$$

and $(0,0)$ is a subsolution. For $\Omega=\mathbb{R}$ the assertion follows as $\underline{\Phi}$ is the local maximum of regular subsolutions, and for $\Omega$ bounded also $\partial \Phi / \partial \nu \leqq 0$ on $\partial \Omega$.

Choose any point $\left(\bar{u}_{1}, \bar{u}_{2}\right)$ in region I with $\bar{u}_{i} \geqq \sup _{x \in \Omega} u_{i}(x, 0)$ for $i=1,2$. Let $\bar{u}$ be the (spatially independent) solution of (1.2) with $\bar{u}(0)=\left(\bar{u}_{1}, \bar{u}_{2}\right)$. Define $\underline{u}(x, t)$ to be the solution of (1.1) with $\underline{u}(x, 0)=\underline{\Phi}$. Then by Theorem 2.3, for all $t>0$,

$$
\underline{\Phi}(x) \leqq \underline{u}(x, t) \leqq u(x, t) \leqq \bar{u}(t) .
$$

Now from Proposition 2.1, $\lim _{t \rightarrow \infty} \bar{u}(t)=u^{*}$. Furthermore, $\Phi$ and $u^{*}$ are respectively stationary sub and supersolutions with $\Phi \leqq u^{*}$. Hence from Theorem 2.4, there is a stationary solution $w$ with $\Phi \leqq w \leqq u^{*}$ such that $\underline{u}(x, t) \rightarrow w(x)$ uniformly on compact sets as $t \rightarrow \infty$. Therefore the proof will be complete if it can be shown that $w=u^{*}$.

Suppose first that $\Omega=\mathbb{R}$. Then $w(x)>\Phi(x)$ for $x \in \Omega$. For if not there is an $x_{0}$ and an $i=1$ or 2 such that $w_{i}\left(x_{0}\right)=\underline{\phi}\left(x_{0}\right)$. But $\Phi$ is a subsolution, $w(x)$ is a regular supersolution and $\Phi \leqq w$. Hence from [5, Thm. 1], $w_{i}(x)=\phi(x)$ for all $x$. This is impossible as $\phi(x)$ has a discontinuous first derivative.

Now $\phi$ has compact support. Hence if $\Omega_{0}$ is any compact set containing the support of $\phi$ in its interior, there exists $\delta=\left(\delta_{1}, \delta_{2}\right)>0$ such that $w(x) \geqq \Phi(x)+\delta$ for $x \in \Omega_{0}$. It follows from uniform continuity that there is a neighborhood $N$ of zero such that $w(x+y)>\Phi(x)$ for all $y \in N$ and $x \in \mathbb{R}$. Therefore by Theorem 2.4, $w$ is a constant.

Finally, if $\alpha>0$ is any zero of $M$, the point ( $\alpha, \alpha$ ) lies in region II (Fig. 1a). But from the construction of $\underline{\phi}, \underline{\phi}(0)$ and so $w_{1}$ is greater than the smallest positive zero of
$M$. Therefore $w \neq \tilde{u}$, and so $w=u^{*}$. This completes the proof for $\Omega=\mathbb{R}$. It follows immediately that the only stationary solution $w$ of (1.1) satisfying $\Phi \leqq w \leqq u^{*}$ is $u^{*}$ itself, a fact which will be used below.

When $\Omega$ is bounded, the result will be proved by first constructing an extension of $w$ to $\mathbb{R}$. Consider then the stationary solution $w$ of (1.1) on $\bar{\Omega}$ satisfying $\partial w / \partial \nu=0$ on $\partial \Omega$. Let $\Omega=(\xi, \xi+\gamma)$ where $\xi \leqq 0 \leqq \xi+\gamma$. Define an extension of $w$ to $\mathbb{R}$ by successively reflecting $w$ in the lines $x=\xi, \xi-\gamma, \cdots$, and $x=\xi+\gamma, \xi+2 \gamma, \cdots$, and note that $w$ then has period $2 \gamma$. Because $\partial w / \partial x=0$ on $x=\xi$ and $x=\xi+\gamma, w$ is a $C^{2}$-function which is a solution of (1.1) for all $x$. It is also clear from the evenness of $\phi$ and the fact that it is decreasing for $x>0$ that $w \geqq \Phi$. This shows that $w$ extended in this manner is a solution of (1.1) on $\mathbb{R}$ satisfying $\Phi \leqq w \leqq u^{*}$, so by the final remark of the preceding paragraph, $w=u^{*}$. This completes the proof.

A similar mutualist system has been considered in [3] although from a different point of view. There $\Omega$ must be bounded, and a condition is imposed which requires among other things that $\mu_{1}$ and $\mu_{2}$ are sufficiently large relative to the length of $\Omega$. Then $u$ tends to a spatially independent solution for large $t$, so that the asymptotic behavior of $u$ may be deduced from that of the solution of the analogous kinetic system. Under certain further restrictions it will be the case that if the space average of $u(x, 0)$ lies to the right of $S$, the solution will eventually return towards $Q$. The conditions in [3] and Theorem 3.1 are of course of quite a different nature, but from the point of view of biological applications the principal point of interest in Theorem 3.1 is that it shows that the restriction on the space average of $u(x, 0)$ and on $\mu_{1}, \mu_{2}$ can be removed if $D_{Q}$ is imposed.
4. Global asymptotic stability. If there is exactly one interior equilibrium point for the kinetic equations, this point is globally asymptotically stable, and the aim now is to show that an analogous property also holds when there is diffusion. This extends a result in $[5, \S 4]$ to the case where there is a saddle point at the origin.

Theorem 4.1. Assume that conditions (C1)-(C3) and $\left(\mathrm{C}_{2}\right)$ hold. Let $u(x, t)$ be the solution of (1.1) with $u(x, 0) \geqq 0$ on $\Omega$, and suppose that neither $u_{1}(x, 0)$ nor $u_{2}(x, 0)$ is identically zero. Then as $t \rightarrow \infty, u \rightarrow u^{*}$ uniformly on compact sets.

Proof. By Proposition 2.2, $u(x, t)>0$ for $t>0$. Therefore, by shifting to a new time origin we may assume that $u(x, t)>0$ in $\bar{\Omega}$ for $t \geqq 0$.
(i) $\Omega$ bounded. The proof is very simple. Let $\underline{u}(t)$ and $\bar{u}(t)$ be solutions of (2.1) with

$$
\underline{u}_{i}(0)=\min _{x \in \bar{\Omega}} u_{i}(x, 0), \quad \bar{u}_{i}(0)=\max _{x \in \bar{\Omega}} u_{i}(x, 0)
$$

for $i=1,2$; by the remark above $\underline{u}(0)>0$. Now $\underline{u}, \bar{u}$ are sub and supersolutions respectively, so by Theorem 2.3, $\underline{u}(t) \leqq u(x, t) \leqq \bar{u}(t)$ for $t>0$. The result follows, for by Proposition 2.1, $\lim _{t \rightarrow \infty} \underline{u}(t)=\lim _{t \rightarrow \infty} \bar{u}(t)=u^{*}$.
(ii) $\Omega=\mathbb{R}$. A more elaborate proof is needed since it is not necessarily true that $\underline{u}(0)>0$. If both species are facultative, then the origin lies in region II and is a source for the kinetic problem, so the argument of [5, §4] yields the result. However, if one species is obligate and one facultative, as is the case in Fig. 1, this argument does not work.

So far as the upper bound of $u$ is concerned, of course it follows as in (i) above $u(x, t) \leqq \bar{u}(t)$, where $\lim _{t \rightarrow \infty} \bar{u}(t)=u^{*}$. We shall show that there is a function $z(x, t)$ which approaches $u^{*}$ uniformly on compact sets as $t \rightarrow \infty$ such that $u(x, t) \geqq z(x, t)$ for large enough $t$, from which the assertion of the theorem follows.

From the assumption on $M_{1}\left(v_{1}, 0\right)=v_{1} m_{1}\left(v_{1}, 0\right)$ there exists an $a_{0}$ with $0<a_{0}<a$ and a $\gamma>0$ such that $M_{1}\left(v_{1}, 0\right) \geqq \gamma^{2} \mu_{1} v_{1}$ for $0 \leqq v_{1} \leqq a_{0}$. Since $u_{1}(x, 0)>0$ for $x \in \Omega$, there is a $\delta$ with $0<\delta<a_{0}$ such that

$$
\delta<\min _{-l_{1} \leqq x \leqq l_{1}} u_{1}(x, 0),
$$

where $l_{1}=\pi / 2 \gamma$. Set

$$
v_{1}(x)= \begin{cases}\delta \cos \gamma x & (|x| \leqq \pi / 2 \gamma) \\ 0 & (|x|>\pi / 2 \gamma)\end{cases}
$$

and let $v_{1}(x, t)$ be the solution of the one-dimensional problem

$$
\begin{equation*}
v_{1 t}=M_{1}\left(v_{1}, 0\right)+\mu_{1} v_{1 x x} \tag{4.1}
\end{equation*}
$$

with $v_{1}(x, 0)=v_{1}(x)$. Put $v(x, t)=\left(v_{1}(x, t), 0\right)$ and note that $v$ is a solution of (1.2).
Lemma 4.2. $v_{1}(x)$ is a stationary subsolution of (4.1), and the following hold.
(i) $v_{1}(x) \leqq v_{1}(x, t) \leqq a(t \geqq 0)$.
(ii) $\partial v_{1}(x, t) / \partial t \geqq 0$ for $x \in \Omega$ and $t>0$.
(iii) $v_{1}(x, t) \rightarrow a$ uniformly on compact sets as $t \rightarrow \infty$.
(iv) $u(x, t) \geqq v(x, t)$ for $t \geqq 0$.

Proof. We have

$$
M_{1}\left(v_{1}, 0\right)+\mu_{1} v_{1 x x} \geqq \gamma^{2} \mu_{1} v_{1}+\mu_{1} v_{1 x x}=0,
$$

and 0 is a solution. Hence $v_{1}$ is the local maximum of regular subsolutions, and is therefore a subsolution of (4.1). Also $a>v_{1}(x)$ is a supersolution, so (i), (ii) and (iii) follow from Theorems 4.1, 4.2, 4.8 respectively of [4]. Finally, $v(x, t)$ is a solution of (1.1), and since $u(x, 0) \geqq v(x, 0)$, Theorem 2.3 yields (iv). This concludes the proof of the lemma.

The lemma shows that on any compact set the lower bound of $u_{1}$ moves into region II for large $t$. Since $u_{2}>0$ it is plausible from the direction of the vector field that $u$ is swept towards $u^{*}$. This is now proved by constructing another subsolution whose first component is based on the value of $v_{1}(x, t)$ for large $t$.

From the assumptions on $M_{2}\left(z_{1}, z_{2}\right)=z_{2} m_{2}\left(z_{1}, z_{2}\right)$ there are numbers $\varepsilon, b, \rho>0$ such that $M_{2}\left(a-\varepsilon, z_{2}\right) \geqq \rho^{2} \mu_{2} z_{2}$ for $0 \leqq z_{2} \leqq b$. From (iii) of Lemma 4.2, there exists a $t_{0}$ such that $v_{1}\left(x, t_{0}\right) \geqq a-\varepsilon$ for $|x| \leqq \pi / 2 \rho$. Since $u_{2}\left(x, t_{0}\right)>0$ for $x \in \Omega$, there is a $\sigma>0$ such that

$$
\sigma<\min _{-l_{2} \leqq x \leqq l_{2}} u_{2}\left(x, t_{0}\right),
$$

where $l_{2}=\pi / 2 \rho$. Define $z(x)=\left(z_{1}(x), z_{2}(x)\right)$ where

$$
\begin{aligned}
& z_{1}(x)=v_{1}\left(x, t_{0}\right) \\
& z_{2}(x)= \begin{cases}\sigma \cos \rho x & (|x| \leqq \pi / 2 \rho) \\
0 & (|x|>\pi / 2 \rho)\end{cases}
\end{aligned}
$$

and let $z(x, t)$ be the solution of (2.1) with $z\left(x, t_{0}\right)=z(x)$. From the above construction and Lemma 4.2(iv), $u\left(x, t_{0}\right) \geqq z\left(x, t_{0}\right) \geqq v\left(x, t_{0}\right)$, and since $u(x, t), z(x, t)$ and $v(x, t)$
are solutions of (1.2), from Theorem 2.3, $u(x, t) \geqq z(x, t) \geqq v(x, t)$ for $t \geqq t_{0}$. Now

$$
\begin{aligned}
M_{1}\left(z_{1}(x), z_{2}(x)\right)+\mu_{1} z_{1 x x}(x) & \geqq M_{1}\left(z_{1}(x), 0\right)+\mu_{1} z_{1 x x}(x) \\
& =M_{1}\left(v_{1}\left(x, t_{0}\right), 0\right)+\mu_{1} \frac{\partial^{2}}{\partial x^{2}} v_{1}\left(x, t_{0}\right) \\
& =\frac{\partial v_{1}}{\partial t_{0}}\left(x, t_{0}\right) \\
& \geqq 0,
\end{aligned}
$$

by Lemma 4.2(ii). Also,

$$
\begin{aligned}
M_{2}\left(z_{1}(x), z_{2}(x)\right)+\mu_{2} z_{2 x x}(x) & \geqq M_{2}\left(a-\varepsilon, z_{2}(x)\right)+\mu_{2} z_{2 x x}(x) \\
& \geqq \rho^{2} \mu_{2} z_{2}(x)+\mu_{2} z_{2 x x}(x)=0,
\end{aligned}
$$

and the left-hand side is zero when $z_{2}=0$. Thus $z(x)$ is the local maximum of regular subsolution, and so is a subsolution.

Now $z(x)$ is a subsolution, $u^{*}$ is a supersolution and $z \leqq u^{*}$, so it follows from Theorem 2.4 that there is a stationary solution $w(x)$ with $z(x) \leqq w(x) \leqq u^{*}$ such that $z(x, t) \rightarrow w(x)$ uniformly on compact sets as $t \rightarrow \infty$. The final step is to show that $w=u^{*}$.

As noted above, $z_{1}(x, t) \geqq v_{1}(x, t)$, and since $v_{1}(x, t) \rightarrow a$ uniformly on compact sets, it follows that $w_{1}(x) \geqq a \geqq z_{1}(x)$. Also, since $z_{2}$ has compact support, by an argument used in proving Theorem 3.1, there is an $\alpha>0$ such that $w_{2}(x) \geqq z_{2}(x)+\alpha$ on the support of $z_{2}$. There is therefore a neighborhood $N$ of 0 such that $w(x+y) \geqq z(x)$ for $y \in N$. Therefore, by Theorem 2.4,w is a constant. However, the only constant solution satisfying $w \geqq z(x)$ is $u^{*}$, so $w=u^{*}$. This concludes the proof.

Acknowledgment. I would like to express my gratitude to Dr. R. Law of the University of York for discussions concerning this problem.
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# A PARABOLIC-HYPERBOLIC FREE BOUNDARY PROBLEM* 
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#### Abstract

Change of phase problems with space-dependent melting temperature are considered. A weak formulation is given, pointing out that relevant differences occur with respect to the case of constant melting temperature. Next, analyzing the case in which weak solutions are suitably smooth, it is found that (i) mushy regions may appear even if volumetric heat sources are absent; (ii) a differential system is satisfied, consisting of parabolic equations and first order hyperbolic equations coupled through free boundaries; (iii) the interface conditions have the form of "unilateral constraints". Finally, a model problem is studied and the existence of a smooth solution is proved.


1. Introduction. In this paper we study a mathematical model for change of phase processes (e.g., freezing of lakes, thawing of glaciers, etc.) in which the melting temperature is space-dependent.

Among the main features of this model, we point out that "mushy" regions (see [1], [8], [11], [12], [13]) may appear even if volumetric heat sources are absent. Moreover, in such regions while temperature is locally constant (and equal to the melting temperature), heat conduction makes energy evolve with time.

This model could be the starting point of a classical theory for melting or solidification of alloys (see [2], [4], [14]). Actually, the results presented here show that the possible appearance of a mushy region during the solidification of an alloy is not necessarily related to the gap between the solidus and liquidus curves in the phase diagram. Indeed, when the concentration of the diluted component is not uniformly distributed and its diffusion is negligible, then an alloy in which the liquidus and solidus curves were supposed to be almost coincident would behave essentially as a medium with space-dependent melting temperature.

In §2 we will write the weak formulation of the problem in a general setting. In §3 we will sketch some properties of the classical solution in one space dimension. We will show that a differential system has to be satisfied, consisting of parabolic equations and first order hyperbolic equations coupled through free boundaries. Moroever, the interface conditions have the form of "unilateral constraints". In §4 a model problem will be considered, clearly exhibiting the spontaneous appearance of a mushy region. A well posedness theorem is stated and an outline of its proof is given. Details and a more comprehensive discussion of the model will appear in a forthcoming paper ([6]).
2. Weak formulation. Let $x$ be a point in $R^{n}$ and let $t$ denote time, $u$ temperature, $k$ thermal conductivity, $c$ heat capacity, $r$ rate of heat supply per unit volume. Assume that the melting temperature $u_{m}$ is a smooth function of $x$ and that $k, c, r$, depend on the difference $w=u-u_{m}$ only, being bounded and smooth for $w \neq 0$. Moreover, $c, k \geqq a$ for some positive constant $a$.

The thermal energy $E$ is defined as

$$
\begin{equation*}
E(x, t)=\int_{0}^{w(x, t)} c(y) d y+\Lambda \operatorname{sgn}^{+} w(x, t) \tag{2.1}
\end{equation*}
$$

[^7]where $\Lambda$ is the latent heat and
\[

\operatorname{sgn}^{+} z= $$
\begin{cases}0, & z<0 \\ {[0,1],} & z=0 \\ 1, & z>0\end{cases}
$$
\]

Obviously, $w$ can be found in terms of $E$ as a single valued function $b(E)$, and

$$
\begin{equation*}
u(x, t)=u_{m}(x)+b(E(x, t)) \tag{2.2}
\end{equation*}
$$

Moreover, we set

$$
\begin{align*}
& g(w)=\int_{0}^{w} k(y) d y  \tag{2.3}\\
& B(E)=g(b(E)) \tag{2.4}
\end{align*}
$$

Given $T>0$ and a bounded domain $Q \subset R^{n}$ with smooth boundary $\partial Q$ and outer normal $n$, let us define a weak solution of the change of phase problem with data $E_{0}(x)$, the initial energy, and $U(x, t)$, the boundary temperature. Here, we will assume that the subset of $\partial Q \times(0, T)$ where $U=u_{m}$ has zero measure. ${ }^{1}$ We extend the functions

$$
\begin{equation*}
K(E)=k(b(E)), \quad R(E)=r(b(E)), \quad E \neq(0, \Lambda), \tag{2.5}
\end{equation*}
$$

over the interval $(0, \Lambda)$ as linear interpolations.
We say that $E \in L^{\infty}(Q \times(0, T))$ is a weak solution if the following equation is satisfied for any $F \in C^{\infty}(\bar{Q} \times 0, T)$, vanishing for $t=T$ and on $\partial Q \times(0, T)$,

$$
\begin{align*}
\int_{0}^{T} \int_{Q}\left[E F_{t}\right. & \left.+B \operatorname{div} \operatorname{grad} F-K \operatorname{grad} u_{m} \cdot \operatorname{grad} F+R F\right] d x d t  \tag{2.6}\\
& +\int_{Q} E_{0}(x) F(x, 0) d x-\int_{\partial Q \times(0, T)} B_{0} \operatorname{grad} F \cdot n d S=0
\end{align*}
$$

where $B_{0}=g\left(U-u_{m}\right)$.
3. Classical solutions. A solution $E(x, t)$ of the above mentioned problem is said to be a classical solution if it possesses some additional regularity properties which will be listed below for the case $n=1, Q=(0,1)$ :
i) The function $u(x, t)$ given by (2.2) is continuous in the closure of $P=(0,1) \times$ ( $0, T$ ).
ii) The sets

$$
\begin{aligned}
& L=\left\{(x, t) \in P: u(x, t)>u_{m}\right\}, \\
& S=\left\{(x, t) \in P: u(x, t)<u_{m}\right\}, \\
& M=\stackrel{\circ}{N}, \quad N=P \backslash(L \cup S),
\end{aligned}
$$

are such that those parts of their boundaries which lie in $P$ consist of $N$ curves $x=s_{i}(t)$, $t \in I_{i}=\left(t_{i}^{\prime}, t_{i}^{\prime \prime}\right) \subset(0, T)$ such that $s_{i} \in C\left(\bar{I}_{i}\right) \cap C^{1}\left(I_{i}\right), i=1,2, \cdots, N$.
iii) $u \in C^{2,1}(L \cup S)$ and $u_{x}$ is continuous on each side of the curves $x=s_{i}(t)$.
iv) $E \in C^{1,1}(M) \cap C(\bar{M})$.

[^8]We will call $L$ and $S$ the liquid and the solid regions respectively, while $M$ will be called the mushy region. In $M$ it is $u(x, t)=u_{m}(x)$, and $E \in[0, \Lambda]$ (regions where $E=0$ or $E=\Lambda$ identically could be included in $M$ as well).

It is immediately seen that the parabolic equation

$$
\begin{equation*}
c u_{t}=\left(k u_{x}\right)_{x}+r \tag{3.1}
\end{equation*}
$$

holds in $L$ and in $S$, and that the first order hyperbolic equation

$$
\begin{equation*}
E_{t}=\left(K(E) u_{m}^{\prime}(x)\right)_{x}+R(E) \tag{3.2}
\end{equation*}
$$

is satisfied in $M$. Moreover it is immediately found that the initial and boundary conditions are satisfied in a classical sense,

$$
\begin{equation*}
E(x, 0)=E_{0}(x), \quad x \in(0,1), \quad u(0, t)=U(0, t), \quad u(1, t)=U(1, t), \quad t \in(0, T) \tag{3.3}
\end{equation*}
$$

To find the conditions satisfied on interfaces, multiply (3.1) and (3.2) by a test function $F$ and use Green's theorem on each connected component of $L, S$ and $M$. If we denote, for any function $f(x, t),[f]_{i}=f\left(s_{i}(t)+, t\right)-f\left(s_{i}(t)-, t\right)$, we find by comparison with (2.6):

$$
\begin{equation*}
[E]_{i} \dot{s}_{i}+\left[K u_{x}\right]_{i}=0, \quad t \in I_{i}, \quad i=1,2, \cdots, N \tag{3.4}
\end{equation*}
$$

A careful analysis of condition (3.4) shows that the following local characteristic speed

$$
\begin{equation*}
v_{0}(x)=-h u_{m}^{\prime}(x), \quad h=\frac{d K}{d E}, \quad E \in(0, \Lambda) \tag{3.5}
\end{equation*}
$$

determines the form of the free boundary conditions. Namely:
(A) When $\dot{s}(t)>v_{0}(s(t))$ and $x=s(t)$ is a boundary between solid (for $x<s(t)$ ) and mush $(x>s(t))$, the free boundary condition is

$$
\begin{equation*}
E(s(t)+t, t)\left[\dot{s}(t)-v_{0}(s(t))\right]+K_{S}\left[u_{m}^{\prime}(s(t))-u_{x}^{s}\right]=0 \tag{3.6}
\end{equation*}
$$

where $K_{S}=K(0-)$ and $u_{x}^{s}=u_{x}(s(t)-, t)$.
(B) When $\dot{s}(t) \leqq v_{0}(s(t))$, the free boundary condition between solid and mush is

$$
\begin{equation*}
u_{x}^{S}=u_{m}^{\prime}(s(t)) \tag{3.7}
\end{equation*}
$$

and the condition

$$
\begin{equation*}
R(0-)+K_{s} u_{m}^{\prime \prime}(s(t))>0 \tag{3.8}
\end{equation*}
$$

is needed.
Conditions (3.6), (3.7) can be summarized as

$$
\begin{equation*}
E(s(t)+, t)\left[\dot{s}(t)-v_{0}(s(t))\right]^{+}+K_{S}\left[u_{m}^{\prime}(s(t))-u_{x}^{S}\right]=0 \tag{3.9}
\end{equation*}
$$

This unilateral form of the free boundary condition can be derived using the boundary point principle (see [6] for the details). Parallel results are found for an $L-M$ interface, while on a $L-S$ interface the usual Stefan condition is valid.
4. An example. In this section we produce a simple example in which, despite of the absence of volumetric heat sources, mushy regions appear as an effect of a variable melting temperature with nonvanishing second derivative. We note that in this definition of classical solution, possible effects of superheating are not taken into account.

Indeed our classical solution originates from a weak solution under suitable regularity requirements, and the definition of the "energy" function (2.1) is a constitutive law excluding nonequilibrium effects (see [6], [10], [11] and [13] for a discussion of this aspect).

We consider the slab $0<x<1$ assuming that no body sources are present ( $r=0$ ), that the specific heat is constant throughout the slab (say, $c=1$ ) and that the conductivity has two constant values $K_{L}$ and $K_{S}$ in the liquid and in the solid, respectively. Therefore we define the function $K(E)$ as follows:

$$
K(E)= \begin{cases}K_{L}, & E>\Lambda \\ K_{S}+h E, & E \in(0, \Lambda), \quad h=\frac{K_{L}-K_{S}}{\Lambda} \\ K_{S}, & E<0\end{cases}
$$

We will assume that the melting temperature is given by

$$
\begin{equation*}
u_{m}(x)=-1+x^{2} \tag{4.1}
\end{equation*}
$$

and that the initial and boundary conditions are

$$
\begin{array}{ll}
u(x, 0)=-1+\frac{x^{2}}{2}, & x \in(0,1) \\
u_{x}(0, t)=0, & t>0 \\
u(1, t)=-\frac{1}{2} & t>0 \tag{4.4}
\end{array}
$$

We assume that this problem has a classical solution and we will derive some a priori information on the qualitative behaviour of the solution.

Our first result is aimed at characterizing the region $S$.
Proposition 1. There exists a function $s(t) \geqq 0$, such that $S=\{(x, t): s(t)<x<1,0$ $<t<T\}$. Moreover, $s(t) \not \equiv 0$ in any neighborhood of $t=0$.

The proof of this proposition is essentially based on the maximum principle. The next step will be to prove that a mushy region appears from the very beginning.

Proposition 2. There exists a function $z(t) \geqq 0, z \not \equiv s$, in any neighborhood of $t=0$, $z(t) \leqq s(t)$, such that $u(x, t)=u_{m}(x)$ in the set $z(t) \leqq x \leqq s(t), 0<t<T$.

Proof. Suppose that there exist a $t_{1}>0$ and a region $R=\left\{y(t)<x<s(t), 0<t<t_{1}\right\}$ with $y(t) \geqq 0$, such that $R$ is a component of $L \cap\left\{t<t_{1}\right\}$.

The maximum principle ensures that if $y(t)>0$, then the curve $x=y(t)$ is an interface between $M$ and $L$. Following the discussion of the preceding section, it can be seen that the condition $u_{m}^{\prime \prime}>0$ implies $\dot{y}(t)<v_{0}(y(t))=-2 h y(t), t \in\left(0, t_{1}\right)$, thus contradicting $y(t)>0, y(0)=0$. Let us show that also assuming $y(t)$ identically equal to zero is contradictory. In such a case the pair $(s, u)$ would be a solution of

$$
\begin{array}{ll}
K_{L} u_{x x}-u_{t}=0, \quad 0<x<s(t), & 0<t<t_{1}, \\
u_{x}(0, t)=0, & 0<t<t_{1}, \\
u(s(t), t)=u_{m}(s(t)), & 0<t<t_{1}, \\
u(x, t)>u_{m}(x), \quad 0<x<s(t), & 0<t<t_{1} .
\end{array}
$$

Using Green's theorem we find

$$
\begin{equation*}
\int_{0}^{s(t)} u(x, t) d x=\int_{0}^{t} K_{L} u_{x}\left(s\left(t^{\prime}\right)-, t^{\prime}\right) d t^{\prime}+\int_{0}^{t} u\left(s\left(t^{\prime}\right), t^{\prime}\right) \dot{s}\left(t^{\prime}\right) d t^{\prime} . \tag{4.5}
\end{equation*}
$$

The last integral is nothing but $\int_{0}^{s(t)} u_{m}(x) d x$, hence

$$
\begin{aligned}
0 & \leqq \int_{0}^{t} K_{L} u_{x}^{L} d t^{\prime}=-\Lambda s(t)+\int_{0}^{t} K_{S} u_{x}^{s} d t^{\prime} \\
& \leqq-\Lambda s(t)+\int_{0}^{t} K_{S} u_{m}^{\prime}\left(s\left(t^{\prime}\right)\right) d t^{\prime}
\end{aligned}
$$

This inequality is false, since $u_{m}^{\prime}(s)=2 s$. The argument applies also in any interval $\left(t_{a}, t_{b}\right) \subset(0, T)$ in which $s(t)>0, s\left(t_{a}\right)=0$. Thus the only possibility is that the curve $x=s(t)$ is an interface between $M$ and $S$.

By means of similar arguments it is possible to prove that the liquid region does not appear at $t=0$. More precisely, we have

Proposition 3. There exists a time $t_{0}>0$ such that

$$
z(t) \equiv 0 \quad \text { in }\left(0, t_{0}\right) .
$$

Therefore, in this time interval $\left(0, t_{0}\right)$, we will have nothing but one free boundary separating regions $M$ (for $x<s(t)$ ) and $S$ (for $x>s(t)$ ).

Having concluded our a priori analysis, we can pass to the proof of our existence theorem. According to the results of $\S 3$, to find the interface between $S$ and $M$ together with the temperature in the region $S$ we have to solve the following problem: find a $T>0$, and $s(t) \in C[0, T] \cap C^{1}(0, T)$ and a $u(x, t) \in C^{2,1}\left(D_{T}\right) \cap C\left(\bar{D}_{T}\right)\left(D_{T} \equiv\{(x, t): s(t)\right.$ $<x<1,0<t<T\}$ ) such that

$$
\begin{array}{ll}
K_{S} u_{x x}-u_{t}=0 & \text { in } D_{T}, \\
s(0)=0, & \\
u(x, 0)=-1+\frac{x^{2}}{2}, & 0<x<1,  \tag{4.6}\\
u(1, t)=-\frac{1}{2}, & 0<t<T, \\
u(s(t), t)=-1+s^{2}(t), & 0<t<T,
\end{array}
$$

and that

$$
\begin{equation*}
K_{S}\left[u_{x}(s(t), t)-2 s(t)\right]=E(s(t)-, t)\left[\dot{s}(t)-v_{0}(s(t))\right], \tag{4.7}
\end{equation*}
$$

in the case $\dot{s}(t)<-2 h s(t)$. In the case $\dot{s}(t) \geqq-2 h s(t)$, instead of (4.7) the following condition has to be satisfied

$$
\begin{equation*}
u_{x}(s(t), t)=2 s(t) . \tag{4.8}
\end{equation*}
$$

If we disregard the condition $\dot{s} \geqq-2 h s$, problem (4.6), (4.8) has a unique classical solution, such that $\lim _{t \rightarrow 0} \dot{s}(t)=+\infty$ and $s(t) \leqq 1-(2)^{-1 / 2}$. This conclusion can be obtained using the results of [5]. Such solution is also a solution to the original problem if $h \geqq 0$ (the condition $\dot{s} \geqq-2 h s$ is automatically satisfied). Otherwise a time $\bar{T}>0$ exists such that $\dot{s}(\bar{T})=-2 h s(\bar{T})$, beyond which the solution has to be continued in a different way. The possibility of such a continuation will not be investigated here.

The determination of $M$ requires first the solution of

$$
\begin{equation*}
E_{t}-2 h x E_{x}=2\left(K_{S}+h E\right) \tag{4.9}
\end{equation*}
$$

with the condition

$$
\begin{equation*}
E(s(t), t)=0, \quad 0<t \quad \text { if } h>0, \quad 0<t<\bar{T} \quad \text { if } h<0 \tag{4.10}
\end{equation*}
$$

and the constraint $E \in(0, \Lambda)$. This problem is easily solved and the curves $x=q_{c}(t)$ where $E=c$ are found to have positive and bounded slope for any value of $c$ in $(0, \Lambda]$.

The $L-M$ interface, $x=z(t)$, is expected to start from the point $\left(0, T_{L}\right)$, with $T_{L}=(2 h)^{-1} \ln \left(1+h \Lambda / K_{S}\right)$ for $h \neq 0$ and $T_{L}=\Lambda /\left(2 K_{S}\right)$ for $h=0$, and enter the region bounded by the curves $x=s(t)$ and $x=q_{L}(t)$.

On such an interface the energy balance condition is

$$
\begin{equation*}
K_{L}\left[u_{x}(z(t)-, t)-2 z(t)\right]=-[\Lambda-E(z(t)+, t)]\left[\dot{z}(t)-v_{0}(z(t))\right], \quad t>T_{L} \tag{4.11}
\end{equation*}
$$

As a matter of fact, it can be shown that the alternative condition $u_{x}(z(t)-, t)=$ $2 z(t)$, valid when $\dot{z}(t)<v_{0}(z(t))$, never occurs

We have the following.
Theorem. The free boundary problem for the heat conduction equation in the liquid phase with free boundary conditions (4.11), $z\left(T_{L}\right)=0$ and

$$
\begin{equation*}
u(z(t), t)=-1+z^{2}(t) \tag{4.12}
\end{equation*}
$$

has one unique classical solution in some interval $\left(T_{L}, T\right)$.
The proof of this theorem is complicated by the fact that the apparent latent heat in (4.11) vanishes for $t=T_{L}$. The main tool employed is to construct a sequence of monotone approximations by solving the following problems.

$$
\begin{align*}
& K_{L} u_{x x}^{(i)}-u_{t}^{(i)}=-2 K_{L} \quad \text { in } D_{c}^{(i)} \equiv\left\{(x, t): 0<x<z^{(i)}(t), T_{L}<t<T_{c}^{(i)}\right\}, \\
& z^{(i)}\left(T_{L}\right)=\frac{1}{i}, \\
& u^{(i)}\left(x, T_{L}\right)=0, \quad x \in\left(0, \frac{1}{i}\right),  \tag{4.13}\\
& u_{x}^{(i)}(0, t)=0, \quad t \in\left(T_{L}, T_{c}^{(i)}\right) \\
& u^{(i)}\left(z^{(i)}(t), t\right)=0, \quad t \in\left(T_{L}, T_{c}^{(i)}\right), \\
& K_{L} u_{x}^{(i)}\left(z^{(i)}(t), t\right)=-L^{*}\left(z^{(i)}(t), t\right)\left[\dot{z}^{(i)}(t)+2 h z^{(i)}(t)\right], \quad t \in\left(T_{L}, T_{c}^{(i)}\right) .
\end{align*}
$$

In (4.13) the following symbols are used:

1) $i$ is an integer not less than some $i_{0}$ such that $E\left(1 / i_{0}, T_{L}\right)$ is defined and takes a value in ( $0, \Lambda$ );
2) $c$ is a constant in $(0, \Lambda)$ such that the level curve $x=q_{c}(t)$ hits $t=T_{L}$ on the left of $x=1 / i$;
3) $L^{*}(x, t)=\Lambda-E(x, t)$;
4) $T_{c}^{(i)}$ is the first instant (greater than $\left.T_{L}\right)$ such that the curve $x=z^{(i)}(t)$ hits either $x=q_{c}(t)$ or the boundary of the region where $E$ is defined.

The convergence proof goes through the following steps.
First, one can prove as in [12] that for any $i>i_{0}$ there exists a constant $c_{0}(i)$ such that $T_{c}^{(i)}$ is uniformly estimated from below by some $T_{0}>T_{L}$ for any $c \in\left(c_{0}, L\right)$. Hence the following definition makes sense

$$
z(t)=\lim z^{(i)}(t), \quad t \in\left(T_{L}, T_{0}\right) .
$$

Next, it can be shown that if the functions $q_{\Lambda}(t)$ and $z(t)$ do not coincide in any neighborhood of $t=T_{L}$, then $q_{\Lambda}(t)<z(t)$ in $\left(T_{L}, T_{0}\right)$. The argument of the proof is based upon the construction of suitable barriers for $z^{(i)}$.

By means of a comparison technique it can then be proved that the convergence of the sequence $\left\{z^{(i)}\right\}$ is uniform in $\left[T_{L}, T_{0}\right]$ and that the limit function $z(t)$ is locally Lipschitz continuous. Moreover, let $\hat{u}(x, t)$ be the solution of the equation $K_{L} \hat{u}_{x x}-\hat{u}_{t}=$ $-2 K_{L}$ in the domain $0<x<z(t), T_{L}<t<T_{0}$, subjected to the boundary conditions $\hat{u}_{x}(0,0)=0, \hat{u}(z(t), t)=0$. The maximum principle ensures that $\hat{u}(x, t)$ is the uniform limit of the sequence $\left\{u^{(i)}(x, t)\right\}$.

At this point it can be concluded that the pair $(z, u)$, with $u=\hat{u}-1+x^{2}$, solves the free boundary problem in the liquid phase, i.e., that (4.11) is satisfied. To this end it is convenient to reformulate (4.11) in an integral form, using Green's identity, namely

$$
\begin{align*}
& \int_{T_{L}}^{t} \int_{0}^{z(t)} 2 K_{L} d x d t^{\prime}+A(z(t), t)+\int_{T_{L}}^{t} A_{1}(z(t), t) d t^{\prime}-\int_{0}^{z(t)} \hat{u}(x, t) d x  \tag{4.14}\\
& t \in\left(T_{L}, T_{0}\right)
\end{align*}
$$

where

$$
\begin{aligned}
& A(x, t)=-\int_{0}^{x} L^{*}\left(x^{\prime}, t\right) d x^{\prime} \\
& A_{1}(x, t)=-2 h x L^{*}(x, t)+\int_{0}^{x} L_{t}^{*}\left(x^{\prime}, t\right) d x^{\prime}
\end{aligned}
$$

In the present case (4.14) is seen to be equivalent to (4.11). Writing the corresponding equality for each of the pairs $\left(z^{(i)}, u^{(i)}\right)$ and passing to the limit shows the validity of (4.14).

As a consequence, the theorem will be proved if we can guarantee that the functions $q_{\Lambda}(t)$ and $z(t)$ are not identical in a right neighborhood of $t=T_{L}$. Assuming this is false, we immediately get a contradiction, since $L^{*}$ and $\hat{u}_{x}$ vanish on $x=z(t)$, where $\hat{u}$ attains its minimum.

## REFERENCES

[1] D. R. Atthey, A finite difference scheme for melting problems, J. Inst. Math. Appl., 13 (1974), pp. 353-366.
[2] A. Bermudez and C. Saguez, Etude numérique d'un problème de solidification d'un alliage, INRIA report 137, Le Chesnay, 1982.
[3] C. M. Brauner, M. Fremond and B. Nicolaenko, A new homographic approximation to multiphase Stefan problems, in [7], II, pp. 365-379.
[4] A. B. Crowley and J. R. Ockendon, On the numerical solution of an alloy solidification problem, Int. J. Heat Mass Transfer, 22 (1979), pp. 941-947.
[5] A. Fasano and M. Primicerio, A critical case for the solvability of Stefan-like problems, Math. Meth. Appl. Sci., 5 (1983), pp. 1-13.
[6] $\qquad$ , Mushy regions with variable temperature in melting processes, to appear.
[7] A. Fasano and M. Primicerio, eds., Free Boundary Problems: Theory and Applications, Research Notes in Mathematics, 78, 79, Pitman, London, 1983.
[8] M. Fremond, Frost action in soils, in [7], I, pp. 191-211.
[9] R. Gorenflo and K. H. Hoffmann, eds., Applied Nonlinear Functional Analysis, Lang, Frankfurt, 1982.
[10] A. A. Lacey and M. Shillor, The existence and stability of regions with super-heating in the classical two-phase one-dimensional Stefan problem with heat sources., IMA J. Appl. Math., 30 (1983), pp. 215-230.
[11] A. A. Lacey, J. R. Ockendon and A. B. Tayler, Modelling mushy regions, to appear.
[12] M. Primicerio, Mushy regions in phase-change problems, in [9], pp. 251-269.
[13] L. Rubinstein, On mathematical models for solid-liquid zones in a two-phase monocomponent system and in binary alloys, in [7], I, pp. 275-282.
[14] D. G. Wilson, A. D. Solomon and V. Alexiades, A shortcoming of the explicit solution for the binary alloy solidification problem, to appear.

# STANDING WAVE SOLUTIONS FOR A SYSTEM DERIVED FROM THE FITZHUGH-NAGUMO EQUATIONS FOR NERVE CONDUCTION* 

GENE A. KLAASEN ${ }^{\dagger}$ AND ENZO MITIDIERI ${ }^{\ddagger}$


#### Abstract

We focus our attention on the reaction-diffusion system $u_{t}=D_{1} \Delta u+f(u)-v, v_{t}=D_{2} \Delta v+$ $\varepsilon(u-\gamma v)$ where $f(u)=u(1-u)(u-a), 0<a<\frac{1}{2}$ and $D_{1}, D_{2}, \varepsilon, \gamma$ are positive constants. The parameter $\gamma$ is chosen large so that the associated dynamic equations ( $D_{1}=D_{2}=0$ ) have three constant solutions two of which are stable. The authors establish necessary and sufficient conditions that the Dirichlet problem for this system possesses two nontrivial time independent solutions.


1. Introduction. We investigate the system

$$
\begin{align*}
& u_{t}=D_{1} \Delta u+f(u)-v, \\
& v_{t}=D_{2} \Delta v+\varepsilon(u-\gamma v), \tag{1.1}
\end{align*}
$$

where $\Delta \equiv \sum_{i=1}^{n} \partial^{2} / \partial x_{i}^{2}, n \geqq 1, t \geqq 0,\left(x_{1}, \cdots, x_{n}\right) \in \Omega \subseteq \mathbb{R}^{n}, f(u)=u(1-u)(u-a), 0<a$ $<\frac{1}{2}, D_{1}>0, D_{2}>0, \varepsilon>0, \gamma>0$. Equations (1.1) are an extension of the simpler FitzHugh-Nagumo [7], [13] equations, namely

$$
\begin{align*}
& u_{t}=u_{x x}+f(u)-v, \\
& v_{t}=\varepsilon(u-\gamma v) . \tag{1.2}
\end{align*}
$$

The FitzHugh-Nagumo system serves as a prototype for nerve conduction and other chemical and biological systems. The interested reader is referred to [8], [15] for a review of results obtained to this date.

The space independent system (i.e., the dynamics of (1.1) and (1.2)) consists of the equations

$$
\begin{align*}
& u_{t}=f(u)-v, \\
& v_{t}=\varepsilon(u-\gamma v) . \tag{1.3}
\end{align*}
$$

Of particular interest to us is the case of large $\gamma$ for which (1.3) have three steady state solutions, two of which are stable and one unstable (see Fig. 1). This "bistability" phenomenon is present in a number of chemical and biological models [6], [13], [21].

Recently, Terman and Rinzel [18] have made a detailed mathematical and numerical study of the case $\gamma$ large in a simplification of (1.2),

$$
\begin{align*}
& u_{t}=u_{x x}+H(u-a)-u-v, \\
& v_{t}=\varepsilon(u-\gamma v), \tag{1.4}
\end{align*}
$$

[^9]

Fig. 1
where

$$
H(u-a)=\left\{\begin{array}{ll}
1 & \text { if } u>a, \\
0 & \text { if } u<a,
\end{array} \quad-\infty<u<\infty .\right.
$$

For appropriate values of the parameters they find wave fronts, wave backs and pulse solutions of (1.4). One important result of their analysis is that $\varepsilon \gamma^{2}<1$ is a necessary and sufficient condition for the existence of a pulse solution.

In this paper we investigate the more complicated system (1.1). The addition of diffusion terms to the $v$ equation reflects the possibility that more than one species may diffuse. For example, Tuckwell and Miura [19] have proposed a model for spreading cortical depression in the brain. In their system there are three steady state solutions and more than one species diffuses. Also, Koga and Kuramoto [10] examine a two diffusion modification of (1.4), namely

$$
\begin{align*}
& u_{t}=D_{1} u_{x x}+H(u-a)-u-v,  \tag{1.5}\\
& v_{t}=D_{2} v_{x x}+b u-c v, \quad-\infty<x<\infty .
\end{align*}
$$

They show that if the inhibiting diffusion $D_{2}$ is sufficiently large, (1.5) have 2 nonconstant steady state solutions, one of which is linearly stable. They also argue that such standing waves are likely in bistable excitable systems in which the inhibiting diffusion is large enough to halt the formation of a traveling wave.

Rothe and de Mottoni [16], [17] consider a system somewhat similar to (1.1) but with $D_{2}=\varepsilon=\gamma=1$ and a function $f$ which satisfies $f(-u)=-f(u)$ and $f^{\prime}(0)>0$. In contrast to our system, their model has a single constant solution which exhibits the diffusion driven instability property which Turing suggests as the dynamics of pattern formation. Moreover, since our $f$ is not odd we cannot apply the LjusternikSchnirelmann theory as they do to obtain existence of steady state solutions.

Standing waves of (1.1) have been found when $n=1$. Ermentrout and Hastings [5] show when $\gamma>0$ is small that there are two standing waves. Klaasen and Troy [9] argue for $\gamma>0$ large and $\frac{1}{2}-a>0$ small, $n=1$ that system (1.1) has a standing wave solution and infinitely many periodic solutions.

Our main goal is to show the existence of standing wave solutions for system (1.1) when $n>1$. Our space domains are finite balls with sufficiently large radius, i.e., $B_{R}(0)=\left\{\left(x_{1}, \cdots, x_{n}\right) \mid \sum_{i=1}^{n} x_{i}^{2} \leqq R^{2}\right\}$, where $R>0$ is large.

In §2 we state our main results. In §3 we give the proofs of our theorems.
2. Statement of main results. We investigate (1.1) for the existence of steady state solutions on bounded domains $\Omega$ in $\mathbb{R}^{N}$ with zero boundary values. Such solutions ( $u(x), v(x)$ ) solve the system

$$
\begin{align*}
& -D_{1} \Delta u=f(u)-v, \\
& -D_{2} \Delta v=\varepsilon u-\varepsilon \gamma v, \tag{2.1}
\end{align*}
$$

on $\Omega$ with $u=0$ and $v=0$ on $\partial \Omega$. By rescaling the equations using the transformations $x \rightarrow x / \sqrt{D_{1}}, \delta D_{2}=\varepsilon D_{1}$, we obtain the equivalent system

$$
\begin{align*}
& -\Delta u=f(u)-v  \tag{2.2}\\
& -\Delta v=\delta u-\delta \gamma v
\end{align*} \quad \text { on } \Omega, \quad u=0, \quad v=0 \quad \text { on } \partial \Omega .
$$

We assume that $0<a<\frac{1}{2}$ and require $\gamma>4 /(1-a)^{2}$. This latter condition guarantees that (2.2) have three constant solutions. The first of these, the so-called rest state, is given by $\pi_{0}=(0,0)$. The other two are denoted by $\pi_{i}=\left(\bar{u}_{i}, \bar{v}_{i}\right), i=1,2$, where $0<\bar{u}_{1}<\bar{u}_{2}$ and $0<\bar{v}_{1}<\bar{v}_{2}$. By solving the equation $f(u)=u / \gamma$ it is easy to see (see Fig. 1) that

$$
\bar{u}_{i}=\frac{1+a}{2}+\frac{(-1)^{i}}{2} \sqrt{(1+a)^{2}-4\left(a+\frac{1}{\gamma}\right)}, \quad i=1,2 .
$$

If we assume $\partial \Omega$ is of class $C^{2+\alpha}$, where $\alpha \in(0,1)$, then, following [11], [16], [17], the system (2.2), (2.3) can be uncoupled since the boundary value problem

$$
\begin{equation*}
-\Delta v+\delta \gamma v=\delta u, \quad v=0 \quad \text { on } \partial \Omega, \tag{2.4}
\end{equation*}
$$

defines a transformation $v=B(u)$, where $B$ can be viewed as a bounded invertible linear transformation from $C^{\alpha}(\bar{\Omega})$ into $C^{2+\alpha}(\bar{\Omega})$ or from $L^{2}(\Omega)$ into $H_{0}^{1}(\Omega)$ in the case. of weak solutions. Substituting $v=B(u)$ into (2.2) we obtain an equivalent single operator equation

$$
\begin{equation*}
-\Delta u+B(u)=f(u) \quad \text { on } \Omega, \quad u=0 \quad \text { on } \partial \Omega . \tag{2.5}
\end{equation*}
$$

Finally if we define

$$
h(u)=(u-a)(u-1),
$$

then (2.5) becomes

$$
\begin{equation*}
-\Delta u+B(u)=-u h(u) \quad \text { on } \Omega, \quad u=0 \quad \text { on } \partial \Omega \tag{2.6}
\end{equation*}
$$

Thus $u, v$ is a solution for the Dirichlet problem (2.2), (2.3) if and only if $v=B(u)$ and $u$ is a solution of (2.6).

The following lemma asserts that classical solutions of (2.6) are a priori bounded.
Lemma 1. Let $b_{0}>0$ be chosen so that $h(u)>1 / \gamma$ whenever $|u|>b_{0}$. Then every $C^{2}$-solution $u$ of (2.6) satisfies

$$
|u(x)| \leqq b_{0}, \quad|B u(x)| \leqq \frac{b_{0}}{\gamma} \quad \text { on } \Omega .
$$

The variational approach to solving (2.6) is enhanced by the a priori bounds for classical solutions as established in Lemma 1. We use these bounds to modify $h$ as follows. Let $g \in C^{\prime}(\mathbb{R})$ be defined with the restrictions
(i) $g(u)=h(u), \quad|u| \leqq b_{0}$,
(ii) $g(u)>\frac{1}{\gamma}, \quad|u|>b_{0}$,
(iii) $g$ and $g^{\prime}$ are bounded on $\mathbb{R}$.

Then $-u g(u)$ is a modification of $f(u)$ and if $F(u)=\int_{0}^{u} f(s) d s$ then the function $\tilde{F}(u)=\int_{0}^{u}-s g(s) d s$ is a modification of $F$. Let the functional $\Phi$ be defined on $H_{0}^{1}(\Omega)$ by

$$
\begin{equation*}
\Phi(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2} d x+\frac{1}{2} \int_{\Omega} u B(u) d x-\int_{\Omega} \tilde{F}(u) d x \tag{2.8}
\end{equation*}
$$

By standard critical point theory, see [10], critical points of $\Phi$ are weak solutions of the Dirichlet problem

$$
\begin{equation*}
-\Delta u+B(u)=-u g(u) \quad \text { on } \Omega \quad u=0 \quad \text { on } \partial \Omega \tag{2.9}
\end{equation*}
$$

Ambrosetti and Rabinowitz [2] and Ambrosetti [1] prove that if there are constants $c_{1}, c_{2}$ and $p$ such that

$$
|k(s)| \leqq c_{1}+c_{2}|s|^{p}
$$

where

$$
\begin{array}{ll}
p>1 & \text { if } n=2, \quad \text { but } \\
1 \leqq p<\frac{n+2}{n-2} & \text { if } n>2, \tag{2.10}
\end{array}
$$

then weak solutions of Dirichlet problems for $-\Delta u=k(u)$ on domains $\Omega \subset \mathbb{R}^{n}$ with $\partial \Omega \in C^{2+\alpha}, 0<\alpha<1$, are of class $C^{2+\alpha}$. Our choice of $g$ is such that there are constants $c_{1}$ and $c_{2}$ with $|\operatorname{sg}(s)| \leqq c_{1}+c_{2}|s|$ and hence condition (2.10) follows for $k(u)=-u g(u)$. Because of the smoothing effect of $B$ and (2.10), a standard "boot strap" argument (see [1] or [2]) can be applied to conclude that if

$$
\begin{equation*}
\Omega \subset \mathbb{R}^{n}, \quad \partial \Omega \in C^{2+\alpha} \quad \text { for some } 0<\alpha<1, \tag{2.11}
\end{equation*}
$$

then weak solutions of (2.9) are classical solutions. But then Lemma 1 and (2.7) imply that these solutions are solutions of (2.6). Throughout the remainder of our discussion we will assume our domains $\Omega$ satisfy (2.11).

Theorem 1. Suppose $0<a<\frac{1}{2}, \gamma>9 /\left(2 a^{2}-5 a+2\right)$. There exists an $R_{0}>0$ such that if $\Omega$ contains a ball of radius $R_{0}$ then the Dirichlet problem (2.2), (2.3) has a nontrivial solution pair $u_{1}, v_{1}=B\left(u_{1}\right)$ of class $C^{2+\alpha}(\Omega)$ which satisfies

$$
\inf _{H_{0}^{1}(\Omega)} \Phi(u)=\Phi\left(u_{1}\right)<0
$$

Theorem 2. If the hypotheses of Theorem 1 hold then a second nontrivial pair of solutions $u_{2}, v_{2}=B\left(u_{2}\right)$ of the Dirichlet problem (2.2), (2.3) exists of class $C^{2+\alpha}(\Omega)$ and satisfies

$$
\inf _{\sigma \in \Sigma} \max _{0 \leqq t \leqq 1} \Phi(\sigma(t))=\Phi\left(u_{2}\right)>0
$$

where $\Sigma=\left\{\sigma \in C\left([0,1] ; H_{0}^{1}(\Omega)\right) \mid \sigma(0)=0, \sigma(1)=u_{1}\right\}$.

The hypotheses of Theorem 1 and Theorem 2 are to a certain degree necessary as the following theorem indicates.

Theorem 3. The Dirichlet problem (2.2), (2.3) fails to have a weak nontrivial solution on $\Omega=B_{R}(0)$ if any one of the following hypotheses is assumed:
(i) $\delta, \gamma$ are fixed positive numbers and $R>0$ is sufficiently small;
(ii) $\delta \gamma^{2} \geqq 1, \gamma<4 /(1-a)^{2}$ and any $R>0$;
(iii) $\delta \gamma^{2}<1,2 \sqrt{\delta}-\delta \gamma>(1-a)^{2} / 4$ and any $R>0$.

The hypothesis

$$
\begin{equation*}
\gamma>\frac{9}{2 a^{2}-5 a+2} \tag{2.12}
\end{equation*}
$$

present in Theorems 1 and 2 is quite natural. Firstly, since

$$
\frac{9}{2 a^{2}-5 a+2}>\frac{4}{(1-a)^{2}},
$$

condition (2.12) implies that the dynamics of (2.2) are bistable as mentioned earlier. Secondly, condition (2.12) is equivalent to the inequality

$$
\begin{equation*}
\int_{0}^{\bar{u}_{2}}\left(f(s)-\frac{s}{\gamma}\right) d s>0 \tag{2.13}
\end{equation*}
$$

where $\bar{u}_{2}$ is the first coordinate of the third constant solution $\pi_{2}=\left(\bar{u}_{2}, \bar{v}_{2}\right)$ of (2.2). Inequality (2.13) is known to be a necessary condition for the existence of nontrivial solutions of Dirichlet problems associated with the single equation $-\Delta u=f(u)-u / \gamma$; see Berestycki and Lions [3].

In part (iii) of Theorem 3 the assumption that $\gamma<4 /(1-a)^{2}$ is implicit in the inequality $2 \sqrt{\delta}-\delta \gamma>(1-a)^{2} / 4$ since it is always true that $1 / \gamma \geqq 2 \sqrt{\delta}-\delta \gamma$. Hence a necessary condition for the existence of nontrivial solutions of the Dirichlet problem (2.2), (2.3) is that $\gamma>4 /(1-a)^{2}$.
3. Proofs. This section contains the proofs of Lemma 1 and Theorems 1,2 and 3 of §2.

Proof of Lemma 1. This proof is essentially due to Lazer and McKenna [11]. Let $u$ be a $C^{2}$-solution of (2.5) with Dirichlet boundary conditions. Let $\max _{\Omega}|u(x)|=b_{1}$. By applying the maximum principle to $-\Delta v=-\delta \gamma u+\delta u$ we see that $|\mathrm{B} u(x)|=|v(x)| \leqq$ $b_{1} / \gamma$ on $\Omega$. Suppose for contradiction that $b_{1}>b_{0}$. If there exists $x_{1} \in \Omega$ such that $u\left(x_{1}\right)=b_{1}$, then $\Delta u\left(x_{1}\right) \leqq 0$ and

$$
u\left(x_{1}\right)<\gamma h\left(u\left(x_{1}\right)\right) u\left(x_{1}\right)=\gamma\left[\Delta u\left(x_{1}\right)-B\left(u\left(x_{1}\right)\right)\right] \leqq-\gamma B\left(u\left(x_{1}\right)\right) \leqq u\left(x_{1}\right),
$$

which is impossible. Similarly there is no $x_{2} \in \Omega$ such that $u\left(x_{2}\right)=-b_{1}$ and hence $b_{1}>b_{0}$ is false and the lemma is proved.

Before proving Theorem 1 we introduce some notation and establish the validity of several useful lemmas.

On the Hilbert space $L^{2}(\Omega)$ the inner product is denoted by

$$
(u, v)=\int_{\Omega} u v d x
$$

and the norm is denoted by

$$
\|u\|_{2}=(u, u)^{1 / 2}
$$

If the Hilbert space is $H_{0}^{1}(\Omega)$, then the inner product will be

$$
((u, v))=\int_{\Omega}(\nabla u \cdot \nabla v) d x
$$

and the norm

$$
\|u\|=((u, u))^{1 / 2} .
$$

We seek nontrivial solutions of

$$
\begin{equation*}
-\Delta u+B(u)=-u h(u) \quad \text { on } \Omega, \quad u=0 \quad \text { on } \partial \Omega . \tag{3.1}
\end{equation*}
$$

Recalling the discussion following Lemma 1 of $\S 2$, we will assume $\Omega \subseteq R^{n}$ satisfies $\partial \Omega \in C^{2+\alpha}$, where $0<\alpha<1$, and obtain as a consequence that weak solutions $u$ of (3.1) are of class $C^{2+\alpha}(\Omega)$ and $u, v=B(u)$ is a pair of classical solutions of (2.2), (2.3). Also weak solutions of (3.1) are critical points of the functional

$$
\begin{equation*}
\Phi(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}+\frac{1}{2} \int_{\Omega} u B(u)-\int_{\Omega} \tilde{F}(u) \tag{3.2}
\end{equation*}
$$

where $\tilde{F}(u)=-\int_{0}^{u} \operatorname{sg}(s) d s$.
Lemma 2. Let $B$ be defined by (2.4). Then

$$
\|B\| \leqq \frac{1}{\gamma}, \quad \text { where }\|B\|=\inf _{u \neq 0} \frac{\|B u\|_{2}}{\|u\|_{2}} .
$$

Proof. If $u \in L^{2}(\Omega)$ and $v=B(u)$ then $(-\Delta v) v+\delta \gamma v^{2}=\delta u v$ and hence $\int_{\Omega}|\nabla v|^{2}+$ $\delta \gamma \int_{\Omega} v^{2}=\delta \int u v \leqq \delta\|u\|_{2}\|v\|_{2}$. Consequently, $\delta \gamma\|B u\|_{2}^{2}=\delta \gamma \int_{\Omega} v^{2} \leqq \delta\|u\|_{2}\|B u\|_{2}$ and the lemma easily follows.

Let $B_{R}=\left\{x \in \mathbb{R}^{n}| | x| |<R\right\}, C_{R}=B_{R}-B_{R-1}$ and for any $\Omega \subseteq \mathbb{R}^{n}$ let $|\Omega|=\int_{\Omega} d x$.
Lemma 3. If $R>0$ is sufficiently large then there exists a $u \in H_{0}^{1}\left(B_{R}\right)$ such that $\Phi(u)<0$.

Proof. For $R>0$ define $u_{R} \in H_{0}^{1}\left(B_{R}\right)$ by

$$
u_{R}= \begin{cases}\bar{u}_{2}, & 0 \leqq\|x\| \leqq R-1, \\ (R-\|x\|) \bar{u}_{2}, & R-1 \leqq\|x\| \leqq R,\end{cases}
$$

where $\left(\bar{u}_{2}, \bar{v}_{2}\right)$ is the third constant solution of (2.2). Then

$$
\begin{aligned}
\Phi\left(u_{R}\right) & =\frac{1}{2} \int_{B_{R}}\left|\nabla u_{R}\right|^{2}+\frac{1}{2} \int_{B_{R}} u_{R} B\left(u_{R}\right)-\int_{B_{R}} \tilde{F}\left(u_{R}\right) \\
& =\frac{1}{2} \int_{C_{R}}\left|\nabla u_{R}\right|^{2}+\frac{1}{2} \int_{B_{R}} u_{R} B\left(u_{R}\right)-\int_{B_{R-1}} \tilde{F}\left(\bar{u}_{2}\right)-\int_{C_{R}} \tilde{F}\left(u_{R}\right) \\
& \leqq \frac{\bar{u}_{2}^{2}}{2}\left|C_{R}\right|+\frac{1}{2 \gamma} \int_{B_{R}} u_{R}^{2}-\tilde{F}\left(\bar{u}_{2}\right)\left|B_{R-1}\right|+c_{1}\left|C_{R}\right|,
\end{aligned}
$$

where $c_{1}$ is a positive constant independent of $R$. Recall that $\left|B_{R}\right|=k_{n} R^{n}$, where $k_{n}$ is a constant depending only on the dimension $n$ of the space. Thus there is a constant $l_{n}$ such that $\left|C_{R}\right| \leqq l_{n} R^{n-1}$. Continuing the inequality we have that there exists a constant $K_{n}$ such that

$$
\Phi\left(u_{R}\right) \leqq K_{n} R^{n-1}+k_{n}\left(\frac{\bar{u}_{2}^{2}}{2 \gamma}-\tilde{F}\left(\bar{u}_{2}\right)\right) R^{n} .
$$

Since $a<\bar{u}_{2}<1<b_{0}$, $+\tilde{F}\left(\bar{u}_{2}\right)>\bar{u}_{2}^{2} / 2$ if $\gamma>9 /\left(2 a^{2}-5 a+2\right)$ and hence for $R$ sufficiently large $\Phi\left(u_{R}\right)<0$. See (2.13).

Proof of Theorem 1. First we wish to argue that $\Phi$, defined by (3.2), is bounded below on $H_{0}^{1}(\Omega)$. From (2.7) we have that $g(s)>1 / \gamma$ for $|s|>b_{0}$ and hence there exists an $M>0$ such that $\tilde{F}(u)=\int_{0}^{u} s g(s) d s>-M$ for all $u \in \mathbb{R}$. Consequently $\int_{\Omega} \tilde{F}(u) d x>$ $-M|\Omega|$ on $H_{0}^{1}(\Omega)$. If the second equation of (2.2) is multiplied by $v=B(u)$ and integrated we obtain $\int_{\Omega}|\nabla v|^{2}+\delta \gamma \int_{\Omega}|v|^{2}=\delta \int_{\Omega} u B(u)$ and hence $\int_{\Omega} u B(u) \geqq 0$ for all $u \in H_{0}^{1}(\Omega)$. Consequently $\Phi(u) \geqq-M|\Omega|$ on $H_{0}^{1}(\Omega)$.

Secondly, since $\int_{\Omega} \tilde{F}(u) d x>-M|\Omega|, \phi(u) \geqq \frac{1}{2}\|u\|^{2}-M|\Omega|$ on $H_{0}^{1}(\Omega)$ and hence $\Phi(u) \rightarrow \infty$ as $\|u\| \rightarrow \infty$.

Finally, by standard variational arguments $\Phi$ is weakly lower semicontinuous and consequently $\Phi$ attains a global minimum on $H_{0}^{1}(\Omega)$ at some critical point $u_{1}$ which is a weak solution of (3.1); see Vainberg [19] or Ambrosetti [1]. Lemma 3 implies that $\Phi\left(u_{1}\right)<0$ and $u_{1}$ is nontrivial. By the standard "bootstrap" arguments referred to earlier, $u_{1} \in C^{2+\alpha}(\Omega)$ and is a classical solution.

To prove Theorem 2 we use the following version of the mountain pass theorem of Ambrosetti and Rabinowitz [2]; see Mawhin [12].

Theorem. Let $\Phi \in C^{1}(E, \mathbb{R})$, where $E$ is a Hilbert space and assume there exists $u_{0} \in E, u_{1} \in E, r>0, k>0$ satisfying the following conditions:
(i) $\left\|u_{0}-u_{1}\right\|>r$;
(ii) $\Phi\left(u_{0}\right)<k, \phi\left(u_{1}\right)<k$;
(iii) $\Phi(u) \geqq k$ for $\left\|u-u_{0}\right\|=r$.

Let $\Sigma=\left\{\sigma \in C([0,1], E) \mid \sigma(0)=u_{0}, \sigma(1)=u_{1}\right\}$ and define

$$
c=\inf _{\sigma \in \Sigma} \max _{u \in \sigma([0,1])} \Phi(u) .
$$

If $\Phi$ satisfies the Palais-Smale condition, then $c$ is a critical value for $\Phi$.
In the proof of Theorem 2, $E=H_{0}^{1}(\Omega), u_{0}=0 ; u_{1}$ is described in Theorem 1. Since $B$ is a compact operator the argument of Ambrosetti and Rabinowitz [2] or Ambrosetti [1] will show that the function $\Phi$ defined in (3.2) satisfies the Palais-Smale condition. The remainder of the hypotheses of the mountain pass theorem will be satisfied when we prove the following lemma.

Lemma 4. There exist $r>0, \rho>0$ such that $\Phi(u)>0$ for all $0<\|u\| \leqq r$ and $\phi(u) \geqq \rho$ for all $\|u\|=r$.

Proof. Define $k(u)=u g(u)+a u$ so that (2.9) becomes

$$
\begin{equation*}
-\Delta u+B(u)=-a u+k(u) . \tag{3.3}
\end{equation*}
$$

Let $K(u)=\int_{0}^{u} k(s) d s$. Then from (2.6) and (2.7) we conclude that $k(u)=(1+a) u^{2}-u^{3}$ for $|u| \leqq b_{0}$ and since $|s g(s)| \leqq c_{1}+c_{2}|s|$ for $s \in \mathbb{R}$ we see that $k$ satisfies (2.10). From this property Ambrosetti and Rabinowitz [2] show that $\int_{\Omega} K(u) d x=0\left(\|u\|^{2}\right)$ at $u=0$. Hence

$$
\begin{aligned}
\Phi(u) & =\frac{1}{2} \int_{\Omega}|\nabla u|^{2}+\int_{\Omega} B(u) u-\int_{\Omega} \tilde{F}(u) \\
& \geqq \frac{1}{2} \int_{\Omega}|\nabla u|^{2}+\frac{a}{2} \int_{\Omega} u^{2}-\int_{\Omega} K(u) \\
& \geqq \varepsilon\|u\|^{2}+O\left(\|u\|^{2}\right) \quad \text { for some fixed } \varepsilon>0
\end{aligned}
$$

and the lemma follows.

In Theorem 3 we prove the nonexistence of nontrivial solutions to the boundary value problem

$$
\begin{array}{ll}
-\Delta u+B(u)=f(u) & \text { on } B_{0}(R)  \tag{3.4}\\
u=0 & \text { on } \partial B_{0}(R)
\end{array}
$$

Several lemmas are required to establish the validity of Theorem 3.
Consider the eigenvalue problem:

$$
\begin{array}{ll}
-\Delta u+B u=\mu u & \text { on } B_{0}(R) \\
u=0 & \text { on } \partial B_{0}(R) \tag{3.5}
\end{array}
$$

Lemma 5. If $\mu$ is an eigenvalue of (3.5), then $\mu=\lambda+\delta /(\lambda+\delta \gamma)$, where $\lambda$ is an eigenvalue of

$$
\begin{array}{ll}
-\Delta u=\lambda u & \text { on } B_{0}(R) \\
u=0 & \text { on } \partial B_{0}(R) \tag{3.6}
\end{array}
$$

Proof. Suppose ( $\mu, u$ ) is an eigenvalue eigenfunction pair for equation (3.5) on $L^{2}(\Omega)$. Since $B=\delta(\delta \gamma-\Delta)^{-1}$ we operate on both sides of (3.5) by ( $\delta \gamma-\Delta$ ) to obtain

$$
\begin{align*}
& \left((-\Delta)^{-2}+\delta \gamma(-\Delta)+\delta\right) u=(\mu \delta \gamma-\mu \Delta) u \quad \text { or }  \tag{3.7}\\
& {\left[(-\Delta)^{2}+(\delta \gamma-\mu)(-\Delta)+(\delta-\mu \delta \gamma)\right] u=0}
\end{align*}
$$

By factoring the quadratic operator in $-\Delta$ we obtain

$$
\begin{equation*}
(-\Delta+a)(-\Delta+b) u=0 \tag{3.8}
\end{equation*}
$$

for appropriate complex numbers $a$ and $b$. Both $a$ and $b$ must be real numbers for otherwise they are complex conjugates and both $(-\Delta+a)$ and $(-\Delta+b)$ are invertible. This would imply that $u=0$ contradicting the fact that $u$ is in eigenfunction. Hence $a$ and $b$ are both real and (3.8) implies that one is an eigenvalue of $-\Delta$ with eigenfunction $u$. If we suppose $a$ is an eigenvalue then from (3.7) we conclude that $a^{2}+\delta \gamma a+\delta-$ $\mu \delta \gamma=0$ and upon solving for $\mu$ we obtain the required relationship $\mu=a+\delta /(a+\delta \gamma)$.

Lemma 6. Let $\nu(\lambda) \equiv \lambda+\delta /(\lambda+\delta \gamma)$. Then on $(-\delta \gamma, \infty), \nu(\lambda)$ has a unique positive minimum at $\lambda_{0}=\sqrt{\delta}-\delta \gamma$ with $\nu\left(\lambda_{0}\right)=2 \sqrt{\delta}-\delta \gamma$. Moreover $\nu$ is increasing on $[\sqrt{\delta}-\delta \gamma, \infty)$ and $\lim _{\lambda \rightarrow \infty} \nu(\lambda)=\infty$. This lemma is obvious.

Lemma 7. Let $\mu_{1}$ be the first eigenvalue of (3.5). If the BVP (3.1) has a nontrivial solution, then $\mu_{1} \leqq \frac{1}{4}(1-a)^{2}$.

Proof. Let $u \in L^{2}\left(B_{R}(0)\right)$ be a nontrivial solution of BVP (3.1), and let $C \equiv-\Delta+B$. Then by the Rayleigh-Ritz representation of the first eigenvalue of (3.5), see [4], we have $\mu_{1}=\inf (C v, v) /\|v\|_{2}^{2}$, where infimum is taken over all $v \in L^{2}\left(B_{R}(0)\right), v \neq 0$. Since $u \in L^{2}\left(B_{R}(0)\right)$, we have

$$
\begin{aligned}
\mu_{1}\|u\|_{2}^{2} & \leqq(C u, u)=(f(u), u)=\int_{B_{R}(0)}\left[-u^{4}+(1+a) u^{3}-a u^{2}\right] \\
& =\int_{B_{R}(0)} u^{2}\left[-u^{2}+(1+a) u-a\right] \leqq \int_{B_{R}(0)} u^{2}\left(\frac{1-a}{2}\right)^{2} \\
& =\frac{(1-a)^{2}}{4}\|u\|_{2}^{2}
\end{aligned}
$$

or $\mu_{1} \leqq \frac{1}{4}(1-a)^{2}$.

Proof of Theorem 3. First we prove part (i).
Let $0<a<\frac{1}{2}, \delta, \gamma$, be fixed. If $\lambda_{1}(R)$ is the first eigenvalue of (3.6), then $\lim _{R \downarrow 0} \lambda_{1}(R)=\infty$; see [4]. Hence, from Lemma 6, there exists $R_{0}>0$ such that if $0<R<R_{0}$ then $\nu\left(\lambda_{1}(R)\right)>\frac{1}{4}(1-a)^{2}$ and $\lambda_{1}(R)>\lambda_{0}$. Hence the first eigenvalue $\mu_{1}(R)$ of (3.5) satisfies

$$
\mu_{1}(R)=\lambda_{n}+\frac{\delta}{\lambda_{n}+\delta \gamma}=\nu\left(\lambda_{n}\right) \geqq \nu\left(\lambda_{1}(R)\right)
$$

and by Lemma 7 no nontrivial solution of (3.1) exists.
To prove part (ii), since $\delta \gamma^{2} \geqq 1$ and $1 / \gamma>\frac{1}{4}(1-a)^{2}$, then in Lemma $6, \lambda_{0} \leqq 0$ and hence $\mu(\lambda)$ is increasing on $[0, \infty)$. Thus

$$
\frac{1}{\gamma}=\mu(0)<\mu(\lambda)
$$

for all $\lambda>0$ and hence for some $n, \mu_{1}(R)=\mu\left(\lambda_{n}\right)>\mu(0)=1 / \gamma>\frac{1}{4}(1-a)^{2}$ and by Lemma 7 no nontrivial solution of (3.1) exists.

Finally part (iii) follows by an argument similar to part (ii). For if $u$ is a nontrivial solution of (3.1) for some $R>0$ then from Lemma 7 we have

$$
\mu_{1}(R) \leqq \frac{1}{4}(1-a)^{2}<2 \sqrt{\delta}-\delta \gamma=\min _{\lambda \geqq 0} \mu(\lambda)
$$

which contradicts Lemma 5. Hence no nontrivial solution of (3.1) exists.
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# REGULARIZATION FOR A CLASS OF NONLINEAR EVOLUTION EQUATIONS* 

JAMES F. EPPERSON ${ }^{\dagger}$


#### Abstract

We establish estimates of the regularization error for a class of nonlinear degenerate parabolic evolution equations, which includes the Stefan problem in enthalpy form.


1. Introduction. In this paper we consider the regularization of nonlinear parabolic equations in the form

$$
\begin{equation*}
u_{t}=\Delta f(u)+F, \tag{1}
\end{equation*}
$$

where $f^{\prime}(\xi) \geqq 0$, and equality holds for some $\xi \in \operatorname{Range}(u)$. Our ultimate goal is to establish estimates for the error due to changing from $f$ to $f_{\varepsilon}, f_{\varepsilon}^{\prime}(\xi) \geqq \varepsilon>0$ for all $\xi$.

Particular equations of the form (1) have been studied by many authors, including Friedman [8], Cannon and Hill [5], Brezis [3], Jerome [9] and Alexiades and Cannon [2], all of whom established existence and uniqueness in appropriate Sobolev spaces.

The question of regularization error for equations of the form (1) has been most closely tied to the Stefan problem. In [7] we established an $O\left(\varepsilon^{1 / 4}\right)$ estimate for the $L^{2}$ error in temperature (corresponding to $f(u)$ in (1)), where $\varepsilon$ is the regularizing parameter. This was extended in [6] to $O\left(\varepsilon^{1 / 2}\right)$. Jerome and Rose [10] had earlier obtained a similar $O\left(\varepsilon^{1 / 2}\right)$ result for a different regularization.

The importance of the regularization error lies in its effect on the error in numerical approximation. If the regularization $f_{\varepsilon}$ is such that $f_{\varepsilon}^{\prime}(\xi) \geqq \varepsilon>0$, then typical numerical error estimates ([6], [10]) are proportional to positive powers of $\varepsilon^{-1}$. There thus exists an $\varepsilon^{*}$ for which the approximation and regularization errors are balanced. The smaller the regularization error, then, the smaller the total error.

Our main result is Theorem 4.1, which characterizes the regularization error in both $u$ and $f(u)$ for a fairly broad class of regularizations. This is followed by Theorem 4.2, which gives conditions under which the regularization error for the Stefan problem is $O(\varepsilon)$.

To fix notation, let $\Omega \subset \mathbb{R}^{n}$ be an open bounded domain with Lipschitz boundary $\partial \Omega=\Gamma$. For $T>0, Q_{T}=\Omega \times(0, T]$ defines a space-time cylinder. The spaces $H^{r}(D)$ denote the usual Sobolev spaces of functions over $D$, with the standard norms $\|\cdot\|_{r, D}$ [1]. The notation $L^{p}(X)$ for $L^{p}(0, T ; X)$ will be used for brevity, with the norm being written $\|\cdot\|_{L^{p}(X)}$. Finally, the letter $C$ will be used to denote generic positive constants. Only where distinction is important will any attempt be made to distinguish between different constants.
2. The nondegenerate case. Consider the evolution problem

$$
\begin{array}{ll}
u_{t}=\Delta f(u)+F & \text { in } \Omega, \quad t>0 \\
u=0 & \text { on } \Gamma, \quad t>0 \\
u(0)=u_{0} & \text { on } \Omega, \quad t=0 \tag{4}
\end{array}
$$

[^10]where we assume
\[

$$
\begin{align*}
& f \in C(\mathbb{R}) \text { and is piecewise } C^{1},  \tag{5}\\
& f(0)=0, \quad 0<\sigma \leqq f^{\prime}(\xi) \leqq \kappa<\infty \quad \text { all } \xi . \tag{6}
\end{align*}
$$
\]

We remark that the choice of homogeneous boundary data is not a restriction, since for smooth enough boundary data an appropriate translation of $f$ and modification of $F$ can always be done to achieve $u=0$ on $\Gamma$. We also take $F \in L^{2}\left(Q_{T}\right)$ and $u_{0} \in H^{1}(\Omega)$, although the case $u_{0} \in L^{2}(\Omega)$ will also be considered.

It follows from (5)-(6) that, for any $\xi, \eta \in \mathbb{R}^{1}$,

$$
\begin{equation*}
(f(\xi)-f(\eta)) \cdot(\xi-n) \geqq C \sigma(\xi-\eta)^{2} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
(f(\xi)-f(\eta)) \cdot(\xi-\eta) \geqq C(f(\xi)-f(\eta))^{2} \tag{8}
\end{equation*}
$$

where $C$ is independent of $\sigma$.
We begin by establishing certain a priori estimates for smooth solutions to (2)-(4). By "smooth" we mean a function in the space

$$
V=\left\{\varphi \in L^{2}\left(0, T ; H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right) \mid \varphi_{t} \in L^{2}\left(Q_{T}\right)\right\}
$$

Lemma 2.1. Let $\varphi \in V$ solve (2)-(4) a.e. in $Q_{T}$. Then;
(i) $\|\varphi\|_{L^{\infty}\left(L^{2}\right)} \leqq C M_{1}$;
(ii) $\|\varphi\|_{L^{2}\left(H_{0}^{1}\right)} \leqq C \sigma^{-1 / 2} M_{1}$;
(iii) $\|f(\varphi)\|_{L^{2}\left(H_{0}^{1}\right)} \leqq C M_{1}$;
(iv) $\left\|(f(\varphi))_{t}\right\|_{L^{2}\left(L^{2}\right)}+\|f(\varphi)\|_{L^{\infty}\left(H_{0}^{1}\right)} \leqq C M_{2}$;
(v) $\left\|\varphi_{t}\right\|_{L^{2}\left(L^{2}\right)} \leqq C \sigma^{-1 / 2} M_{2}$;
(vi) $\|f(\varphi)\|_{L^{2}\left(H^{2}\right)} \leqq C \sigma^{-1 / 2} M_{2}$,
where

$$
M_{1}=\left\|u_{0}\right\|_{0}+T^{1 / 2}\|F\|_{L^{2}\left(L^{2}\right)}, \quad M_{2}=\left\|\nabla f\left(u_{0}\right)\right\|_{0}+\|F\|_{L^{2}\left(L^{2}\right)} .
$$

The constants in (i)-(vi) are all independent of $\sigma$.
Proof. We use standard energy arguments. Multiply the equation by $\varphi$, integrate over space and time, and use the Poincaré inequality to get

$$
\begin{equation*}
\|\varphi(t)\|_{0}^{2}+\sigma \int_{0}^{t}\|\varphi(\tau)\|_{1}^{2} d \tau \leqq C\left(\left\|u_{0}\right\|_{0}^{2}+\int_{0}^{t} \int_{\Omega}|\varphi F| d x d \tau\right) \tag{9}
\end{equation*}
$$

alternately, we can use (6) to obtain

$$
\begin{equation*}
\|\varphi(t)\|_{0}^{2}+\int_{0}^{t}\|f(\varphi(\tau))\|_{1}^{2} d \tau \leqq C\left(\left\|u_{0}\right\|_{0}^{2}+\int_{0}^{t} \int_{\Omega}|\varphi F| d x d \tau\right) \tag{10}
\end{equation*}
$$

The last term on the right can be bounded by the Hölder inequality applied twice:

$$
\begin{aligned}
\int_{0}^{t} \int_{\Omega}|\varphi F| d x d \tau & \leqq \int_{0}^{t}\|\varphi(\tau)\|_{0}\|F(\tau)\|_{0} d \tau \\
& \leqq\|\varphi\|_{L^{\infty}\left(L^{2}\right)} \int_{0}^{t}\|F(\tau)\|_{0} d \tau \\
& \leqq t^{1 / 2}\|\varphi\|_{L^{\infty}\left(L^{2}\right)}\|F\|_{L^{2}\left(L^{2}\right)}
\end{aligned}
$$

Results (i) and (ii) follow immediately from this last bound applied to (9); result (iii) follows when it is applied to (10).

If we now multiply (2) by $(f(\varphi))_{t}$ and again integrate twice, we get

$$
\int_{0}^{t} \int_{\Omega} f^{\prime}(\varphi)\left(\varphi_{t}\right)^{2} d x d \tau+\int_{0}^{t} \int_{\Omega} \nabla(f(\varphi))_{t} \nabla f(\varphi) d x d \tau=\int_{0}^{t} \int_{\Omega}(f(\varphi))_{t} F d x d \tau
$$

which becomes

$$
\begin{equation*}
\int_{0}^{t}\left\|f(\varphi(\tau))_{t}\right\|_{0}^{2} d \tau+\|\nabla f(\varphi(t))\|_{0}^{2} \leqq C\left(\left\|\nabla f\left(u_{0}\right)\right\|_{0}^{2}+\int_{0}^{t} \int_{\Omega}\left|f(\varphi(\tau))_{t} F(\tau)\right| d x d \tau\right) \tag{11}
\end{equation*}
$$

or, alternately

$$
\begin{equation*}
\sigma \int_{0}^{t}\left\|\varphi_{t}(\tau)\right\|_{0}^{2} d \tau+\|\nabla f(\varphi(t))\|_{0}^{2} \leqq C\left(\left\|\nabla f\left(u_{0}\right)\right\|_{0}^{2}+\int_{0}^{t} \int_{\Omega}\left|f(\varphi(\tau))_{t} F(\tau)\right| d x d \tau\right) . \tag{12}
\end{equation*}
$$

Part (iv) follows immediately from (11); part (v) then follows from (12) with (iv) used to bound the last integral on the right. Finally, part (vi) is established by multiplying (2) by $-\Delta f(\varphi)$ and bounding the $\varphi_{t}$ term using (v).

Theorem 2.2. Suppose $u_{0} \in H^{1}(\Omega)$ and $F \in L^{2}\left(Q_{T}\right)$. Then there exists a unique $u \in H^{1}\left(Q_{T}\right)$, with $f(u) \in L^{2}\left(H^{2}(\Omega)\right)$, solving (2)-(4).

Proof. Existence and uniqueness were established in [5] for weak solutions in the sense that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left[u \varphi_{t}+f(u) \Delta \varphi\right] d x d t+\int_{\Omega} u_{0} \varphi(0) d x+\int_{0}^{T} \int_{\Omega} F \varphi d x d t=0 \tag{13}
\end{equation*}
$$

for all $\varphi \in V, \varphi(T)=0$ a.e. in $\Omega$. This analysis assumed homogeneous Neumann data and a specific choice of nonlinearity $f$, but can be easily generalized to our case. Further, the estimates of Lemma 2.1 imply the extended regularity $u \in H^{1}\left(Q_{T}\right), f(u) \in$ $L^{2}\left(0, T ; H^{2}(\Omega)\right)$, i.e., $u$ is a strong solution in that (2) holds a.e. in $Q_{T}$.

Theorem 2.3. Suppose only that $u_{0} \in L^{2}(\Omega)$ and $F \in L^{2}\left(Q_{T}\right)$. Then there exists $u, a$ unique weak solution (in the sense of (13)) to (2)-(4), such that $u \in L^{\infty}\left(L^{2}(\Omega)\right)$ and $f(u) \in L^{2}\left(H_{0}^{1}(\Omega)\right)$.

Proof. The theorem follows from Theorem 2.2 and Lemma 2.1(iii) by taking asequence $\left\{v_{0}^{n}\right\}$ in $H^{1}(\Omega)$ converging in $L^{2}(\Omega)$ to $u_{0}$.
3. The degenerate case. We now consider the problem (2)-(4), with hypothesis (6) changed to

$$
f(0)=0, \quad 0 \leqq f^{\prime}(\xi) \leqq \kappa<\infty, \quad \text { all } \xi \in \mathbb{R}^{1} .
$$

Because $\sigma=0$, many of the bounds from Lemma 2.1 no longer apply. Thus, the whole existence-uniqueness question becomes much more delicate. Direct proofs of existence of weak solutions are possible ([3], [8], for example), but we prefer here to establish existence as the limiting case, as $\sigma \rightarrow 0$, of (2)-(4), (6).

Consider the sequence of problems:

$$
\begin{array}{ll}
u_{t}^{(n)}=\Delta\left(f\left(u^{(n)}\right)+\sigma_{n} u^{(n)}\right)+F & \text { in } \Omega, \quad t>0, \\
u^{(n)}=0 & \text { on } \Gamma, \quad t>0, \\
u^{(n)}(0)=u_{0} & \text { in } \Omega . \tag{16}
\end{array}
$$

Each $u^{(n)}$ is the solution of a problem of the form (2)-(4), (6) and, if

$$
\lim _{n \rightarrow \infty} \sigma_{n}=0,
$$

then we can in fact construct the solution to the degenerate problem.

Theorem 3.1. Let $F \in L^{2}\left(Q_{T}\right)$ and $u_{0} \in H^{1}(\Omega)$. Then there exists a unique weak solution of (2)-(4), (6'); moreover,

$$
\begin{aligned}
& u \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \\
& f(u) \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right) \\
& f(u)_{t} \in L^{2}\left(0, T ; L^{2}\left(Q_{T}\right)\right)
\end{aligned}
$$

Proof. Consider the sequences $\left\{u^{(n)}\right\},\left\{f_{n}\left(u^{(n)}\right)\right\}$, defined by (14)-(16), where

$$
f_{n}(\xi)=f(\xi)+\sigma_{n} \xi
$$

By Theorem 2.2, then, the sequences are well-defined and

$$
\left\|u^{(n)}\right\|_{L^{2}\left(Q_{T}\right)} \leqq C, \quad\left\|f_{n}\left(u^{(n)}\right)\right\|_{H^{1}\left(Q_{T}\right)} \leqq C,
$$

where $C$ is independent of $n$ for $\lim _{n \rightarrow \infty} \sigma_{n}=0$. Hence there exist subsequences such that

$$
\begin{array}{ll}
u^{(m)} \rightarrow \bar{u} & \text { weakly in } L^{2}\left(Q_{T}\right), \\
f_{m}\left(u^{(m)}\right) \rightarrow \bar{f} & \text { strongly in } L^{2}\left(Q_{T}\right) \tag{18}
\end{array}
$$

Clearly, if $\bar{f}=f(\bar{u})$, then we have established existence, for the same analysis as in [5] will apply. Since $f$ is continuous and monotone, it suffices to show that

$$
\begin{equation*}
(\bar{u}-v, \bar{f}-f(v)) \geqq 0, \quad \text { all } v \in L^{2}\left(Q_{T}\right) \tag{19}
\end{equation*}
$$

So, we consider

$$
\begin{aligned}
(\bar{u}-v, \bar{f}-f(v))= & \left(\bar{u}-u^{(m)}, \bar{f}-f(v)\right)+\left(u^{(m)}-v, \bar{f}-f_{m}\left(u^{(m)}\right)\right) \\
& +\left(u^{(m)}-v, f\left(u^{(m)}\right)-f(v)\right)+\sigma_{m}\left(u^{(m)}-v, u^{(m)}\right) .
\end{aligned}
$$

In the limit, the first two terms go to zero by (17) and (18); the third term is positive since $f$ is monotone; and the last goes to zero since $\sigma_{m}$ does. Thus (19) holds, and so $\bar{f}=f(\bar{u})$. Existence then follows.

For uniqueness, let $v \in L^{2}\left(Q_{T}\right)$ be a second solution. Then

$$
\int_{0}^{T} \int_{\Omega}\left[(u-v) \varphi_{t}+(f(u)-f(v)) \Delta \varphi\right] d x d t=0
$$

for all $\varphi \in V$. Factor out the $(u-v)$ to get

$$
\int_{0}^{T} \int_{\Omega}(u-v)\left[\varphi_{t}+e \Delta \varphi\right] d x d t=0, \quad \text { where } e=\frac{f(u)-f(v)}{u-v} \geqq 0
$$

and $e \in L^{\infty}\left(Q_{T}\right)$. Consider then the final value problem

$$
\begin{array}{ll}
\varphi_{t}^{(\varepsilon)}+(e+\varepsilon) \varphi^{(\varepsilon)}=\psi & \text { in } \Omega, \quad t<T, \\
\varphi^{(\varepsilon)}=0 & \text { on } \Gamma, \quad t<T, \\
\varphi^{(\varepsilon)}(T)=0, & \text { in } \Omega,
\end{array}
$$

for $\psi \in C_{0}^{\infty}\left(Q_{T}\right), \varepsilon>0$. By [11, pp. 179-180], this has a unique solution $\varphi^{(\varepsilon)} \in V$. Thus, for any $\psi \in C_{0}^{\infty}\left(Q_{T}\right)$,

$$
\int_{0}^{T} \int_{\Omega}(u-v) \psi d x d t=\int_{0}^{T} \int_{\Omega}(u-v) \varepsilon \Delta \varphi^{(\varepsilon)} d x d t
$$

Again from [11, pp. 179-180], we have that

$$
\left\|\varepsilon^{1 / 2} \Delta \varphi^{(\varepsilon)}\right\|_{L^{2}\left(L^{2}\right)} \leqq C
$$

for $C$ independent of $\varepsilon$. Hence, we have

$$
\left|\int_{0}^{T} \int_{\Omega}(u-v) \psi d x d t\right| \leqq C \varepsilon^{1 / 2}\|u-v\|_{L^{2}\left(Q_{T}\right)}
$$

for any $\psi \in C_{0}^{\infty}\left(Q_{T}\right)$, any $\varepsilon>0$, which implies $u=v$ a.e. in $Q_{T}$.
As before, a solution for $u_{0} \in L^{2}(\Omega)$ is possible.
Theorem 3.2. Let $F \in L^{2}\left(Q_{T}\right)$ and $u_{0} \in L^{2}(\Omega)$. Then there exists a unique solution $u$ to (2)-(4), (6'); moreover

$$
u \in L^{\infty}\left(L^{2}(\Omega)\right), \quad f(u) \in L^{2}\left(H_{0}^{1}(\Omega)\right) .
$$

Proof. Again, take a sequence of $\left\{v_{0}^{(j)}\right\}, v_{0}^{(j)} \in H^{1}(\Omega), v_{0}^{(j)} \rightarrow u_{0}$ in $L^{2}(\Omega)$.
4. Regularization. Consider the degenerate problem (2)-(4), (6') and the associated regularization (14)-(16). What bounds, if any, can be placed on the errors $u-u^{(n)}$ and/or $f(u)-f_{n}\left(u^{(n)}\right)$ ? In connection with numerical work for the Stefan problem, this question has been addressed before ([6], [7], [10]). The best estimates so far are ([6], [10]) $O\left(\varepsilon^{1 / 2}\right)$ in $\left\|f(u)-f_{\varepsilon}\left(u^{\varepsilon}\right)\right\|_{L^{2}}$, where $\varepsilon$ is the regularizing parameter $\left(f^{\prime}(\xi) \geqq \varepsilon\right)$. Here we generalize and improve upon some of these results.

For a given $f$ satisfying (5) and ( $6^{\prime}$ ), define $f_{\varepsilon}$ by

$$
f_{\varepsilon}(\xi)=f(\xi)+e_{\varepsilon}(\xi),
$$

where $e_{\varepsilon}$ is continuous and such that

$$
e_{\varepsilon}(0)=0, \quad f_{\varepsilon}^{\prime}(\xi) \geqq \varepsilon \quad \text { for } \varepsilon<\varepsilon_{0} .
$$

Let $u^{\varepsilon}$ solve the corresponding problem (2)-(4). Then
Theorem 5.1. If $F \in L^{2}\left(Q_{T}\right)$ and $u_{0} \in L^{2}(\Omega)$, then

$$
\begin{equation*}
\left\|u-u^{\varepsilon}\right\|_{L^{2}\left(L^{2}\right)} \leqq \varepsilon^{-1}\left\|e_{\varepsilon}(u)\right\|_{L^{2}\left(L^{2}\right)} \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\left\|f(u)-f_{\varepsilon}\left(u^{\varepsilon}\right)\right\|_{L^{2}\left(L^{2}\right)} \leqq\left(1+(\kappa / \varepsilon)^{1 / 2}\right)\left\|e_{\varepsilon}(u)\right\|_{L^{2}\left(L^{2}\right)} . \tag{ii}
\end{equation*}
$$

Proof. Let $E: H^{-1}(\Omega) \rightarrow H_{0}^{1}(\Omega)$ be the solution operator for the boundary value problem

$$
-\Delta \varphi=\psi \quad \text { in } \Omega, \quad \varphi=0 \quad \text { on } \Gamma .
$$

Then the PDE's can be written as

$$
\begin{array}{ll}
E u_{t}^{\varepsilon}+f_{\varepsilon}\left(u^{\varepsilon}\right)=E F, & u^{\varepsilon}(0)=u_{0} \\
E u_{t}+f(u)=E F, & u(0)=u_{0}
\end{array}
$$

Subtract, multiply by ( $u-u^{\varepsilon}$ ), and integrate to get

$$
\frac{1}{2}\left\|E^{1 / 2}\left(u-u^{\varepsilon}\right)\right\|_{0}^{2}(T)+\int_{0}^{T} \int_{\Omega}\left(u-u^{\varepsilon}, f(u)-f_{\varepsilon}\left(u^{\varepsilon}\right)\right) d x d t=0
$$

hence

$$
\int_{0}^{T} \int_{\Omega}\left(u-u^{\varepsilon}, f_{\varepsilon}(u)-f_{\varepsilon}\left(u^{\varepsilon}\right)\right) d x d t \leqq \int_{0}^{T} \int_{\Omega} e_{\varepsilon}(u)\left(u-u^{\varepsilon}\right) d x d t
$$

Thus, from (7), and the Schwarz inequality,

$$
\varepsilon\left\|u-u^{\varepsilon}\right\|_{L^{2}\left(L^{2}\right)}^{2} \leqq\left\|e_{\varepsilon}(u)\right\|_{L^{2}\left(L^{2}\right)}\left\|u-u^{\varepsilon}\right\|_{L^{2}\left(L^{2}\right)}
$$

which proves (i). Then, using (8),

$$
\left\|f_{\varepsilon}(u)-f_{\varepsilon}\left(u^{\varepsilon}\right)\right\|_{L^{2}\left(L^{2}\right)}^{2} \leqq \kappa\left\|e_{\varepsilon}(u)\right\|_{L^{2}\left(L^{2}\right)}\left\|u-u^{\varepsilon}\right\|_{L^{2}\left(L^{2}\right)}
$$

so

$$
\left\|f_{\varepsilon}(u)-f_{\varepsilon}\left(u^{\varepsilon}\right)\right\|_{L^{2}\left(L^{2}\right)} \leqq\left(\frac{\kappa}{\varepsilon}\right)^{1 / 2}\|e(u)\|_{L^{2}\left(L^{2}\right)}
$$

hence (ii) follows, using the triangle inequality.
The most obvious regularization is the global choice, $e_{\varepsilon}(u)=\varepsilon u$, for all $u$. In this case, Theorem 5.1 yields

$$
\left\|f(u)-f_{\varepsilon}\left(u^{\varepsilon}\right)\right\|_{L^{2}\left(L^{2}\right)}=O\left(\varepsilon^{1 / 2}\right)
$$

for all $\varepsilon$, but only that $\left\|u-u^{\varepsilon}\right\|_{L^{2}\left(L^{2}\right)}$ is bounded.
On the other hand, for certain cases a regularization $e_{\varepsilon}$ is possible which provides higher order convergence.

Theorem 5.2. Suppose that the following conditions hold for $\varepsilon$ sufficiently small:
(a) $\left\|e_{\varepsilon}(u)\right\|_{L^{\infty}\left(Q_{\tau}\right)} \leqq C \varepsilon$;
(b) $\operatorname{vol}\left(\operatorname{supp} e_{\varepsilon}(u)\right) \leqq C \varepsilon$.

Then, for $\varepsilon$ sufficiently small:
(i) $\left\|u-u^{\varepsilon}\right\|_{L^{2}\left(L^{2}\right)} \leqq C \varepsilon^{1 / 2}$;
(ii) $\left\|f(u)-f_{\varepsilon}\left(u^{\varepsilon}\right)\right\|_{L^{2}\left(L^{2}\right)} \leqq C \varepsilon$.

Proof. Conditions (a) and (b) directly imply

$$
\left\|e_{\varepsilon}(u)\right\|_{L^{2}\left(L^{2}\right)} \leqq C \varepsilon^{3 / 2},
$$

from which both (i) and (ii) follow, using Theorem 5.1.
Consider, then, the Stefan problem in enthalpy form, in which case $f$ has the general form

$$
f(\xi)= \begin{cases}\xi+1, & 1 \leqq \xi, \\ 0, & 0<\xi<1, \\ \xi, & \xi \leqq 0 .\end{cases}
$$

Define $e_{\varepsilon}(\xi)$ by

$$
e_{\varepsilon}(\xi)= \begin{cases}0, & 1+\sqrt{\varepsilon} \leqq \xi \\ \varepsilon-\sqrt{\varepsilon}(\xi-1), & 1 \leqq \xi \leqq 1+\sqrt{\varepsilon}, \\ \varepsilon \xi, & 0 \leqq \xi \leqq 1, \\ 0, & \xi \leqq 0\end{cases}
$$

Clearly, Theorem 5.1 applies, with $\varepsilon_{0}=1$; moreover, condition (a) of Theorem 5.2 also holds.

Now suppose that the given problem also has a solution in the classical sense; for the Stefan problem this is the case under fairly mild and reasonable conditions on the data functions (see [4] and references therein). In this case, the degenerate region corresponds to the solid-liquid interface and hence has measure zero (it is an $n$ dimensional surface in $(n+1)$-space). Thus

$$
\operatorname{vol}\{(x, t) \mid 0 \leqq u(x, t) \leqq 1\}=0
$$

But the degenerate region is very nearly the same as $\operatorname{supp} e_{\varepsilon}(u)$, and, in fact, as $\varepsilon \rightarrow 0$,

$$
\operatorname{supp} e_{\varepsilon}(u) \rightarrow\{(x, t) \mid 0 \leqq u \leqq 1\} .
$$

Thus the hypothesis (b) of Theorem 5.2 becomes quite reasonable. This discussion then indicates that, for the classical Stefan problem, a regularization error that is $O(\varepsilon)$ is plausible although not yet rigorously established.
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# BIFURCATION IN DOUBLY-DIFFUSIVE SYSTEMS I. EQUILIBRIUM SOLUTIONS* 

WAYNE NAGATA ${ }^{\dagger \ddagger}$ and JAMES W. THOMAS ${ }^{\dagger}$


#### Abstract

The problem of the steady flow arising when a layer of fluid with a dissolved solute is heated from below is considered. The problem is placed in a functional analytic setting where bifurcation of convective solutions is proved and the stability of these bifurcating branches is studied.


Key words. doubly-diffusive systems, bifurcation, stability

1. Introduction. This paper studies steady convective flow that can arise when a layer of fluid with a dissolved solute is heated from below. The effect of a stabilizing solute gradient can be overcome by introducing a destabilizing temperature gradient, resulting in convective motions. Under some conditions these motions can correspond to steady cellular flow, as in the case of pure thermal (Bénard) convection. However, it is also possible for the convective motions to be periodic in time.

Double-diffusive convection was studied in 1965 by Veronis [19], who simplified a model describing two-dimensional cellular flow (rolls) into a system of coupled nonlinear ordinary differential equations. Numerical solutions of these equations showed both equilibrium and periodic solutions. Later, Huppert and Moore [7] numerically integrated the full partial differential equations describing rolls, and found equilibrium, periodic and aperiodic solutions. More recently, in 1981, Da Costa, Knobloch and Weiss [6] solved the system of ordinary differential equations of Veronis numerically and discovered further behavior-successive period doubling and apparently chaotic solutions.

The initial appearance of convective motion as the destabilizing temperature gradient is increased is suggested by a study of the linearized stability of the motionless conduction solution which is globally stable for small temperature gradients. If the thermal diffusivity of the fluid is greater than its solute diffusivity, we have the diagram shown in Fig. 1 for the linearized stability of the conduction solution in two-dimensional parameter space [7, p. 826]. The parameter $r$ is proportional to the destabilizing temperature gradient and the parameter $s$ is proportional to the stabilizing solute concentration gradient. In the region below the curve $A C D$, the spectrum of the linearization about the conduction solution lies in the negative complex half-plane, and hence the conduction solution is asymptotically stable with respect to small perturbations. In the region above the curve ACD, the linearization has part of its spectrum in the positive complex half-plane, and hence the conduction solution is unstable. From bifurcation theory, we expect to find nontrivial solutions corresponding to convective flows near the linearized stability boundary ACD: (i) on the open line segment AC, the linearization about the conduction solution has a zero eigenvalue; (ii) on the open line segment CD, the linearization about the conduction solution has two conjugate pure imaginary eigenvalues; (iii) at the point $C$, the linearization has a degenerate zero eigenvalue. Case (i) is associated with the appearance of steady convective motion, case

[^11](ii) is associated with the appearance of convective motion in which the flow reverses itself periodically in time, and case (iii) is associated with both types of convection interacting with each other. When the thermal diffusivity is less than or equal to the solute diffusivity, then the line CD in Fig. 1 is absent and the linearized stability boundary of the conduction solution consists of the line AB. In this case only steady convection can bifurcate from the conduction solutions.

The bifurcation of nontrivial equilibrium solutions corresponding to steady convection is similar to that which occurs in the Bénard problem which models a layer of fluid heated from below with no solute present. The existence and stability of bifurcating equilibrium solutions has been shown for the Bénard problem by several authors, for example [8], [9]. A review of bifurcations in fluid flow, including the Bénard problem, was given by Kirchgässner in [13].

In this paper we treat case (i). We first describe the mathematical model, which was also the basis of the numerical studies mentioned above. Then in $\S 3$ we formulate the problem in a function space setting and apply a theorem of Crandall and Rabinowitz [4] to prove the existence of bifurcating equilibrium solutions corresponding to two- and three-dimensional cellular convection. In §4 we compute the linearized stability of the bifurcating solutions. We find that the three-dimensional solutions can be stable under the same conditions which would make two-dimensional roll-like solutions unstable.

In later papers-Parts II (this issue, pp. 114-127) and III—we will treat case (ii), involving the bifurcation of periodic solutions, and case (iii), involving the interaction between bifurcating equilibrium and periodic solutions.
2. Formulation of the problem. In this section we describe how to obtain the system of partial differential equations which we will use and formulate the boundary conditions.

The double-diffusive convection equations. Consider an infinite horizontal layer of an incompressible fluid of uniform height $h$ where the upper surface is maintained at a constant temperature $T_{1}$ and solute concentration $S_{1}$, while the lower surface is maintained at constant temperature $T_{0}$ and solute concentration $S_{0}$. We assume that $T_{0}>T_{1}$ and $S_{0}>S_{1}$. The equations governing the motion of the fluid are taken to be [19]

$$
\begin{align*}
& \frac{\partial}{\partial t} \mathbf{U}+(\mathbf{U} \cdot \nabla) \mathbf{U}=-\frac{1}{\rho_{0}}(\nabla P+\rho g \mathbf{e})+\nu \Delta \mathbf{U}, \\
& \frac{\partial}{\partial t} T+(\mathbf{U} \cdot \nabla) T=\kappa_{T} \Delta T,  \tag{2.1}\\
& \frac{\partial}{\partial t} S+(\mathbf{U} \cdot \nabla) S=\kappa_{S} \Delta S \\
& \nabla \cdot \mathbf{U}=0,
\end{align*}
$$

for $\mathbf{x}=(x, y, z)$ in $\mathbb{R}^{2} \times(0, h)$ where
$\nabla=(\partial / \partial x, \partial / \partial y, \partial / \partial z)$ is the gradient operator, $\Delta=\partial^{2} / \partial x^{2}+\partial^{2} / \partial y^{2}+\partial^{2} / \partial z^{2}$ is the Laplacian operator,
$\mathbf{U}=(U, V, W)$ is the fluid velocity at $\mathbf{x}$,
$T$ is the fluid temperature at $\mathbf{x}$,
$S$ is the solute concentration at $\mathbf{x}$,
$\rho$ is the fluid density at $\mathbf{x}$,
$\rho_{0}$ is the fluid density at the lower surface $z=0$, assume to be constant,
$P$ is the fluid pressure at $\mathbf{x}$,
$g$ is the acceleration due to gravity,
$\mathbf{e}$ is the unit vector $(0,0,1)$,
$\nu$ is the kinematic viscosity,
$\kappa_{T}$ is the thermal diffusivity, $\kappa_{S}$ is the solute diffusivity.


FIG. 1. Linearized stability diagram for the conduction solution.
We assume that the effects of the temperature and the solute appear only in the buoyancy force term $\left(\rho / \rho_{0}\right) g e$, and that the fluid obeys an Oberbeck-Boussinesq equation of state

$$
\begin{equation*}
\rho=\rho_{0}\left[1-a\left(T-T_{0}\right)+b\left(S-S_{0}\right)\right], \tag{2.2}
\end{equation*}
$$

where
$a=-\frac{1}{\rho} \frac{\partial \rho}{\partial T}$ is the thermal coefficient of volume expansion, assumed constant,
$b=\frac{1}{\rho} \frac{\partial \rho}{\partial S}$ is the solute coefficient of volume expansion, assumed constant.
We take $\nu, \kappa_{T}, \kappa_{S}$ to be constants, and we have the constant-gradient solution

$$
\begin{align*}
& \mathbf{U}^{0}=\mathbf{0}, \\
& T^{0}=T_{0}-\left(\frac{T_{0}-T_{1}}{h}\right) z, \\
& S^{0}=S_{0}-\left(\frac{S_{0}-S_{1}}{h}\right) z,  \tag{2.3}\\
& P^{0}=P_{0}-g \rho_{0}\left[z+\frac{a}{2}\left(\frac{T_{0}-T_{1}}{h}\right) z^{2}-\frac{b}{2}\left(\frac{S_{0}-S_{1}}{h}\right) z^{2}\right],
\end{align*}
$$

where $P_{0}$ is a constant. The solution (2.3) corresponds to pure conduction of heat and solute. We consider deviations from the conduction solution $\mathbf{u}=\mathbf{U}-\mathbf{U}^{0}, \theta=T-T^{0}$, $\zeta=S-S^{0}, p=P-P^{0}$. We also transform to dimensionless variables by making the
rescalings $\mathbf{x} \rightarrow h \mathbf{x}, t \rightarrow\left(h^{2} / \kappa_{T}\right) t, \mathbf{u} \rightarrow\left(\kappa_{T} / h\right) \mathbf{u}, \boldsymbol{\theta} \rightarrow\left(T_{0}-T_{1}\right) \theta, \quad \zeta \rightarrow\left(S_{0}-S_{1}\right) \zeta, p \rightarrow$ $\left(\left(\rho_{0} \nu \kappa_{T}\right) / h^{2}\right) p$. This leads to the dimensionless equations

$$
\begin{align*}
& \frac{\partial}{\partial t} \mathbf{u}=\sigma(\Delta \mathbf{u}-\nabla p)+\sigma(r \theta-s \zeta) \mathbf{e}-(\mathbf{u} \cdot \nabla) \mathbf{u} \\
& \frac{\partial}{\partial t} \theta=\Delta \theta+w-(\mathbf{u} \cdot \nabla) \theta  \tag{2.4}\\
& \frac{\partial}{\partial t} \zeta=\tau \Delta \zeta+w-(\mathbf{u} \cdot \nabla) \zeta \\
& \nabla \cdot \mathbf{u}=0
\end{align*}
$$

for $\mathbf{x}=(x, y, z)$ in the domain $\Omega_{1}=\mathbb{R}^{2} \times(0,1)$, where $\mathbf{u}=(u, v, w)$ and

$$
r=\frac{a g\left(T_{0}-T_{1}\right) h^{3}}{\kappa_{T} \nu}, \quad s=\frac{b g\left(S_{0}-S_{1}\right) h^{3}}{\kappa_{T} \nu}, \quad \sigma=\frac{\nu}{\kappa_{T}}, \quad \tau=\frac{\kappa_{S}}{\kappa_{T}} .
$$

In the following sections we consider the system (2.4) with positive parameters $r, s, \sigma$ and $\tau$.

Boundary conditions. The upper and lower surfaces are maintained at constant temperatures and solute concentrations, so we must have

$$
\begin{equation*}
\left.\theta\right|_{z=0,1}=0,\left.\quad \zeta\right|_{z=0,1}=0 \tag{2.5}
\end{equation*}
$$

on the boundary of the domain. We assume that the fluid satisfies a stress-free condition on the boundary surfaces

$$
\left.(\mathbf{u} \cdot \mathbf{N})\right|_{z=0,1}=0,\left.\quad\left[\left(\nabla \mathbf{u}+(\nabla \mathbf{u})^{T}\right) \cdot \mathbf{N} \times \mathbf{N}\right]\right|_{z=0,1}=0
$$

where $\mathbf{N}$ is the unit outward normal at a point on the boundary surface $(\nabla \mathbf{u})_{i j}=\partial u_{i} / \partial x_{j}$, and $(\cdot)^{T}$ denotes the matrix transpose. For the domain $\Omega_{1}$ these conditions reduce to

$$
\begin{equation*}
\left.w\right|_{z=0,1}=0,\left.\quad \frac{\partial u}{\partial z}\right|_{z=0,1}=0,\left.\quad \frac{\partial v}{\partial z}\right|_{z=0,1}=0 . \tag{2.6}
\end{equation*}
$$

We note that the incompressibility condition $\nabla \cdot \mathbf{u}=0$ and (2.6) together imply

$$
\begin{equation*}
\left.w\right|_{z=0,1}=\left.\frac{\partial^{2} w}{\partial z^{2}}\right|_{z=0,1}=\left.\frac{\partial^{4} w}{\partial z^{4}}\right|_{z=0,1}=\cdots=0 . \tag{2.7}
\end{equation*}
$$

Although these boundary conditions are difficult to approximate experimentally, they have the advantage that the eigenvalue problem for the linearization can be solved exactly.

Equations (2.4)-(2.6) comprise the problem which we study to find bifurcating nontrivial solutions. We observe that $\mathbf{u}=\mathbf{0}, \boldsymbol{\theta}=0, \zeta=0, p=$ constant is always a solution of (2.4)-(2.6) for all positive values of the parameters $r, s, \sigma$ and $\tau$.
3. Bifurcation of equilibrium solutions. We begin this section by stating a theorem of Crandall and Rabinowitz which we will use to prove the existence of bifurcating equilibrium solutions of (2.4)-(2.6). We then examine the eigenvalue problem of the linearization to determine critical values of the parameters at which we expect to find bifurcations and set up the problem so that the critical (zero) eigenvalue is simple.

Finally, we define suitable function spaces and operators corresponding to the problem (2.4)-(2.6) and apply the bifurcation theorem.

The bifurcation theorem. Let us write (2.4)-(2.6) as a parameter-dependent evolution equation

$$
\begin{equation*}
\frac{d u}{d t}=F(r, u) \tag{3.1}
\end{equation*}
$$

in a suitable space of functions where $s, \sigma$ and $\tau$ are considered fixed and the dependence of (3.1) on these parameters is suppressed. If $u=(\mathbf{u}, \boldsymbol{\theta}, \zeta)$, then $u \equiv 0$ is an equilibrium solution of (3.1) for all $r>0$. The following theorem gives conditions under which there exists a branch of nontrivial equilibrium solutions bifurcating from the trivial solution $u \equiv 0$; see [5, Lemma 1.1], proved in [4]. If $L$ is a linear operator, we denote its null space by $N(L)$ and its range by $R(L)$.

Theorem 1. Let $X$ and $Y$ be real Banach spaces and let $I$ be an open interval in $\mathbb{R}$. Suppose $F: I \times X \rightarrow Y$ is a $C^{m+1}$ mapping with
i) $F(r, 0)=0$ for all $r \in I$,
ii) $\operatorname{dim} N\left(F_{u}\left(r_{0}, 0\right)\right)=\operatorname{codim} R\left(F_{u}\left(r_{0}, 0\right)\right)=1$ for some $r_{0} \in I$,
iii) $F_{r u}\left(r_{0}, 0\right) u_{0} \notin R\left(F_{u}\left(r_{0}, 0\right)\right)$, where $N\left(F_{u}\left(r_{0}, 0\right)\right)=\operatorname{span}\left\{u_{0}\right\}$.

Let $Z$ be any complement of $\operatorname{span}\left\{u_{0}\right\}$ in $X$. Then there exist an open interval I containing 0 and $C^{m}$ functions $r: I \rightarrow \mathbb{R}$ and $z: I \rightarrow Z$ such that $r(0)=r_{0}, z(0)=0$ and if $u(\varepsilon)=\varepsilon u_{0}+\varepsilon z(\varepsilon)$, then $F(r(\varepsilon), u(\varepsilon))=0$ for all $\varepsilon \in I$. Moreover, the only nontrivial solutions of $F(r, u)=0$ near $\left(r_{0}, 0\right)$ are of the form $(r(\varepsilon), u(\varepsilon))$ for some $\varepsilon \in I$.

The eigenvalue problem for the linearization. To apply Theorem 1, we need to find function spaces $X$ and $Y$ such that zero is a simple eigenvalue of the Fréchet derivative $F_{u}\left(r_{0}, 0\right)$. To this end, we first consider the eigenvalue problem for the linearization of (2.4)-(2.6):

$$
\begin{align*}
& \sigma(\Delta \mathbf{u}-\nabla p)+(r \sigma \theta-s \sigma \zeta) \mathbf{e}=\lambda \mathbf{u}, \\
& \Delta \theta+w=\lambda \theta, \\
& \tau \Delta \zeta+w=\lambda \zeta,  \tag{3.2}\\
& \nabla \cdot \mathbf{u}=0, \\
& \left.\frac{\partial u}{\partial z}\right|_{z=0,1}=\left.\frac{\partial v}{\partial z}\right|_{z=0,1}=\left.w\right|_{z=0,1}=\left.\theta\right|_{z=0,1}=\left.\zeta\right|_{z=0,1}=0 .
\end{align*}
$$

As in the Bénard problem, we seek solutions corresponding to a regular pattern of convection cells. Since (2.4)-(2.6) and the domain $\Omega_{1}$ are invariant under translations in the $x y$-plane, we can require that the fields $u=(u, \theta, \zeta)$ are doubly periodic in $x$ and $y$ :

$$
\begin{equation*}
u\left(x+\frac{2 \pi}{\alpha}, y, z\right)=u\left(x, y+\frac{2 \pi}{\beta}, z\right)=u(x, y, z) \quad \text { for all } \mathbf{x} \in \Omega_{1}, \tag{3.3}
\end{equation*}
$$

for some nonnegative numbers $\alpha, \beta$ satisfying $\alpha^{2}+\beta^{2} \neq 0$. If we expand the fields in Fourier series

$$
\begin{equation*}
u(x, y, z)=\sum_{j, k=-\infty}^{\infty} u_{j k}(z) e^{i(j \alpha x+k \beta y)}, u_{-j,-k}(z)=\overline{u_{j k}(z)}, \tag{3.4}
\end{equation*}
$$

and substitute (3.4) into (3.2), we obtain an infinite system of ordinary differential equations

$$
\begin{align*}
& L_{j k} u_{j k}-i j \alpha p_{j k}=\sigma^{-1} \lambda u_{j k}, \\
& L_{j k} v_{j k}-i k \beta p_{j k}=\sigma^{-1} \lambda v_{j k}, \\
& L_{j k} w_{j k}-p_{j k}^{*}+r \theta_{j k}-s \zeta_{j k}=\sigma^{-1} \lambda w_{j k}, \\
& L_{j k} \theta_{j k}+w_{j k}=\lambda \theta_{j k},  \tag{3.5}\\
& \tau L_{j k} \zeta_{j k}+w_{j k}=\lambda \zeta_{j k}, \\
& i j \alpha u_{j k}+i k \beta v_{j k}+w_{j k}^{\prime}=0, \\
& \left.u_{j k}^{\prime}\right|_{z=0,1}=\left.v_{j k}^{\prime}\right|_{z=0,1}=\left.w_{j k}\right|_{z=0,1}=\left.\theta_{j k}\right|_{z=0,1}=\left.\zeta_{j k}\right|_{z=0,1}=0
\end{align*}
$$

for each $(j, k) \in \mathbb{Z} \times \mathbb{Z}$, where ${ }^{\prime}=d / d z, L_{j k}=d^{2} / d z^{2}-\omega_{j k}^{2}$ and $\omega_{j k}^{2}=j^{2} \alpha^{2}+k^{2} \beta^{2}$. These equations can be reduced to a single equation for $w_{j k}(z)$,

$$
\begin{align*}
& {\left[\left(\tau L_{j k}-\lambda\right)\left(L_{j k}-\lambda\right)\left(L_{j k}-\sigma^{-1} \lambda\right) L_{j k}+\omega_{j k}^{2} r\left(\tau L_{j k}-\lambda\right)-\omega_{j k}^{2} s\left(L_{j k}-\lambda\right)\right] w_{j k}=0,}  \tag{3.6}\\
& \left.w_{j k}\right|_{z=0,1}=\left.w_{j k}^{\prime \prime}\right|_{z=0,1}=\left.w_{j k}^{(4)}\right|_{z=0,1}=\left.w_{j k}^{(6)}\right|_{z=0,1}=0
\end{align*}
$$

for each $(j, k) \in \mathbb{Z} \times \mathbb{Z}$. Because of the boundary conditions, we can expand $w_{j k}(z)$ in a Fourier sine series

$$
\begin{equation*}
w_{j k}(z)=\sum_{l=1}^{\infty} w_{j k l} \sin l \pi z \tag{3.7}
\end{equation*}
$$

for each $(j, k) \in \mathbb{Z} \times \mathbb{Z}$. Substituting (3.7) into (3.6), we obtain an algebraic equation for $\lambda$

$$
\begin{equation*}
\lambda^{3}+(\sigma+\tau+1) \gamma_{j k l}^{2} \lambda^{2}+\left[(\sigma+\tau+\sigma \tau) \gamma_{j k l}^{4}-\sigma \omega_{j k}^{2} \gamma_{j k l}^{-2}(r-s)\right] \lambda+\sigma \tau \gamma_{j k l}^{6}+\sigma \omega_{j k}^{2}(s-\tau r)=0 \tag{3.8}
\end{equation*}
$$

for each $(j, k) \in \mathbb{Z} \times \mathbb{Z}$ and $l=1,2, \cdots$, where $\gamma_{j k l}^{2}=\omega_{j k}^{2}+l^{2} \pi^{2}$. Thus the eigenvalues $\lambda$ of the problem (3.2)-(3.3) are the roots of the cubic polynomials (3.8).

The location of the roots of (3.8) was studied by Baines and Gill [2], and a convenient summary is presented in [7, §2]. For certain values of $r, s, \sigma$ and $\tau$ both zero and purely imaginary roots of (3.8) occur. For now we only need the fact that $\lambda=0$ is a root of (3.8) if and only if

$$
\begin{equation*}
r=\frac{s}{\tau}+\frac{\left(\omega_{j k}^{2}+l^{2} \pi^{2}\right)^{3}}{\omega_{j k}^{2}} \tag{3.9}
\end{equation*}
$$

for each $(j, k) \in \mathbb{Z} \times \mathbb{Z}$. Furthermore, $\lambda=0$ is a simple root of (3.8) provided $\tau \geqq 1$, or if $0<\tau<1$ and

$$
\begin{equation*}
s \neq \frac{\tau^{2}(\sigma+1) \gamma_{j k l}^{6}}{\sigma(1-\tau) \omega_{j k}^{2}} . \tag{3.10}
\end{equation*}
$$

The case $\tau>1$ corresponds to interchanging the roles of heat and solute to the case in which the temperature gradient is stabilizing and the solute gradient is destabilizing. This is the "fingering" regime. In the rest of this paper, we will restrict $\tau$ to $0<\tau<1$, the "diffusive" regime.

To determine the multiplicity of $\lambda=0$ as an eigenvalue of (3.2)-(3.3), we note that for $\lambda=0$ the boundary-value problem (3.6) reduces to

$$
\begin{gather*}
{\left[L_{j k}^{3}+\omega_{j k}^{2}\left(r-\frac{s}{\tau}\right)\right] w_{j k}=0,}  \tag{3.11}\\
\left.w_{j k}\right|_{z=0,1}=\left.w_{j k}^{(2)}\right|_{z=0,1}=\left.w_{j k}^{(4)}\right|_{z=0,1}=0
\end{gather*}
$$

for each $(j, k) \in \mathbb{Z} \times \mathbb{Z}$. Then (3.11) is equivalent to the integral equation

$$
w_{j k}(z)=\mu_{j k} \int_{0}^{1} K_{j k}(z, \hat{z}) w_{j k}(\hat{z}) d \hat{z}
$$

for each $(j, k)$ where $\mu_{j k}=\omega_{j k}^{2}(r-s / \tau), K_{j k}(z, \hat{z})$ is the composition $K_{j k}=G_{j k} \circ G_{j k} \circ G_{j k}$, and $G_{j k}(z, \hat{z})$ is the Green's function for the regular Sturm-Liouville operator ( $-L_{j k}$ ) defined by

$$
\left(-L_{j k}\right) w_{j k}=\left(-\frac{d^{2}}{d z^{2}}+\omega_{j k}^{2}\right) w_{j k},\left.\quad w_{j k}\right|_{z=0,1}=0
$$

Since $\left(-L_{j k}\right)$ has a positive spectrum, $G_{j k}$ is an oscillating kernel [11, p. 538]. The composition $K_{j k}$ of oscillating kernels is also an oscillating kernel, and one of the consequences of the theory of oscillating kernels is that the eigenvalues of the integral equation (3.11') are simple and satisfy

$$
0<\mu_{j k 1}<\mu_{j k 2}<\cdots \rightarrow \infty
$$

for each $(j, k) \in \mathbb{Z} \times \mathbb{Z}[10$, Vol. I, pp. 251-255]. In fact, we have

$$
\begin{equation*}
\mu_{j k l}=\left(\omega_{j k}^{2}+l^{2} \pi^{2}\right)^{3}, \quad l=1,2, \cdots \tag{3.12}
\end{equation*}
$$

for each $(j, k) \in \mathbb{Z} \times \mathbb{Z}$. Hence, the smallest eigenvalue of (3.11) corresponds to $l=1$. Now, $r=r\left(\omega_{j k}^{2}\right)$ given by (3.9) is a convex function of $\omega_{j k}^{2}$ with a unique minimum when $l=1$ at $\omega_{j k}^{2}=\pi^{2} / 2$, for which

$$
\begin{equation*}
r\left(\frac{\pi^{2}}{2}\right)=r_{0} \equiv \frac{s}{\tau}+\frac{27 \pi^{4}}{4} . \tag{3.13}
\end{equation*}
$$

Thus $r=r_{0}$ is the smallest possible value for $r$ which $\lambda=0$ is an eigenvalue of (3.2)-(3.3). Moreover, this value of $r$ corresponds to a one-dimensional subspace of nontrivial solutions of the integral equation (3.11) and hence of the system (3.5) for each ( $j, k$ ) such that $\omega_{j k}^{2}=\pi^{2} / 2$ (see [9] or [17] for the application of oscillating kernel theory to the Bénard problem).

If we choose $\alpha$ and $\beta$ such that

$$
\begin{equation*}
\alpha^{2}+\beta^{2}=\frac{\pi^{2}}{2}, \tag{3.14}
\end{equation*}
$$

then the multiplicity of $\lambda=0$ as an eigenvalue of (3.2)-(3.3) is equal to the number of grid points $(j, k) \in \mathbb{Z} \times \mathbb{Z}$ on the ellipse $x^{2} \alpha^{2}+y^{2} \beta^{2}=\pi^{2} / 2$ in the $x y$-plane. This number is at least four if both $\alpha$ and $\beta$ are nonzero, or two if either $\alpha$ or $\beta$ vanishes. Thus, to ensure that $\lambda=0$ is a simple eigenvalue of (3.2)-(3.3), we must further restrict the space of allowable solutions.

If we require that the solutions of (3.2)-(3.3) are covariant with respect to rotations in the $x y$-plane,

$$
\begin{equation*}
\mathbf{u}(g \mathbf{x})=g \mathbf{u}(\mathbf{x}), \quad(\theta, \zeta, p)(g \mathbf{x})=(\theta, \zeta, p)(\mathbf{x}) \tag{3.15}
\end{equation*}
$$

for all $x \in \Omega_{1}$ where $g$ is a rotation of the form

$$
g=\left[\begin{array}{ccc}
\cos & -\sin \phi & 0 \\
\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{array}\right], \quad 0 \leqq \phi<2 \pi,
$$

then the only possible $\phi$ for which there are nontrivial solutions of (3.2) also satisfying (3.3) are integer multiples of $\phi=2 \pi / k, k=1,2,3,4$ or 6 [14]. We consider four cases which yield function spaces, with respect to which $\lambda=0$ is a simple eigenvalue of (3.2)-(3.3) (consult [13] for details).
a) Rolls. We take $\alpha^{2}=\pi^{2} / 2, \beta^{2}=0$ in (3.3), and $\phi=\pi$ in (3.15). The flow is two-dimensional with $\mathbf{u}(\mathbf{x})=(u(x, z), w(x, z))$. Rolls admit a Fourier series expansion of the form

$$
u(x, z)=\sum_{j=0}^{\infty}\left[\begin{array}{l}
u_{j}(z) \sin j \alpha x  \tag{3.16}\\
w_{j}(z) \cos j \alpha x \\
\theta_{j}(z) \cos j \alpha x \\
\zeta_{j}(z) \cos j \alpha x
\end{array}\right]
$$

and the eigenspace of roll-like solutions of (3.2)-(3.3) for $\lambda=0$ when $r=r_{0}$ is the span of

$$
u_{0}(x, z)=\left[\begin{array}{c}
-\frac{2 \alpha}{\pi} \sin \alpha x \cos \pi z  \tag{3.17}\\
\cos \alpha x \sin \pi z \\
\frac{2}{3 \pi^{2}} \cos \alpha x \sin \pi z \\
\frac{2}{3 \pi^{2} \tau} \cos \alpha x \sin \pi z
\end{array}\right]
$$

b) Rectangles. We take $\alpha^{2}+\beta^{2}=\pi^{2} / 2, \alpha, \beta>0, \beta \neq \sqrt{m^{2}-1} \alpha$ for all $m \in \mathbb{N}$ in (3.3), and $\phi=\pi$ in (3.15). In addition, we require the invariance of $w(x, y, z)$ under the reflection $y \rightarrow-y$. Rectangles admit a Fourier series expansion of the form (cf. [17])

$$
u(x, y, z)=\sum_{j, k=0}^{\infty}\left[\begin{array}{l}
u_{j k}(z) \sin j \alpha x \cos k \beta y  \tag{3.18}\\
v_{j k}(z) \cos j \alpha x \sin k \beta y \\
w_{j k}(z) \cos j \alpha x \cos k \beta y \\
\theta_{j k}(z) \cos j \alpha x \cos k \beta y \\
\zeta_{j k}(z) \cos j \alpha x \cos k \beta y
\end{array}\right]
$$

and the eigenspace of rectangular solutions of (3.2)-(3.3) for $\lambda=0$ when $r=r_{0}$ is the span of

$$
u_{0}(x, y, z)=\left[\begin{array}{c}
-\frac{2 \alpha}{\pi} \sin \alpha x \cos \beta y \cos \pi z  \tag{3.19}\\
-\frac{2 \beta}{\pi} \cos \alpha x \sin \beta y \cos \pi z \\
\cos \alpha x \cos \beta y \sin \pi z \\
\frac{2}{3 \pi^{2}} \cos \alpha x \cos \beta y \sin \pi z \\
\frac{2}{3 \pi^{2} \tau} \cos \alpha x \cos \beta y \sin \pi z
\end{array}\right] \text {, }
$$

c) Squares. We take $\alpha^{2}=\pi^{2} / 4, \beta=\alpha$ in (3.3), and $\phi=\pi / 2$ in (3.15). Then the Fourier series expansion and eigenfunction are as for rectangles, with $\beta=\alpha$.
d) Hexagons. Take $\alpha^{2}=\pi^{2} / 8, \beta=\sqrt{3} \alpha$ in (3.3) and $\phi=2 \pi / 3$ in (3.15). In addition, $w(x, y, z)$ is required to be invariant under $y \rightarrow-y$. Hexagons admit a Fourier series expansion of the form (cf. [9])

$$
\begin{align*}
& \mathbf{u}(x, y, z)=\frac{1}{3} \sum\left\{\mathbf{u}(j, z) e^{i \alpha(\hat{j} \cdot \hat{x})}+g^{-1} \mathbf{u}(\hat{j}, z) e^{i \alpha(\hat{j} \cdot \hat{g} \hat{x})}+g \mathbf{u}(\hat{j}, z) e^{i \alpha\left(\hat{j} \cdot \hat{g}^{-1} \hat{x}\right)}\right\}, \\
& {\left[\begin{array}{c}
\theta(x, y, z) \\
\zeta(x, y, z)
\end{array}\right]=\frac{1}{3} \sum\left[\begin{array}{c}
\theta(\hat{j}, z) \\
\zeta(\hat{j}, z)
\end{array}\right]\left\{e^{i \alpha(\hat{j} \cdot \hat{x})}+e^{i \alpha(\hat{j} \cdot \hat{g} \hat{x})}+e^{i \alpha\left(\hat{j} \cdot \hat{g}^{-1} \hat{x}\right)}\right\},} \tag{3.20}
\end{align*}
$$

where $\hat{j}=(j, \sqrt{3} k)$, the sums are over all $j, k$ either both even or both odd, $\hat{x}=(x, y)$,

$$
g=\left[\begin{array}{c:c}
\hat{g} & 0 \\
\hdashline 0 & 0
\end{array}\right],
$$

$\mathbf{u}(\hat{g} \hat{j}, z)=g \mathbf{u}(\hat{j}, z)$ and $(\theta, \zeta)(\hat{g} \hat{j}, z)=(\theta, \zeta)(\hat{j}, z)$ for all admissible $\hat{j}$, and the eigenspace of hexagonal eigenfunctions for $\lambda=0$ when $r=r_{0}$ is the span of

$$
u_{0}(x, y, z)=\left\{\left[\begin{array}{c}
\frac{i \pi}{4 \alpha}  \tag{3.21}\\
\frac{i \sqrt{3} \pi}{4 \alpha} \\
\frac{2}{3 \pi^{2}} \\
\frac{2}{3 \pi^{2} \tau}
\end{array}\right] e^{i \alpha(x+\sqrt{3} y)}+\left[\begin{array}{c}
\frac{i \pi}{4 \alpha} \\
-\frac{i \sqrt{3} \pi}{4 \alpha} \\
1 \\
\frac{2}{3 \pi^{2}} \\
\frac{2}{3 \pi^{2} \tau}
\end{array}\right] e^{i \alpha(x-\sqrt{3} y)}+\left[\begin{array}{c}
-\frac{i \pi}{2 \alpha} \\
0 \\
1 \\
\frac{2}{3 \pi^{2}} \\
\frac{2}{3 \pi^{2} \tau}
\end{array}\right] e^{-i 2 \alpha x}+c . c .\right\},
$$

where c.c. denotes the complex conjugates of the preceding terms.

In each of the above cases a)-d), we say that a function admits periodicity $\Omega$ if it satisfies the symmetries corresponding to each of the cellular flows a)-d). Such functions are spatially periodic, with fundamental domain of spatial periodicity $\Omega$. For rolls,

$$
\Omega=\left\{(x, z): 0<x<\frac{2 \pi}{\alpha}, 0<z<1\right\} ;
$$

for rectangles and squares,

$$
\Omega=\left\{(x, y, z): 0<x<\frac{2 \pi}{\alpha}, 0<y<\frac{2 \pi}{\beta}, 0<z<1\right\} ;
$$

for hexagons, $\Omega=C \times(0,1)$, where $C$ is the region in $\mathbb{R}^{2}$ enclosed by the six lines $y= \pm \pi / \sqrt{3} \alpha, y+\sqrt{3} x= \pm 2 \pi / \sqrt{3} \alpha, y-\sqrt{3} x= \pm 2 \pi / \sqrt{3} \alpha$ in Fig. 2.


FIG. 2. The region $C$.
The adjoint problem. Integration by parts yields the adjoint eigenvalue problem to (3.2),

$$
\begin{align*}
& \sigma\left(\Delta \mathbf{u}^{*}-\nabla p^{*}\right)+\left(\theta^{*}+\zeta^{*}\right) \mathbf{e}=\bar{\lambda} \mathbf{u}^{*}, \\
& \Delta \theta^{*}+r \sigma w^{*}=\bar{\lambda} \theta^{*}, \\
& \tau \Delta \zeta^{*}-s \sigma w^{*}=\bar{\lambda} \zeta^{*},  \tag{3.22}\\
& \nabla \cdot \mathbf{u}^{*}=0, \\
& \left.\frac{\partial u^{*}}{\partial z}\right|_{z=0,1}=\left.\frac{\partial v^{*}}{\partial z}\right|_{z=0,1}=\left.w^{*}\right|_{z=0,1}=\left.\theta^{*}\right|_{z=0,1}=\left.\zeta^{*}\right|_{z=0,1}=0 .
\end{align*}
$$

We observe that ( $\mathbf{u}_{0}, p_{0}, \boldsymbol{\theta}_{0}, \zeta_{0}$ ) solves (3.2) when $r=r_{0}$ and $\lambda=0$ if and only if ( $\mathbf{u}_{0}^{*}, p_{0}^{*}$, $\left.\theta_{0}^{*}, \zeta_{0}^{*}\right)=N\left(\mathbf{u}_{0}, p_{0}, r_{0} \sigma \theta_{0},-s \sigma \zeta_{0}\right), N \neq 0$ solves (3.22) when $r=r_{0}$ and $\bar{\lambda}=0$. Thus for each of the cellular flows a)-d) the adjoint problem (3.22) also has a one-dimensional null space.

Abstract formulation. Let $n=2$ (for rolls), or 3 (for rectangles, squares or hexagons) and let $\Omega \in \mathbb{R}^{n}$ be the fundamental domain of spatial periodicity for functions admitting periodicity $\Omega$. Also, let $\Omega_{1}=\mathbb{R}^{n-1} \times(0,1)$, and define the following vector spaces of smooth functions from $\bar{\Omega}$ or $\Omega$ into $\mathbb{R}^{m}$

$$
\begin{aligned}
& C^{\infty, \#}\left(\bar{\Omega}, \mathbb{R}^{m}\right)=\left\{u \in C^{\infty}\left(\bar{\Omega}_{1}, \mathbb{R}^{m}\right): u \text { admits periodicity } \Omega\right\} \\
& C_{0}^{\infty}, \#\left(\Omega, \mathbb{R}^{m}\right)=\left\{u \in C^{\infty}\left(\Omega_{1}, \mathbb{R}^{m}\right): u \text { admits periodicity } \Omega, \operatorname{supp} u \subset \Omega_{1}\right\},
\end{aligned}
$$

for $m=1,2, \cdots$, and

$$
\begin{aligned}
& \mathscr{J}=\left\{\mathbf{u} \in C_{0}^{\infty, \#}\left(\Omega, \mathbb{R}^{n}\right): \nabla \cdot \mathbf{u}=0\right\} \\
& \mathscr{V}=\left\{\mathbf{u} \in C^{\infty, \#}\left(\bar{\Omega}, \mathbb{R}^{n}\right): \nabla \cdot \mathbf{u}=0,\left.(\mathbf{u} \cdot \mathbf{N})\right|_{z=0,1}=0\right\}, \\
& \mathscr{W}=\mathscr{V} \times C_{0}^{\infty, \#}\left(\Omega, \mathbb{R}^{2}\right),
\end{aligned}
$$

where $\mathbf{N}$ is the unit outward normal vector on the boundary $z=0,1$. We define the Hilbert spaces

$$
\begin{aligned}
H^{0}\left(\Omega, \mathbb{R}^{m}\right)= & \text { the completion of } C_{0}^{\infty, \#}\left(\Omega, \mathbb{R}^{m}\right) \text { in the norm }\|\cdot\|_{0} \text { associated with the } \\
& \text { inner product }(u, v)_{0}=\sum_{i=1}^{m} \int_{\Omega} u_{i} v_{i} d x, \\
H^{k}\left(\Omega, \mathbb{R}^{m}\right)= & \text { the completion of } C^{\infty, \# \#}\left(\bar{\Omega}, \mathbb{R}^{m}\right) \text { in the norm }\|\cdot\|_{k} \text { associated with the } \\
& \text { inner product }(u, v)_{k}=\sum_{i=1}^{m} \Sigma_{|\nu| \leqq k} \int_{\Omega} D^{\nu} u_{i} D^{\nu} v_{i} d x,
\end{aligned}
$$

where $k=1,2, \cdots, \nu=\left(\nu_{1}, \cdots, \nu_{n}\right)$ is an $n$-tuple of nonnegative integers, $D^{\nu}$ is the partial derivative $\partial^{|\nu|} / \partial x_{1}^{\nu_{1}} \cdots \partial x_{n}^{\nu_{n}}$ of order $|\nu|=\nu_{1}+\cdots+\nu_{n}$,
$H_{0}^{k}\left(\Omega, \mathbb{R}^{m}\right)=$ the closure of $C_{0}^{\infty, \#}\left(\Omega, \mathbb{R}^{m}\right)$ in $H^{k}\left(\Omega, \mathbb{R}^{m}\right)$,
$J=$ the closure of $\mathscr{J}$ in $H^{0}\left(\Omega, \mathbb{R}^{n}\right)$,
$V=$ the closure of $\mathscr{V}$ in $H^{1}\left(\Omega, \mathbb{R}^{n}\right)$,
$W=$ the closure of $\mathscr{W}$ in $H^{1}\left(\Omega, \mathbb{R}^{n+2}\right)$.
We note that $W=V \times H_{0}^{1}(\Omega, \mathbb{R}) \times H_{0}^{1}(\Omega, \mathbb{R})$, and that $\mathscr{V}$ is dense in $J$. Finally we define the following Hilbert spaces

$$
\begin{aligned}
& X=\left\{u=(\mathbf{u}, \theta, \zeta) \in W \cap H^{2}\left(\Omega, \mathbb{R}^{n+2}\right):\left.\frac{\partial u}{\partial z}\right|_{z=0,1}=\left.\frac{\partial v}{\partial z}\right|_{z=0,1}=0\right\}, \\
& Y=J \times H^{0}(\Omega, \mathbb{R}) \times H^{0}(\Omega, \mathbb{R})
\end{aligned}
$$

where $\partial u /\left.\partial z\right|_{z=0,1}=\gamma_{\mathbf{N}}(\nabla u)$ and $\gamma_{\mathbf{N}}$ is the trace operator extending $\gamma_{\mathbf{N}} \mathbf{u}=\left.(\mathbf{u} \cdot \mathbf{N})\right|_{z=0,1}$ defined for smooth vector fields $\mathbf{u}$ [18].

We have the following properties [8]:
a) $H^{0}\left(\Omega, \mathbb{R}^{n}\right)=J \oplus J^{\perp}$, the topological direct sum of closed subspaces, where $J^{\perp}$ is the orthogonal complement of $J$ in $H^{0}\left(\Omega, \mathbb{R}^{n}\right)$,

$$
J^{\perp}=\left\{\nabla p: p \in H^{1}(\Omega, \mathbb{R})\right\} .
$$

b) If $\Pi$ denotes the orthogonal projection of $H^{0}\left(\Omega, \mathbb{R}^{n}\right)$ onto $J$, then $\Pi$ is a bounded linear mapping from $H^{k}\left(\Omega, \mathbb{R}^{n}\right)$ into $H^{k}\left(\Omega, \mathbb{R}^{n}\right) \cap J$ for $k=0,1,2, \cdots$. We use $\Pi$ to eliminate the pressure term in the equations, and formulate (2.6) as

$$
\begin{align*}
& \frac{d}{d t} \mathbf{u}=\sigma \Pi[\Delta \mathbf{u}+(r \theta-s \zeta) \mathbf{e}]-\Pi(\mathbf{u} \cdot \nabla) \mathbf{u} \\
& \frac{d}{d t} \theta=\Delta \theta+w-\mathbf{u} \cdot \nabla \theta  \tag{3.23}\\
& \frac{d}{d t} \zeta=\tau \Delta \zeta+w-\mathbf{u} \cdot \nabla \zeta
\end{align*}
$$

for $(\mathbf{u}, \theta, \zeta) \in X$. If we define

$$
\begin{equation*}
L(r) u=(\sigma \Pi[\Delta \mathbf{u}+(r \theta-s \zeta) \mathbf{e}], \Delta \theta+w, \tau \Delta \zeta+w) \tag{3.24}
\end{equation*}
$$

for $u=(\mathbf{u}, \theta, \zeta) \in X$ and $r>0$, then $L(r)$ is a bounded linear mapping from $X$ into $Y$ for all $r>0$. Define

$$
\begin{equation*}
M\left(u_{1}, u_{2}\right)=\left(-\Pi\left(\mathbf{u}_{1} \cdot \nabla\right) \mathbf{u}_{2},-\mathbf{u}_{1} \cdot \nabla \theta_{2},-\mathbf{u}_{1} \cdot \nabla \zeta_{2}\right) \tag{3.25}
\end{equation*}
$$

for $u_{i}=\left(\mathbf{u}_{i}, \boldsymbol{\theta}_{i}, \zeta_{i}\right) \in X, i=1,2$. Then $M$ is a bounded bilinear mapping from $X \times X$ into $Y$ [8].

We now let $F:(0, \infty) \times X \rightarrow Y$ be defined by

$$
\begin{equation*}
F(r, u)=L(r) u+M(u, u) \tag{3.26}
\end{equation*}
$$

Then $F$ is analytic, $F(r, 0)=0$ for all $r \in(0, \infty), F_{u}(r, 0)=L(r)$ for all $r \in(0, \infty)$ and the null space $N\left(L\left(r_{0}\right)\right)$ is a one-dimensional subspace of the space $X$ of functions admitting periodicity $\Omega$ for each choice of $\Omega$. To show that the range $R\left(L\left(r_{0}\right)\right)$ has codimension one, we use the following lemma, which is proved in the appendix.

Lemma 1. $R\left(L\left(r_{0}\right)\right)=N\left(L\left(r_{0}\right)^{*}\right)^{\perp}$.
Since the adjoint problem has a one-dimensional null space $N\left(L\left(r_{0}\right)^{*}\right)$, we now have satisfied all the hypotheses of Theorem 1 except (iii). To verify this last hypothesis, it suffices to check that

$$
\begin{equation*}
\left(\Pi\left(\theta_{0} \mathbf{e}\right), u_{0}^{*}\right)_{J} \neq 0 \tag{3.27}
\end{equation*}
$$

where $\left(\mathbf{u}_{0}, \boldsymbol{\theta}_{0}, \zeta_{0}\right)$ spans $N\left(L\left(r_{0}\right)\right)$ and $\left(\mathbf{u}_{0}^{*}, \boldsymbol{\theta}_{0}^{*}, \zeta_{0}^{*}\right)=\left(\sigma^{-1} \mathbf{u}_{0}, \mathrm{r}_{0} \boldsymbol{\theta}_{0},-\mathrm{s} \zeta_{0}\right)$ spans $N\left(L\left(r_{0}\right)^{*}\right)$. Since $\mathbf{u}_{0}^{*} \in J$, and hence $\nabla \cdot \mathbf{u}_{0}^{*}=0$, (3.27) is equivalent to

$$
\begin{equation*}
\int_{\Omega} \theta_{0} w_{0} d x \neq 0 \tag{3.28}
\end{equation*}
$$

Since $w_{0}=-\Delta \theta_{0}, \theta_{0}$ satisfies periodicity $\Omega$, and $\left.\theta_{0}\right|_{z=0,1}=0$, we have $\int_{\Omega} \theta_{0} w_{0} d x=$ $\int_{\Omega}\left|\nabla \theta_{0}\right|^{2} d x>0$, and hence (3.28) is satisfied for each cellular structure: rolls, rectangles, squares or hexagons.

Finally, we take $Z=N\left(L\left(r_{0}\right)\right)^{\perp}$. Then Theorem 1 establishes the existence of a bifurcating curve $(r(\varepsilon), u(\varepsilon))$ of nontrivial equilibrium solutions near $\left(r_{0}, 0\right)$. For each cellular structure, the bifurcation point corresponds to the same critical value $r_{0}$ given by (3.13).
4. Linearized stability of the bifurcating solutions. In this section we investigate the linearized stability of the bifurcating branch of nontrivial equilibrium solutions $(r(\varepsilon), u(\varepsilon))$, whose existence was proven in $\S 3$. This bifurcating solution is stable (resp. unstable) in the linearized sense if the small real eigenvalue $\tilde{\lambda}(\varepsilon)$ of the linearization $F_{u}(r(\varepsilon), u(\varepsilon))$ is negative (resp. positive) near $\varepsilon=0$. For Navier-Stokes type systems such as the one we use, Iooss [8] has shown that linearized stability implies the asymptotic stability of $u(\varepsilon)$ with respect to small initial perturbations.

We first summarize the linearized stability theory of Crandall and Rabinowitz [5] and then indicate how to use power series expansions to determine the sign of $\tilde{\lambda}(\varepsilon)$ near $\varepsilon=0$. We then present the results of our calculations.

Linearized stability. Before stating the main theorem on linearized stability, we first define the concept of a $K$-simple eigenvalue.

Definition. Let $X$ and $Y$ be real Banach spaces, and let $L, K \in \mathscr{B}(X, Y)$. Then $\lambda \in \mathbb{R}$ is a $K$-simple eigenvalue of $L$ if
i) $\operatorname{dim} N(L-\lambda K)=\operatorname{codim} R(L-\lambda K)=1$, and
ii) $K u_{0} \notin R(L-\lambda K)$, where $N(L-\lambda K)=\operatorname{span}\left\{u_{0}\right\}$.

The following result shows that the simple zero eigenvalues of $F_{u}\left(r_{0}, 0\right)$ in Theorem 1 are associated with a small eigenvalue $\tilde{\lambda}(\varepsilon)$ of the linearization $F_{u}(r(\varepsilon), u(\varepsilon))$ about the bifurcating branch. Let $F, Z, u_{0}$ be as in Theorem 1 and let $r(\varepsilon), u(\varepsilon)=\varepsilon u_{0}+\varepsilon z(\varepsilon)$ be as supplied by the theorem.

Lemma 2. [5, p. 165]. Let $K \in \mathscr{B}(X, Y)$ and suppose zero is a $K$-simple eigenvalue of $F_{u}(r, 0)$. Then there exist open intervals $\hat{\mathscr{\mathcal { I }}}, \hat{\mathscr{\xi}}$ with $r_{0} \in \hat{\mathcal{F}}, D \in \hat{\mathcal{F}}$ and smooth functions

$$
\lambda: \hat{\mathscr{F}} \rightarrow \mathbb{R}, \quad \tilde{\lambda}: \hat{\mathscr{J}} \rightarrow \mathbb{R}, \quad v: \hat{\mathscr{F}} \rightarrow X, \quad \tilde{v}: \hat{\mathscr{J}} \rightarrow X
$$

such that

$$
\begin{aligned}
& F_{u}(r, 0) v(r)=\lambda(r) K v(r) \quad \text { for } r \in \hat{\mathscr{Y}}, \\
& F_{u}(r(\varepsilon), u(\varepsilon)) \tilde{v}(\varepsilon)=\tilde{\lambda}(\varepsilon) K \tilde{v}(\varepsilon) \quad \text { for } \varepsilon \in \hat{\mathcal{I}} .
\end{aligned}
$$

Moreover, $\lambda\left(r_{0}\right)=\tilde{\lambda}(0)=0, v\left(r_{0}\right)=\tilde{v}(0)=u_{0}, v(r)-u_{0} \in Z, \tilde{v}(\varepsilon)-u_{0} \in Z$.
The main result of [5] is Theorem 1.16.
Theorem 2 [5, p. 165]. Let the assumptions of Theorem 1 and Lemma 2 hold, and let $\lambda, \tilde{\lambda}$ be the functions supplied by Lemma 2. Then $\lambda^{\prime}\left(r_{0}\right) \neq 0$ and

$$
\lim _{\substack{\tilde{\varepsilon}(\varepsilon) \\ \lambda, 0 \\ \hline \\ \hline}}\left[-\frac{\varepsilon r^{\prime}(\varepsilon) \lambda^{\prime}\left(r_{0}\right)}{\tilde{\lambda}(\varepsilon)}\right]=1 .
$$

Moreover, there is a constant $C$ such that $\left\|u^{\prime}(\varepsilon)-\tilde{v}(\varepsilon)\right\| \leqq C \min \left\{\left|\varepsilon r^{\prime}(\varepsilon)\right|,|\tilde{\lambda}(\varepsilon)|\right\}$ near $\varepsilon=0$.

In what follows we take $K$ to be the continuous injection of $X$ into $Y, K u=u$. By Theorem 2, the sign of $\tilde{\lambda}(\varepsilon)$ near $\varepsilon=0$ is the same as the sign of $-\varepsilon r^{\prime}(\varepsilon) \lambda^{\prime}\left(r_{0}\right)$ near $\varepsilon=0$, provided $\tilde{\lambda}(\varepsilon) \neq 0$. To determine the sign of $-\varepsilon r^{\prime}(\varepsilon) \lambda^{\prime}\left(r_{0}\right)$, we use power series expansions.

Power series expansions. Since $F(r, u)$ is analytic in $r$ and $u$, we can expand $r(\varepsilon)$ and $u(\varepsilon)$ in power series

$$
\begin{align*}
& r(\varepsilon)=r_{0}+\varepsilon r_{1}+\varepsilon^{2} r_{2}+\cdots,  \tag{4.1}\\
& u(\varepsilon)=\varepsilon\left(u_{0}+\varepsilon u_{1}+\cdots\right) .
\end{align*}
$$

Substituting the power series (4.1) into $F(r(\varepsilon), u(\varepsilon))=0$, taking the inner product with $u_{0}^{*}$ and collecting terms we obtain at order $\varepsilon^{2}$

$$
\begin{equation*}
r_{1}=-\frac{\left(M\left(u_{0}, u_{0}\right), u_{0}^{*}\right)}{\left(F_{r u}\left(r_{0}, 0\right) u_{0}, u_{0}^{*}\right)} . \tag{4.2}
\end{equation*}
$$

If $r_{1}=0$, then at order $\varepsilon^{3}$ we get

$$
\begin{equation*}
r_{2}=-\frac{\left(M\left(u_{0}, u_{1}\right)+M\left(u_{1}, u_{0}\right), u_{0}^{*}\right)}{\left(F_{r u}\left(r_{0}, 0\right) u_{0}, u_{0}^{*}\right)} \tag{4.3}
\end{equation*}
$$

where $F_{u}\left(r_{0}, 0\right) u_{1}=-M\left(u_{0}, u_{0}\right)$. If $r_{2} \neq 0$, then $\tilde{\lambda}(\varepsilon) \neq 0$ near $\varepsilon=0$ (expand $\tilde{\lambda}(\varepsilon)=\varepsilon \tilde{\lambda}_{1}+$ $\varepsilon^{2} \tilde{\lambda}_{2}+\cdots, \tilde{v}(\varepsilon)=u_{0}+\varepsilon \tilde{v}_{1}+\cdots$ and substitute into $\left.F_{u}(r(\varepsilon), u(\varepsilon)) \tilde{v}(\varepsilon)=\tilde{\lambda}(\varepsilon) u(\varepsilon)\right)$ and by Theorem $2, \tilde{\lambda}(\varepsilon)$ has the same sign as $-r_{2} \lambda^{\prime}\left(r_{0}\right)$ near $\varepsilon=0$.

Differentiating the equation $F_{u}(r, 0) v(r)=\lambda(r) v(r)$ with respect to $r$, evaluating at $r=r_{0}$ and then taking the inner product with $u_{0}^{*}$, we obtain

$$
\begin{equation*}
\left(F_{r u}\left(r_{0}, 0\right) u_{0}, u_{0}^{*}\right)=\lambda^{\prime}\left(r_{0}\right)\left(u_{0}, u_{0}^{*}\right) . \tag{4.4}
\end{equation*}
$$

In §3 we determined that the left-hand side of (4.4) was strictly positive, and hence the sign of $\lambda^{\prime}\left(r_{0}\right)$ is the same as the sign of $\left(u_{0}, u_{0}^{*}\right)$ provided $\left(u_{0}, u_{0}^{*}\right) \neq 0$. For each cellular structure, simple computations show that

$$
\begin{array}{ll}
\left(u_{0}, u_{0}^{*}\right)>0 & \text { if } 0<\tau<1 \text { and } 0<s<s_{C}, \\
\left(u_{0}, u_{0}^{*}\right)=0 & \text { if } 0<\tau<1 \text { and } s=s_{C},  \tag{4.5}\\
\left(u_{0}, u_{0}^{*}\right)<0 & \text { if } 0<\tau<1 \text { and } s>s_{C},
\end{array}
$$

where

$$
s_{C}=\frac{27 \pi^{4}}{4}\left(\frac{\tau^{2}}{1-\tau}\right)\left(1+\frac{1}{\sigma}\right)
$$

(cf. (3.10)). If $0<\tau<1$ and $0<s<s_{c}$, then the zero eigenvalue of $F_{u}\left(r_{0}, 0\right)$ crosses into the positive complex half-plane as $r$ increases past $r_{0}$, and all the other eigenvalues of $F_{u}\left(r_{0}, 0\right)$ are isolated points in the negative complex half-plane. Thus the bifurcating solution $u(\varepsilon)$ will be stable if $\varepsilon r^{\prime}(\varepsilon)>0$ near $\varepsilon=0$, and unstable if $\varepsilon r^{\prime}(\varepsilon)<0$ near $\varepsilon=0$. However, if $0<\tau<1$ and $s>s_{c}$, then the zero eigenvalue of $F_{u}\left(r_{0}, 0\right)$ crosses into the negative complex half-plane and moreover, $F_{u}\left(r_{0}, 0\right)$ has one positive real eigenvalue [7]. Thus $F_{u}(r(\varepsilon), u(\varepsilon))$ has a positive eigenvalue near $\varepsilon=0$ and the solution $u(\varepsilon)$ is unstable in this case, regardless of the sign of $\varepsilon r^{\prime}(\varepsilon)$.

Results. Due to the dependence of the eigenfunctions $u_{0}$ on $z$ for each cellular structure, $r_{1}=0$. Thus to determine the stability of the bifurcating solution $u(\varepsilon)$, we must solve $F_{u}\left(r_{0}, 0\right) u_{1}=-M\left(u_{0}, u_{0}\right)$ and compute $r_{2}$ from (4.3). Then the sign of $\tilde{\lambda}(\varepsilon)$ near $\varepsilon=0$ is the same as the sign of $-r_{2} \lambda^{\prime}\left(r_{0}\right)$ and hence for $0<\tau<1$ and $0<s<s_{C}$, the bifurcating solution $u(\varepsilon)$ is stable if $r_{2}>0$ and unstable if $r_{2}<0$.
a) For rolls we have

$$
\begin{aligned}
u_{1}=0, & w_{1}=0 \\
\theta_{1}=-\frac{1}{12 \pi^{3}} \sin 2 \pi z, & \zeta_{1}=-\frac{1}{12 \pi^{3} \tau} \sin 2 \pi z
\end{aligned}
$$

and $r_{2}$ has the same sign as $r_{0}-s / \tau^{3}=27 \pi^{4} / 4-\left(\left(1-\tau^{2}\right) / \tau^{3}\right) s$. Thus $r_{2}>0$ if $0<\tau<1$ and $0<s<s_{1} \equiv\left(27 \pi^{4} / 4\right)\left(\tau^{3} /\left(1-\tau^{2}\right)\right)$, while $r_{2}>0$ if $s>s_{1}$. We note that $s_{1}<s_{C}$ so that the branch of convecting rolls bifurcates subcritically as $r$ increases past $r_{0}$ when $s_{1}<s<s_{C}$ (and when $s>s_{C}$ ). This result is well-known (see [10, Vol. II, p. 45] and the references therein) and moreover, the value $s_{1}$ is the same as the global nonlinear stability limit of the conduction solution $u=0$ when $r=r_{0}$, obtained by Joseph [10, Vol. II, pp. 42-46] using energy methods.
b) For rectangles we have

$$
\begin{gathered}
u_{1}=-\frac{\pi}{\alpha} w_{202} \sin 2 \alpha x \cos 2 \pi z, \\
v_{1}=-\frac{\pi}{\beta} w_{022} \sin 2 \beta y \cos 2 \pi z, \\
w_{1}=\left(w_{202} \cos 2 \alpha x+w_{022} \cos 2 \beta y\right) \sin 2 \pi z, \\
\theta_{1}=\left\{-\frac{1}{24 \pi^{3}}+\frac{1}{4\left(\pi^{2}+\alpha^{2}\right)}\left[w_{202}-\frac{1}{3 \pi^{3}}\left(\frac{\pi^{2}}{2}-\alpha^{2}\right)\right] \cos 2 \alpha x\right. \\
\left.+\frac{1}{4\left(\pi^{2}+\beta^{2}\right)}\left[w_{022}-\frac{1}{3 \pi^{3}}\left(\frac{\pi^{2}}{2}-\beta^{2}\right)\right] \cos 2 \beta y\right\} \sin 2 \pi z, \\
\zeta_{1}=\left\{-\frac{1}{24 \pi^{3} \tau}+\frac{1}{4 \tau\left(\pi^{2}+\alpha^{2}\right)}\left[w_{202}-\frac{1}{3 \pi^{3} \tau}\left(\frac{\pi^{2}}{2}-\alpha^{2}\right)\right] \cos 2 \alpha x\right. \\
\left.+\frac{1}{4 \tau\left(\tau^{2}+\beta^{2}\right)}\left[w_{022}-\frac{1}{3 \pi^{3} \tau}\left(\frac{\pi^{2}}{2}-\beta^{2}\right)\right] \cos 2 \beta y\right\} \sin 2 \pi z,
\end{gathered}
$$

where

$$
\begin{aligned}
& w_{202}=-\frac{2 \pi}{\sigma} f(\alpha)\left[1-\frac{2}{\pi^{2}}\left(\alpha^{2}-\beta^{2}\right)\right]\left[3+\frac{\sigma}{6 \pi^{2}\left(\pi^{2}+\alpha^{2}\right)}\left(r_{0}-\frac{s}{\tau^{2}}\right)\right], \\
& w_{022}=-\frac{2 \pi}{\sigma} f(\beta)\left[1-\frac{2}{\pi^{2}}\left(\beta^{2}-\alpha^{2}\right)\right]\left[3+\frac{\sigma}{6 \pi^{2}\left(\pi^{2}+\beta^{2}\right)}\left(r_{0}-\frac{s}{\tau^{2}}\right)\right], \\
& f(\alpha)=16 \alpha^{2}\left(\pi^{2}+\alpha^{2}\right)\left[64\left(\pi^{2}+\alpha^{2}\right)^{3}-27 \pi^{4} \alpha^{2}\right]^{-1} .
\end{aligned}
$$

Then $r_{2}$ has the same sign as the expression
(4.6) $\frac{2 \sigma}{9 \pi^{4}}\left(r_{0}-\frac{s}{\tau^{3}}\right)\left\{4+\frac{\pi^{2}-2 \alpha^{2}}{\pi^{2}+\alpha^{2}}\left[1-\frac{2}{\pi^{2}}\left(\alpha^{2}-\beta^{2}\right)\right]\right.$

$$
\begin{aligned}
& \left.+\frac{\pi^{2}-2 \beta^{2}}{\pi^{2}+\beta^{2}}\left[1-\frac{2}{\pi^{2}}\left(\beta^{2}-\alpha^{2}\right)\right]\right\} \\
& +\frac{2}{\sigma}\left\{f(\alpha)\left(\pi^{2}-2 \alpha^{2}\right)\left[1-\frac{2}{\pi^{2}}\left(\alpha^{2}-\beta^{2}\right)\right]\left[3+\frac{\sigma}{6 \pi^{2}\left(\pi^{2}+\alpha^{2}\right)}\left(r_{0}-\frac{s}{\tau^{2}}\right)\right]^{2}\right. \\
& \left.\quad+f(\beta)\left(\pi^{2}-2 \beta^{2}\right)\left[1-\frac{2}{\pi^{2}}\left(\beta^{2}-\alpha^{2}\right)\right]\left[3+\frac{\sigma}{6 \pi^{2}\left(\pi^{2}+\beta^{2}\right)}\left(r_{0}-\frac{s}{\tau^{2}}\right)\right]^{2}\right\} .
\end{aligned}
$$

We observe that $\pi^{2}-2 \alpha^{2}, \pi^{2}-2 \beta^{2},\left[1-\left(2 / \pi^{2}\right)\left(\alpha^{2}-\beta^{2}\right)\right],\left[1-\left(2 / \pi^{2}\right)\left(\beta^{2}-\alpha^{2}\right)\right], f(\alpha)$ and $f(\beta)$ are all strictly positive when $0<\alpha^{2}, \beta^{2}<\pi^{2} / 2$.
c) For squares, $\alpha^{2}=\beta^{2}=\pi^{2} / 4$ and the expression (4.6) simplifies to

$$
\begin{equation*}
\frac{16 \sigma}{15 \pi^{4}}\left(r_{0}-\frac{s}{\tau^{3}}\right)+\frac{40}{473 \sigma}\left[3+\frac{2 \sigma}{15 \pi^{4}}\left(r_{0}-\frac{s}{\tau^{2}}\right)\right]^{2} \tag{4.7}
\end{equation*}
$$

d) For hexagons we have

$$
\begin{aligned}
& u_{1}=\frac{i \pi}{2 \alpha}\left\{w_{112} \Phi_{11}^{1}+w_{312} \Phi_{31}^{1}\right\} \cos 2 \pi z, \\
& v_{1}=\frac{i \sqrt{3} \pi}{2 \alpha}\left\{w_{112} \Phi_{11}^{2}+w_{312} \Phi_{31}^{2}\right\} \cos 2 \pi z, \\
& w_{1}=\left\{w_{112} \Phi_{11}^{3}+w_{312} \Phi_{31}^{3}\right\} \cos 2 \pi z, \\
& \theta_{1}=\left\{-\frac{2}{\pi^{3}}+\left[\frac{2}{9 \pi^{2}} w_{112}-\frac{4}{9 \pi^{3}}\right] \Phi_{11}^{3}+\left[\frac{2}{11 \pi^{2}} w_{312}-\frac{4}{33 \pi^{3}}\right] \Phi_{31}^{3}\right\} \cos 2 \pi z, \\
& \zeta_{1}=\left\{-\frac{2}{\pi^{3} \tau^{2}}+\left[\frac{2}{9 \pi^{2} \tau} w_{112}-\frac{4}{9 \pi^{3} \tau^{2}}\right] \Phi_{11}^{3}+\left[\frac{2}{11 \pi^{2} \tau} w_{312}-\frac{4}{33 \pi^{3} \tau^{2}}\right] \Phi_{31}^{3}\right\} \cos 2 \pi z,
\end{aligned}
$$

where

$$
\begin{aligned}
& w_{112}=-\frac{1}{39 \pi \sigma}\left[9+\frac{4 \sigma}{9 \pi^{4}}\left(r_{0}-\frac{s}{\tau^{2}}\right)\right] \text {, } \\
& w_{312}=-\frac{33}{625 \pi \sigma}\left[3+\frac{4 \sigma}{33 \pi^{4}}\left(r_{0}-\frac{s}{\tau^{2}}\right)\right] \text {, } \\
& \Phi_{11}^{1}=e^{i \alpha(x+\sqrt{3} y)}+e^{i \alpha(x-\sqrt{3} y)}-2 e^{-2 i \alpha x}-e^{i \alpha(-x-\sqrt{3} y)} \\
& -e^{i \alpha(-x+\sqrt{3} y)}+2 e^{2 i \alpha x}, \\
& \Phi_{11}^{2}=e^{i \alpha(x \sqrt{3} y)}-e^{i \alpha(x-\sqrt{3} y)}-e^{i \alpha(-x-\sqrt{3} y)}+e^{i \alpha(-x+\sqrt{3} y)}, \\
& \Phi_{11}^{3}=e^{i \alpha(x+\sqrt{3} y)}+e^{i \alpha(x-\sqrt{3} y)}+e^{-2 i \alpha x}+e^{i \alpha(-x-\sqrt{3} y)} \\
& +e^{i \alpha(-x+\sqrt{3} y)}+e^{2 i \alpha x}, \\
& \Phi_{31}^{1}=3 e^{i \alpha(3 x+\sqrt{3} y)}+3^{i \alpha(3 x-\sqrt{3} y)}-3 e^{i \alpha(-3 x-\sqrt{3} y)} \\
& -3 e^{i \alpha(-x+\sqrt{3} y)} d, \\
& \Phi_{31}^{2}=e^{i \alpha(3 x+\sqrt{3} y)}-e^{i \alpha(3 x-\sqrt{3} y)}-2 e^{-i 2 \sqrt{3} \alpha y} \\
& -e^{i \alpha(-3 x-\sqrt{3} y)}+e^{i \alpha(-3 x+\sqrt{3} y)}+2 e^{i 2 \sqrt{3} \alpha y}, \\
& \Phi_{31}^{3}=e^{i \alpha(3 x+\sqrt{3} y)}+e^{i \alpha(3 x-\sqrt{3} y)}+e^{-i 2 \sqrt{3} \alpha y}+e^{i \alpha(-3 x-\sqrt{3} y)} \\
& +e^{i \alpha(-3 x+\sqrt{3} y)}+e^{i 2 \sqrt{3} \alpha y} .
\end{aligned}
$$

Then $r_{2}$ has the same sign as the expression

$$
\begin{equation*}
\frac{120 \sigma}{11 \pi^{4}}\left(r_{0}-\frac{s}{\tau^{3}}\right)+\frac{62208}{8125 \sigma}+\frac{5936}{8125 \pi^{4}}\left(r_{0}-\frac{s}{\tau^{2}}\right)+\frac{126848 \sigma}{7239375 \pi^{8}}\left(r_{0}-\frac{s}{\tau^{2}}\right)^{2} \tag{4.8}
\end{equation*}
$$

The linearized stability of the bifurcating three-dimensional cellular solu-tions-rectangles, squares and hexagons-all show similar dependence on the parameters $s, \sigma$ and $\tau$. If we substitute

$$
\begin{align*}
& r_{0}-\frac{s}{\tau^{2}}=-\frac{27 \pi^{4}}{4 \sigma}+\frac{1-\tau}{\tau^{2}}\left(s_{C}-s\right) \\
& r_{0}-\frac{s}{\tau^{3}}=-\frac{27 \pi^{4}(1+\sigma+\tau)}{4 \sigma \tau}+\frac{1-\tau^{2}}{\tau^{3}}\left(s_{C}-s\right) \tag{4.9}
\end{align*}
$$

into the expressions (4.6), (4.7) and (4.8) we obtain

$$
\begin{align*}
& -\frac{3}{2}\left(\frac{1+\sigma+\tau}{\tau}\right)\left\{4+\frac{\pi^{2}-2 \alpha^{2}}{\pi^{2}+\alpha^{2}}\left[1-\frac{2}{\pi^{2}}\left(\alpha^{2}-\beta^{2}\right)\right]+\frac{\pi^{2}-2 \beta^{2}}{\pi^{2}+\beta^{2}}\left[1-\frac{2}{\pi^{2}}\left(\beta^{2}-\alpha^{2}\right)\right]\right\}  \tag{4.10}\\
& +\frac{2}{\sigma}\left\{f(\alpha)\left(\pi^{2}-2 \alpha^{2}\right)\left[1-\frac{2}{\pi^{2}}\left(\alpha^{2}-\beta^{2}\right)\right]\left[\frac{15 \pi^{2}+24 \alpha^{2}}{8\left(\pi^{2}+\alpha^{2}\right)}\right]^{2}\right. \\
& \left.+f(\beta)\left(\pi^{2}-2 \beta^{2}\right)\left[1-\frac{2}{\pi^{2}}\left(\beta^{2}-\alpha^{2}\right)\right]\left[\frac{15 \pi^{2}+24 \beta^{2}}{8\left(\pi^{2}+\beta^{2}\right)}\right]^{2}\right\}+O\left(s_{C}-s\right)
\end{align*}
$$

for rectangles,

$$
\begin{equation*}
-\frac{36}{5}\left(\frac{1+\sigma+\tau}{\tau}\right)+\frac{84}{437 \sigma}+O\left(s_{C}-s\right) \tag{4.11}
\end{equation*}
$$

for squares, and

$$
\begin{equation*}
-\frac{810}{11}\left(\frac{1+\sigma+\tau}{\tau}\right)+\frac{314892}{89375 \sigma}+O\left(s_{C}-s\right) \tag{4.12}
\end{equation*}
$$

for hexagons. In each case the term $O\left(s_{C}-s\right)$ is of the form

$$
\begin{equation*}
O\left(s_{C}-s\right)=A\left(s_{C}-s\right)+B\left(s_{C}-s\right)^{2}, \quad A, B>0 \tag{4.13}
\end{equation*}
$$

so that, in particular, $\lim _{s \rightarrow s_{C}^{-}} O\left(s_{C}-s\right)=0$. From (4.6)-(4.8) we see that given any $\sigma>0$ and $0<\tau<1$ the coefficient $r_{2}$ is positive if $s$ is near zero, but can be positive or negative as $s$ increases up to $s_{C}$, depending on $\sigma$ and $\tau$. More explicitly, one sees from (4.10)-(4.13) that given $0<\tau<1$ one can choose $\sigma$ sufficiently close to zero so that $r_{2}>0$ for all $s, 0<s<s_{C}$; but given $\sigma>0$ one can choose $\tau$ sufficiently close to zero so that $r_{2}<0$ for all $s, s_{1}+\varepsilon_{0}<s<s_{C}$ where $0<\varepsilon_{0}<s_{C}-s_{1}$.

In Figs. 3-6 we have plotted the coefficient $r_{2}$ as a function of the size of the solute concentration gradient $s$ for several values of $\sigma$ and $\tau$, comparing rolls, squares and hexagons. In Fig. 3, for $\sigma=7$ and $\tau=\frac{1}{80}$ (the appropriate values for salt dissolved in water) the cofficient $r_{2}$ is positive at $s=0$ and changes sign at a small positive value for $s$ : for rolls $r_{2}$ changes sign at $s=0.00128$, while for squares and hexagons $r_{2}$ changes sign at slightly higher values $s=0.001311$ (squares), $s=0.001313$ (hexagons). As $\sigma$ decreases towards 0 , the differences become greater. In Fig. 4, for $\sigma=1$ and $\tau=0.1$ and more clearly in Fig. 5, for $\sigma=0.01$ and $\tau=0.1$ one can see that $r_{2}$ for squares and hexagons changes sign at higher values of $s$ than does $r_{2}$ for rolls. For sufficiently small $\sigma$, as in Fig. 6, where $\sigma=0.001$ and $\tau=0.1$, the coefficients $r_{2}$ for squares and hexagons remain positive for all $s, 0<s<s_{C}$. In contrast, $r_{2}$ for rolls is negative except for $s$ very near $s=0$.

For most systems of physical interest, $0<\tau \ll 1$ and $\sigma \gtrsim 1$ so that the dependence of the coefficient $r_{2}$ on $s$ for the three-dimensional cellular solutions is nearly the same as that for roll-like solutions, although $r_{2}$ is positive for a slightly larger range of $s$ for the three-dimensional cellular solutions.

The sign of $r_{2}$ indicates the directions of bifurcation (supercritical if $r_{2}$ is positive, subcritical if $r_{2}$ is negative) and the stability of the equilibria on the branch of convective solutions, but only with respect to small perturbations having the same cellular structure. It is possible, for example, that solutions on a supercritical branch of hexagons are stable with respect to small perturbations having the same hexagonal structure, but are unstable with respect to other small perturbations. We discuss this possibility in the next section.
5. Comments on pattern selection. In a recent paper [20], Golubitsky, Swift and Knobloch investigate pattern selection between rolls, hexagons and two other cellular structures in a model of pure thermal (Bénard) convection with the same boundary conditions on the upper and lower surfaces. They treat bifurcation problems that are symmetric with respect to the group preserving doubly periodic functions on a hexagonal lattice. After reducing the problem at the bifurcation point to a six-dimensional phase space, all possible local bifurcation diagrams are found (given certain nondegeneracy conditions) involving rolls, hexagons, regular triangles and a "patchwork quilt"


Fig. 3. The coefficient $r_{2}$ as a function of $s$ when $\sigma=7, \tau=\frac{1}{80}$ for
(a) rolls, (b) squares and (c) hexagons ( $s_{C}=0.119$ ).


Fig. 4. The coefficient $r_{2}$ as a function of $s$ when $\sigma=1, \tau=0,1$ for (a) rolls, (b) squares and (c) hexagons ( $s_{C}=14.6$ ).


FIG. 5. The coefficient $r_{2}$ as a function of $s$ when $\sigma=0.01, \tau=0.1$ for
(a) rolls, (b) squares and (c) hexagons ( $s_{C}=738$ ).


Fig. 6. The coefficient $r_{2}$ as a function of $s$ when $\sigma=0.001, \tau=0.1$ for (a) rolls, (b) squares and (c) hexagons ( $s_{C}=7131$ ).
of rectangles. Their results are applicable to the convection problem in this paper. In particular, the coefficients $r_{2}$ which we have computed for rolls and hexagons can be used to find the coefficients $l_{3}(0)$ and $a$ of [20]. Provided a certain fifth order term $m_{5}(0)$ in the reduced bifurcation equations is nonzero, we have the following pattern selection results: (a) If $l_{3}(0)>0$ and $a<-1$, then rolls are stable in the sense of [20], i.e., near the bifurcation point rolls are stable with respect to small perturbations possessing the symmetries of the hexagonal lattice and midplane reflection; (b) if $l_{3}(0)<0$ and $a>-\frac{1}{3}$, then either hexagons of regular triangles are stable, depending on the sign of $m_{5}(0)$; (c) for all other values of $l_{3}(0)$ and $a$, solutions near the bifurcation point are unstable even though they may be on a supercritical branch.

The value of the coefficient $m_{5}(0)$ depends on the results of computations for the coefficient $r_{4}$ in (4.1). Although we have not computed $r_{4}$, both $r_{4}$ and $m_{5}(0)$ are most likely nontrivial functions of the parameters $\sigma, \tau$ and $s$, and $m_{5}(0) \neq 0$ for almost all parameter values $\sigma>0,0<\tau<1,0<s<s_{C}$.

In Fig. 7 we have plotted the coefficient $a$ as a function of $s$, for $\sigma=0.01$ and $\tau=0.1$. We observe the following behavior: for $s=0$ and for $s$ in a small right neighborhood of $s=0$, case (a) holds; and for all other values of $s$ less than $s_{C}$, case (c) holds. Assuming that $m_{5}(0) \neq 0$, this implies that rolls are stable in the sense of [20] for $s=0$ and for $s$ in the small right neighborhood of $s=0$, but for all other values of $s$ less than $s_{C}$, neither rolls nor hexagons are stable, even though the branch of hexagons may bifurcate supercritically. For the other values of $\sigma$ and $\tau$ corresponding to Figs. 3, 4 and 6 we observed similar behavior of the coefficients $l_{3}(0)$ and $a$ as functions of $s$. In fact, it is easy to show that when $s=0$, and by continuity when $s$ belongs to some right neighborhood of $s=0$, then $l_{3}(0)>0$ and $a<-1$. The case $s=0$ corresponds to pure thermal (Bénard) convection and this result agrees with that of [21]. We did not find any parameter values yielding case (b) in which stable hexagons are possible.


Fig. 7. The hexagonal lattice coefficient a as a function of $s$ when $\sigma=0.01, \tau=0.1 \quad\left(s_{C}=738\right)$.

The pattern selection results do not apply to the squares and rectangles for which we have also computed values for $r_{2}$. A theory of pattern selection including more general cellular structures (for example, squares) with rolls and hexagons is not yet developed. However, in experiments performed on layers of fluid with finite extent, one usually sees either rolls or hexagons.
6. Conclusion. We have used a bifurcation theorem of Crandall and Rabinowitz to prove the existence of nontrivial equilibrium solutions of the doubly-diffusive convection equations. For fixed parameter values $\sigma>0$ (Prandtl number), $0<\tau<1$ (ratio of solute diffusivity to thermal diffusivity) and $s \neq s_{C}$ (solute concentration gradient) there exist solutions corresponding to steady cellular convection for $r$ (temperature gradient) in a neighborhood of the critical value $r_{0}$.

At the bifurcation point $u=0, r=r_{0}$, four types of convective solutions (rolls, rectangles, squares and hexgaons) bifurcate supercritically when $s$ is near 0 . However, when $s$ is near $s_{C}$ rolls always bifurcate subcritically but three-dimensional cellular structures bifurcate supercritically if $\sigma$ is sufficiently close to 0 . Solutions on a subcritical branch near the bifurcation point are unstable, but solutions on a supercritical branch may only be stable with respect to a very restricted class of perturbations. Using the results of Golubitsky, Swift and Knobloch [20], we have found that near $s=0$ rolls are stable with respect to a class of perturbations including both rolls and hexagons (assuming a nondegeneracy condition); but for the parameter values we explored, hexagons are unstable with respect to this class of perturbations even though the hexagon solutions may be on a supercritical branch.

Although we give only local existence and stability results, in a neighborhood of the bifurcation point $r=r_{0}, u=0$, other methods applied to this problem have provided information on the global behavior of the bifurcating branches of equilibrium solutions. Using energy methods, Joseph studied the global stability of the conduction solution and for $0<\tau<1$ gives the following diagram [10, Vol. II, p. 46] (cf. Fig. 1). For ( $r, s$ ) values above the curve AECD, the conduction solution is unstable (Fig. 8). For ( $r, s$ ) values below the curve AEF, the conduction solution is globally stable. For $(r, s)$ values between the two curves, the conduction solution is stable with respect to small perturbations, but other equilibrium solutions are possible. In fact, the two-dimensional roll-like solutions bifurcate subcritically ( $r_{2}<0$, and hence $r(\varepsilon)<r_{0}$ near $\varepsilon=0$ ) for values of $(r, s)$ on the open line segment EC , and hence these solutions exist for $(r, s)$ in a neighborhood below EC. Since they cannot exist for $(r, s)$ below EF, it is plausible that the branch of solutions in $r u$-space for fixed $s, s_{1}<s<s_{C}$, "turns back" and regains stability as is suggested by numerical calculations [7] and by the results of a perturbation analysis near $s=s_{1}$ [16]. The five-dimensional system of ordinary differential equations obtained by model truncation of the two-dimensional flow also has a branch of solutions corresponding to convection which bifurcates subcritically from the conduction solution and possesses a turning point [6]. Thus, it is reasonable to conjecture that this same behavior is repeated in the infinite-dimensional case.

The doubly-diffusive convection equations also admit periodic solutions, which have not been considered here. When $0<\tau<1$ and $s>s_{C}$, the bifurcating equilibrium


| AECD: | instability limit of <br> conduction solution |
| :--- | :--- |
| AEF: | stability limit of <br> conduction solution |
| $r=r_{0}$ | on AEC. |

Fig. 8. Stability and instability limits of the conduction solution.
solutions near $r=r_{0}, u=0$ are unstable, but on the curve CD in Figs. 1 and 3, the linearization possesses two conjugate pure imaginary eigenvalues. We therefore expect a Hopf bifurcation of periodic solutions [7]. Furthermore, if $\sigma>0,0<\tau<1, s=s_{C}$ and $r=r_{0}$, then the linearization possesses a double zero eigenvalue, and in this case the bifurcation theorem used in this paper does not apply [15]. We will treat the Hopf bifurcation case and the double eigenvalue case in Parts II and III.

Appendix. In this appendix we regard $L(r)$ as a densely defined, unbounded operator in a Hilbert space $H$. By making use of the fact that $L(r)$ is a perturbation of a negative-definite, self-adjoint operator $A$, we can easily deduce some properties of $L(r)$ which will be useful in later work on the bifurcation of periodic solutions, as well as for proving Lemma 1.

The self-adjoint operator $A$. Let $\lambda>0, \mathbf{f} \in J$ and consider the Stokes problem: find $\mathbf{u} \in J$ with $\Delta u \in H^{0}\left(\Omega, \mathbb{R}^{n}\right)$ such that

$$
\begin{align*}
& -\Pi \Delta \mathbf{u}+\lambda \mathbf{u}=\mathbf{f} \\
& \left.\frac{\partial u}{\partial z}\right|_{z=0,1}=\left.\frac{\partial v}{\partial z}\right|_{z=0,1}=0, \tag{A.1}
\end{align*}
$$

$\mathbf{u}$ admits periodicity $\Omega$.
Then (A.1) is equivalent to a " variational" formulation of the problem [17]: find $\mathbf{u} \in V$ such that

$$
\begin{equation*}
a(\mathbf{u}, \mathbf{v})+\lambda(\mathbf{u}, \mathbf{v})_{0}=(\mathbf{f}, \mathbf{v}) \quad \text { for all } \mathbf{v} \in V \tag{A.2}
\end{equation*}
$$

where $a(\mathbf{u}, \mathbf{v})=\sum_{i=1}^{n} \sum_{j=1}^{n} \int_{\Omega} D_{i} u_{j} D_{i} v_{j} d x$ defines a bounded symmetric bilinear form on $V \times V$. By classical methods [1], [8] it can be shown that (A.1) has a unique solution $\mathbf{u} \in H^{2}\left(\Omega, \mathbb{R}^{n}\right) \cap V$, and that $\|\mathbf{u}\|_{2} \leqq C\|f\|_{0}$ for some constant $C$.

If we define the subspace

$$
\mathscr{D}(-\Pi \Delta)=\left\{\mathbf{u} \in H^{2}\left(\Omega, \mathbb{R}^{n}\right) \cap V:\left.\frac{\partial u}{\partial z}\right|_{z=0,1}=\left.\frac{\partial v}{\partial z}\right|_{z=0,1}=0\right\},
$$

then $-\Pi \Delta: \mathscr{D}(-\Pi \Delta) \rightarrow J$ is a densely defined, self-adjoint, closed operator in the Hilbert space $J$. For real $\lambda>0$, the left-hand side of (A.2) defines a coercive bilinear form on $V \times V$, which implies that any real $\lambda<0$ is in the resolvent set of the operator $(-\Pi \Delta)$. The resolvent operator takes values in $V$, and the injection of $V$ into $J$ is compact; thus, the resolvent operator $(-\Pi \Delta-\lambda I)^{-1}: J \rightarrow J$ is compact. By [12, Thm. II.6.29, p.187], we conclude that the spectrum of $(-\Pi \Delta)$ consists entirely of isolated eigenvalues of finite multiplicities, and that $(-\Pi \Delta-\lambda I)^{-1}$ is compact for every $\lambda$ not an eigenvalue of $(-\Pi \Delta)$.

Similarly, if we consider the Dirichlet problem

$$
\begin{equation*}
-\Delta \theta+\lambda \theta=f,\left.\quad \theta\right|_{z=0,1}=0, \quad \theta \text { admits periodicity } \Omega \tag{A.3}
\end{equation*}
$$

and define $\mathscr{D}(-\Delta)=H_{0}^{2}(\Omega, \mathbb{R})$, then $-\Delta: \mathscr{D}(-\Delta) \rightarrow H^{0}(\Omega, \mathbb{R})$ is a densely defined, self-adjoint closed operator in $H^{0}(\Omega, \mathbb{R})$, and every real $\lambda \leqq 0$ is in the resolvent set of $(-\Delta)$, with $(-\Delta-\lambda I)^{-1}$ compact.

Now let $Y=J \times H^{0}(\Omega, \mathbb{R}) \times H^{0}(\Omega, \mathbb{R})$ and define the operator $A$ by

$$
\begin{aligned}
& \mathscr{D}(A)=\left\{u=(\mathbf{u}, \theta, \zeta) \in H^{2}\left(\Omega, \mathbb{R}^{n+2}\right) \cap W:\left.\frac{\partial u}{\partial z}\right|_{z=0,1}=\left.\frac{\partial v}{\partial z}\right|_{z=0,1}=0\right\}, \\
& A u=(\sigma \Pi \Delta \mathbf{u}, \Delta \theta, \tau \Delta \zeta) \text { for } u \in \mathscr{D}(A) .
\end{aligned}
$$

Then $A$ is a densely defined, closed operator in $Y$ whose spectrum consists entirely of isolated eigenvalues of finite multiplicities; each real $\lambda>0$ is in the resolvent set of $A$, and $(A-\lambda I)^{-1}: Y \rightarrow Y$ is compact for every $\lambda$ not an eigenvalue of $A$. In addition, $A$ is self-adjoint, and hence its spectrum $\Sigma(A)$ is a subset of the negative real line, and for every $\lambda$ not an eigenvalue we have $\left\|(A-\lambda I)^{-1}\right\|=1 / \operatorname{dist}(\lambda, \Sigma(A))$ [12, p. 272]. By substitution of the Fourier series of $\S 3$, it follows that the problem $A u=0$ admits only the trivial solution, and hence $\lambda=0$ is not an eigenvalue of $A$. Thus the resolvent set of $A$ contains all real $\lambda \geqq 0$. We summarize the properties of $A$ in the following proposition.

Proposition A.1. The spectrum of $A$ consists entirely of isolated, real, negative eigenvalues of finite multiplicities. For every $\lambda$ in the resolvent set of $A$, the resolvent operator $(A-\lambda I)^{-1}$ is compact, and for all real $\lambda>0$, we have the estimate

$$
\begin{equation*}
\left\|(A-\lambda I)^{-1}\right\| \leqq \frac{1}{\lambda} \tag{A.4}
\end{equation*}
$$

The operator $L(r)$. Define the operator $B(r)$ for $r>0$ by

$$
\begin{gathered}
\mathscr{D}(B(r))=\mathscr{D}(A), \\
B(r) u=(\sigma \Pi[(r \theta-s \zeta) \mathbf{e}], w, w) \quad \text { for } u \in \mathscr{D}(B(r)) .
\end{gathered}
$$

Then $B(r)$ is a bounded linear operator in $Y$ and, in particular, $B(r)$ is relatively bounded with respect to $A$ [12, p. 190]: $\mathscr{D}(A) \subset \mathscr{D}(B(r))$ and there exist nonnegative constants $a$ and $b$ such that

$$
\begin{equation*}
\|B(r) u\|_{0} \leqq a\|u\|_{0}+b\|A u\|_{0} \quad \text { for all } u \in \mathscr{D}(A) . \tag{A.5}
\end{equation*}
$$

In our case we may take $a=\|B(r)\|$ and $b=0$.
Finally, we define $L(r)$ for $r>0$ by

$$
\mathscr{D}(L(r))=\mathscr{D}(A), \quad L(r)=A+B(r)
$$

Then $L(r)$ is a densely defined, closed operator in $Y$. By (A.4), we can choose a real $\lambda>0$ sufficiently large so that

$$
a\left\|(A-\lambda I)^{-1}\right\|+b<1,
$$

where $a, b$ are as in (A.5), and hence by Proposition A. 1 and [12, Thm. IV.1.16, p. 196], $(L(r)-\lambda I)^{-1}$ is compact. Applying [12, Thm. III.6.29] again, we obtain the next proposition.

Proposition A.2. For each $r>0$, the spectrum of $L(r)$ consists entirely of isolated eigenvalues of finite multiplicities. Furthermore, $(L(r)-\lambda I)^{-1}$ is compact for every $\lambda$ in the resolvent set of $L(r)$.

Proof of Lemma 1. We can now use Proposition A. 2 to prove Lemma 1 of §3. Let $f \in Y$ and consider the solvability of

$$
\begin{equation*}
L\left(r_{0}\right) u=f \tag{A.6}
\end{equation*}
$$

for $u \in \mathscr{D}\left(L\left(r_{0}\right)\right)(=X)$. If $\lambda$ is in the resolvent set of $L\left(r_{0}\right)$, then (A.6) is equivalent to the problem of finding $u \in Y$ such that

$$
\begin{equation*}
u+\lambda\left(L\left(r_{0}\right)-\lambda I\right)^{-1} u=\left(L\left(r_{0}\right)-\lambda I\right)^{-1} f . \tag{A.7}
\end{equation*}
$$

By Proposition A.2, $\left(L\left(r_{0}\right)-\lambda I\right)^{-1}$ is compact for some real $\lambda \neq 0$, and hence by Riesz-Schauder theory a solution exists if and only if

$$
\left(\left(L\left(r_{0}\right)-\lambda I\right)^{-1} f, u^{*}\right)_{0}=0
$$

for all $u^{*}$ satisfying $u^{*}+\lambda\left[\left(L\left(r_{0}\right)-\lambda I\right)^{-1}\right]^{*} u^{*}=0$. But $\lambda \neq 0$ and hence this solvability condition is equivalent to the condition that

$$
\left(f, u^{*}\right)_{0}=0
$$

for all $u^{*}$ satisfying $L\left(r_{0}\right)^{*} u^{*}=0$. Thus $R\left(L\left(r_{0}\right)\right)=N\left(L\left(r_{0}\right)^{*}\right)^{\perp}$.
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# BIFURCATION IN DOUBLY-DIFFUSIVE SYSTEMS II. TIME PERIODIC SOLUTIONS* 
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#### Abstract

We study a system of double-diffusive convection equations which describe a layer of fluid heated and salted from below. For suitable parameter values Hopf bifurcations of time periodic solutions occur in roll-like, square and hexagonal convection cell patterns. A version of the center manifold theorem suitable for partial differential equations is used to prove the existence of the bifurcating time periodic solutions, and the stability of these solutions is determined from the Poincare normal form of the reduced equations on the center manifold.
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1. Introduction. This is the second paper in a series of three concerning bifurcations which occur in double-diffusive convection equations. In the first paper [10] (this issue, pp. 91-113), which we will refer to as Part I, we investigated the existence and stability of bifurcating nontrivial equilibrium (steady) solutions. In the present paper we consider bifurcating time periodic solutions of the equations.

We refer to Part I for a description of the double-diffusive convection equations and the cellullar structures of rolls, rectangles, squares and hexagons. Proceeding as in $\S 2$ of Part I, we select one of the cellular structures, and then choose the parameters $\sigma, \tau$ and $s$ so that

$$
\begin{align*}
& \sigma>0, \quad 0<\tau<1, \\
& s>\frac{27}{4} \pi^{4} \tau^{2}\left(1+\sigma^{-1}\right)(1-\tau)^{-1} \equiv s_{C} . \tag{1.1}
\end{align*}
$$

Then when

$$
\begin{equation*}
r=\left(\frac{\sigma+\tau}{\sigma+1}\right) s+\frac{27}{4} \pi^{4}(1+\tau)\left(1+\tau \sigma^{-1}\right) \equiv r_{H}, \tag{1.2}
\end{equation*}
$$

the linearization of the convection equations about the constant gradient solution possesses two simple eigenvalues $\lambda= \pm i \omega_{0}$, where

$$
\begin{equation*}
\omega_{0}^{2}=\frac{9}{4} \pi^{4}(\sigma+\tau+\sigma \tau)-\frac{1}{3} \sigma\left(r_{H}-s\right) . \tag{1.3}
\end{equation*}
$$

All the other eigenvalues of the linearization have negative real parts when $r=r_{H}$ [5]. We expect a Hopf bifurcation of time periodic solutions to occur at $r=r_{H}$ in the nonlinear convection equations.

The existence of Hopf bifurcations in Navier-Stokes type systems can be proven within a number of theoretical settings, for example [1], [3], [4], [6], [7], [8], [9]. These settings also provide means for computing the stability of the bifurcating solutions near the point of bifurcation. In this paper we use center manifold methods (see [3], [4], and [9]), which we feel are conceptually more natural.

In $\S 2$ we formulate the nonlinear convection equations as an abstract evolution equation in a Hilbert space, and prove the existence of bifurcating time periodic

[^12]solutions for each cellular structure. Then in §3 we compute for rolls, squares and hexagons the direction of bifurcation and the stability of the bifurcating solutions with respect to small perturbations having the same cellular structure. Our results for rolls agree with the results of formal computations performed previously by [5] and [2]. A simplified model corresponding to rolls with different dimensions was treated by [11].
2. Hopf bifurcations of time periodic solutions. In this section we express the double-diffusive convection equations as a one-parameter family of semilinear parabolic equations in a Hilbert space. The family satisfies hypotheses of a version of the center manifold theorem [4], and from this theorem follows the existence of Hopf bifurcations.

In $\S 3$ and the appendix of Part I we defined the Hilbert spaces $X$ and $Y \therefore$ id the operators $A, B(r)$ and $M$. We continue with the same notation. Since the unbc nded, densely defined operator $A$ is self-adjoint and negative definite, it follows that the fractional powers $(-A)^{\alpha}$ and the Banach spaces $X^{\alpha}=\mathscr{D}\left((-A)^{\alpha}\right)$ with norms $\|u\|_{\alpha}=$ $\left\|(-A)^{\alpha} u\right\|_{\gamma}$ are well defined for $\alpha \geqq 0[4, \mathrm{p} .19]$. If $\alpha=0$, then $X^{0}=Y$, and if $\alpha=1$, then $X^{1}=X=\mathscr{D}(A)$. Furthermore, if $0 \leqq \alpha<1$, then $X \subset X^{\alpha} \subset Y$ with continuous imbeddings. Thus, the bounded linear operator $B(r)$ in $Y$ defines an analytic mapping $(u, r) \mapsto B(r) u$ from $X^{\alpha} \times \mathbb{R}$ into $Y$, when $0 \leqq \alpha<1$. The nonlinear operator $M$ is a bounded bilinear operator from $X^{\alpha} \times X^{\alpha}$ into $Y$, when $\alpha>\frac{3}{4}$ [4, p. 79]. Thus,

$$
\begin{equation*}
f(u, r)=B(r) u+M(u, u) \tag{2.1}
\end{equation*}
$$

defines an analytic operator $f: X^{\alpha} \times \mathbb{R} \rightarrow Y$. We observe that $f(0, r)=0$ for all $r \in \mathbb{R}$, and $D_{u} f(0, r)=B(r)$.

We now write the double-diffusive convection equations in the abstract form

$$
\begin{equation*}
\frac{d u}{d t}=A u+f(u, r) \tag{2.2}
\end{equation*}
$$

for $u \in Y$, where $(-A)$ is a sectorial operator in $Y$ and $f$ is analytic when $\alpha>\frac{3}{4}$. Equation (2.2) generates a unique parametrized family of local semiflows in $X^{\alpha}$ for $\frac{3}{4}<\alpha<1$ [4, p. 54], which is jointly analytic in the initial condition $u(0) \in X^{\alpha}$, the parameter $r \in \mathbb{R}$ and time $t>0[4, \mathrm{p} .66]$.

When (1.1) and (1.2) are satisfied, the linearization $L\left(r_{H}\right) \equiv A+D_{u} f\left(0, r_{H}\right)$ at $r=r_{H}$ possesses two simple eigenvalues $\pm i \omega_{0}$ where $\omega_{0}$ is given by (1.3), and all other eigenvalues of $L\left(r_{H}\right)$ have negative real parts as discussed above. Since the spectrum of $L(r)$ for $r \in \mathbb{R}$ is a closed subset of the complex plane consisting entirely of isolated eigenvalues which depend analytically on $r$, near $r=r_{H}$ the spectrum of $L(r)$ consists of

$$
\{\alpha(r) \pm i \omega(r)\} \cup \Sigma^{\prime}
$$

where $\Sigma^{\prime} \subset\{\operatorname{Re} \lambda<\beta<0\}, \alpha\left(r_{H}\right)=0$ and $\omega\left(r_{H}\right)=\omega_{0}$. By implicitly differentiating the dispersion relation for $\lambda$ [Part I , (3.8)] with resepct to $r$, we obtain the nondegeneracy condtion

$$
\begin{equation*}
\alpha^{\prime}\left(r_{H}\right)>0, \tag{2.3}
\end{equation*}
$$

i.e., the critical eigenvalues cross into the positive complex half plane with nonzero speed. It then follows from [4, p. 181] that (2.2) has a two-dimensional local invariant manifold $S_{r}$ containing $0 \in X^{\alpha}$ for $r$ near $r_{H}$. Local bifurcation and stability of solutions of (2.2) is determined by local bifurcation and stability of solutions for the flow in $S_{r}$.

Near the origin, the flow in $S_{r}$ for $r$ near $r_{H}$ is described by

$$
\binom{\dot{y}_{1}}{\dot{y}_{2}}=\left[\begin{array}{cc}
\alpha(r) & \omega(r)  \tag{2.4}\\
-\omega(r) & \alpha(r)
\end{array}\right]\binom{y_{1}}{y_{2}}+\binom{\phi_{1}\left(y_{1}, y_{2} ; r\right)}{\phi_{2}\left(y_{1}, y_{2} ; r\right)}
$$

where $\alpha\left(r_{H}\right)=0, \alpha^{\prime}\left(r_{H}\right)>0, \omega\left(r_{H}\right)=\omega_{0}>0$ and $\phi_{1,2}\left(y_{1}, y_{2} ; r\right)=O\left(y_{1}^{2}+y_{2}^{2}\right)$ as $\left(y_{1}, y_{2}\right) \rightarrow$ $(0,0)$. Under the additional assumption
(A) the origin is not a center for (2.4) when $r=r_{H}$, and this is true independent of terms of order $\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}$, for some $p \geqq 2$, Henry then concludes that (2.2) either has a supercritical or subcritical branch of time periodic solutions near $r=r_{H}$. More precisely, we have the following result.

Theorem 1. Let $\Omega$ be one of the following fundamental domains of spatial periodicity;
i) $\left(\right.$ Rolls ) $\Omega=C_{1} \times(0 ; 1) \subset \mathbb{R}^{2}$, where $C_{1}=(0,2 \sqrt{2})$,
ii) (Rectangles) $\Omega=C_{2} \times(0,1) \subset \mathbb{R}^{3}$, where $C_{2}=\left(0,2 \pi / \alpha_{1}\right) \times\left(0,2 \pi / \alpha_{2}\right)$ and $\alpha_{1}^{2}+$ $\alpha_{2}^{2}=\pi^{2} / 2, \alpha_{1}, \alpha_{2}>0, \alpha_{2} \neq \alpha_{1} \sqrt{m^{2}-1}$ for all $m \in N$,
iii) (Squares) $\Omega=C_{3} \times(0,1) \subset \mathbb{R}^{3}$, where $C_{3}=(0,4) \times(0,4)$,
iv) (Hexagons) $\Omega=C_{4} \times(0,1) \subset \mathbb{R}^{3}$, where $C_{4}$ is the interior of a regular hexagon with sides of length $4 \sqrt{2} / 3$.
Then for each fixed $\sigma \in(0, \infty), \tau \in(0,1)$ and $s \in\left(s_{c}, \infty\right)$, (2.6) can be reduced to the one-parameter family of equations (2.4) on local invariant manifolds $S_{r}$ for $r$ in some neighborhood of $r_{H}$. Moreover, if (A) is satisfied then one of the following two conclusions must hold [4, p. 182]:
a. (Supercritical Hopf bifurcation) The origin is asymptotically stable for (2.2) when $r=r_{H}$, and there is an $\varepsilon_{0}>0$ such that there is no periodic orbit of (2.2) in a neighborhood of the origin in $X^{\alpha}$ for $r \in\left[r_{H}-\varepsilon_{0}, r_{H}\right]$, but a unique family of orbitally asymptotically stable periodic orbits grows out of the origin for $r \in\left(r_{H}, r_{H}+\varepsilon_{0}\right]$; or
b. (Supercritical Hopf bifurcation) The origin is unstable for (2.2) when $r=r_{H}$, and there is an $\varepsilon_{0}>0$ such that for $r \in\left[r_{H}-\varepsilon_{0}, r_{H}\right)$ a unique family of unstable periodic orbits of (2.2) shrinks to the origin as $r \rightarrow r_{H}-$, but there is no periodic orbit of (2.2) in a neighborhood of the origin for $r \in\left[r_{H}, r_{H}+\varepsilon_{0}\right]$.

In both cases the periods of the nontrivial periodic orbits approach $2 \pi / \omega_{0}$ as $r \rightarrow r_{H}$.
In the next section we will show that there exist $\sigma \in(0, \infty), \tau \in(0,1)$ and $s \in\left(s_{c}, \infty\right)$ such that assumption $(A)$ is satisfied. In addition, we will be able to determine whether we have supercritical or subcritical Hopf bifurcations.
3. Stability of the bifurcating time periodic solutions. In this section we determine whether the bifurcating time periodic solutions described in the last section are orbitally asymptotically stable or are unstable. Following Hassard, Kazarinoff and Wan [3] we express the family of equation (2.4) in terms of the complex variable $z=y_{1}+i y_{2}$ as

$$
\begin{equation*}
\dot{z}=\lambda(r) z+g(z, \bar{z} ; r), \tag{3.1}
\end{equation*}
$$

where $\bar{z}=y_{1}-i y_{2}, \lambda(r)=\alpha(r)+i \omega(r), \lambda\left(r_{H}\right)=i \omega_{0}, \alpha^{\prime}\left(r_{H}\right)>0$ and $g(z, \bar{z} ; r)=0\left(|z|^{2}\right)$ as $z \rightarrow 0$. By transforming (3.1) into the Poincaré normal form

$$
\begin{equation*}
\dot{\xi}=\lambda(r) \xi+c_{1}(r) \xi|\xi|^{2}+O\left(|\xi|\left|\left(\xi, r-r_{H}\right)\right|^{4}\right) \tag{3.2}
\end{equation*}
$$

one can determine whether the Hopf bifurcation is supercritical or subcritical. If $\operatorname{Re} c_{1}\left(r_{H}\right) \neq 0$ then the origin is not a center for (3.2), and hence the origin is not a center for (3.1), when $r=r_{H}$. Furthermore, this is true independent of terms of order $|z|^{4}$
in (3.1). If we write

$$
\begin{equation*}
g(z, \bar{z} ; r)=\sum_{j+k=2}^{3} g_{j k}(r) \frac{z^{j} \bar{z}^{k}}{j!k!}+O\left(|z|^{4}\right) \tag{3.3}
\end{equation*}
$$

for the term appearing in (3.1), then we can use the formula [3, p. 47]

$$
\begin{equation*}
c_{1}\left(r_{H}\right)=\frac{i}{2 \omega_{0}}\left[g_{20}\left(r_{H}\right) g_{11}\left(r_{H}\right)-2\left|g_{11}\left(r_{H}\right)\right|^{2}-\frac{1}{3}\left|g_{02}\left(r_{H}\right)\right|^{2}\right]+\frac{1}{2} g_{21}\left(r_{H}\right) \tag{3.4}
\end{equation*}
$$

The Hopf bifurcation is supercritical or subcritical according as $\left(\operatorname{Re} c_{1}\left(r_{H}\right)\right) / \alpha^{\prime}\left(r_{H}\right)$ is negative or positive, and the bifurcating periodic solutions for $r$ near $r_{H}$ are orbitally asymptotically stable with asymptotic phase or unstable according as $\operatorname{Re} c_{1}\left(r_{H}\right)$ is negative or positive. Thus to determine the stabilty of the bifurcating periodic orbits we must find the leading terms of the nonlinear part (3.3) of the equation on the center manifold (3.1).

To find $c_{1}\left(r_{H}\right)$, it suffices to reduce (2.2) to the center manifold at $r=r_{H}$. We follow the procedure of Hassard, Kazarinoff and Wan [3, Chap. 5], which we now outline. First, we rewrite (2.2) as

$$
\begin{equation*}
\frac{d u}{d t}=L(r) u+M(u, u) \tag{3.5}
\end{equation*}
$$

where $L(r)=A+D_{u} f(0, r)$. Next, we solve the eigenvalue problems

$$
\begin{equation*}
L\left(r_{H}\right) q=i \omega_{0} q \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
L\left(r_{h}\right)^{*} q^{*}=-i \omega_{0} q^{*} \tag{3.7}
\end{equation*}
$$

where the adjoint $L(r)^{*}$ of $L(r)$ is given explicitly in Part I.
We can then write $X^{\alpha}$ as the direct sum $X^{\alpha}=X_{c} \oplus X_{s}^{\alpha}$, where

$$
\begin{equation*}
X_{c}=\{z q+\bar{z} \bar{q}: z \in C\}, \quad X_{s}^{\alpha}=\left\{w \in X^{\alpha}:\left(w, q^{*}\right)=0\right\} \tag{3.8}
\end{equation*}
$$

and $(\cdot, \cdot)$ is the restriction of the $Y$-inner product to $X^{\alpha}$. Observe that this restriction is continuous with respect to the norm $\|\cdot\|_{\alpha}$ when $\alpha \geqq 0$, due to the continuity of the injection $X^{\alpha} \subset Y$. Thus for any $u \in X^{\alpha}$ we have

$$
\begin{equation*}
u=z q+\bar{z} \bar{q}+w \tag{3.9}
\end{equation*}
$$

where $z=\left(u, q^{*}\right)$ and $w=u-\left(u, q^{*}\right) q-\left(u, \bar{q}^{*}\right) \bar{q}$ provided we have normalized $\left(q, q^{*}\right)=1$. Projecting (3.6) onto $\mathbb{C} \cong X_{c}^{\alpha}$ and $X_{s}^{\alpha}$, we obtain

$$
\begin{equation*}
\frac{d z}{d t}=i \omega_{0} z+\left(M(u, u), q^{*}\right) \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d w}{d t}=L\left(r_{H}\right) w+H(z, \bar{z}, w) \tag{3.11}
\end{equation*}
$$

respectively, where $u$ is given by (3.9) and

$$
\begin{equation*}
H(z, \bar{z}, w)=M(u, u)=\left(M(u, u), q^{*}\right) q-\left(M(u, u), \bar{q}^{*}\right) \bar{q} \tag{3.12}
\end{equation*}
$$

The center manifold $S_{r_{/}}$can be expressed locally in terms of a function $w\left(z, \bar{z} ; r_{H}\right)$ $\in X_{s}^{\alpha}$,

$$
\begin{equation*}
S_{r_{H}}=\left\{z q+\bar{z} \bar{q}+w\left(z, \bar{z} ; r_{H}\right):|z|<\delta\right\} \tag{3.13}
\end{equation*}
$$

where $w\left(0,0 ; r_{H}\right)=0$ and $D w\left(0,0 ; r_{H}\right)=0$. Since $f\left(u, r_{H}\right)$ is analytic in $u \in X^{\alpha}, w\left(z, \bar{z} ; r_{H}\right)$ can be approximated to arbitrarily high order $p$ by a polynomial [4, p. 171]

$$
\begin{equation*}
w\left(z, \bar{z} ; r_{H}\right)=\sum_{j+k=2}^{p} \frac{z^{j} \bar{z}^{k}}{j!k!} w_{j k}+O\left(|z|^{p}\right) . \tag{3.14}
\end{equation*}
$$

Equation (3.1) with $r=r_{H}$ on the center manifold $S_{r_{H}}$ is obtained by setting $u=z q+\bar{z} \bar{q}$ $+w\left(z, \bar{z} ; r_{H}\right)$ in (3.10). Thus locally we have

$$
\begin{equation*}
g\left(z, z ; r_{H}\right)=\left(M\left(z q+\bar{z} \bar{q}+w\left(z, z ; r_{H}\right), z q+\bar{z} \bar{q}+w\left(z, z ; r_{H}\right)\right), q^{*}\right) \tag{3.15}
\end{equation*}
$$

To lowest order $u=z q+\bar{z} \bar{q}+O\left(|z|^{2}\right)$, and hence

$$
\begin{equation*}
M(u, u)=z^{2} M(q, q)+2 z \bar{z} \operatorname{Re} M(q, \bar{q})+\bar{z}^{2} M(\bar{q}, \bar{q})+O\left(|z|^{3}\right) \tag{3.16}
\end{equation*}
$$

Due to the boundary conditions, the eigenvalue problems (3.6) and (3.7) can be solved exactly for $q$ and $q^{*}$, and then a calculation will show that $M(q, q), \operatorname{Re} M(q, \bar{q})$ and $M(\bar{q}, \bar{q})$ are all orthogonal to $q^{*}$ (see the example for rolls later in this section). Hence

$$
\begin{align*}
\left(M(u, u), q^{*}\right) & =O\left(|z|^{3}\right),  \tag{3.17}\\
g_{20}\left(r_{H}\right)=g_{11}\left(r_{H}\right) & =g_{02}\left(r_{H}\right)=0 \tag{3.18}
\end{align*}
$$

and

$$
\begin{equation*}
H\left(z, \bar{z}, w\left(z, \bar{z} ; r_{H}\right)\right)=M(u, u)+O\left(|z|^{3}\right) \tag{3.19}
\end{equation*}
$$

where $M(u, u)$ is given by (3.16). To determine the stability of the bifurcating solutions it follows from (3.5) and (3.18) that we only need to find $g_{21}\left(r_{H}\right)$. To do this we need the quadratic approximation to $w\left(z, \bar{z} ; r_{H}\right)$,

$$
\begin{equation*}
w\left(z, z ; r_{H}\right)=\frac{1}{2} z^{2} w_{20}+z \bar{z} w_{11}+\frac{1}{2} \bar{z}^{2} w_{02}+O\left(|z|^{3}\right) . \tag{3.20}
\end{equation*}
$$

To find $w_{20}, w_{11}$ and $w_{02}$ we solve [3, p. 237]

$$
\begin{align*}
& \left(L\left(r_{H}\right)-2 i \omega_{0}\right) w_{20}=-2 M(q, q),  \tag{3.21}\\
& L\left(r_{H}\right) w_{11}=-2 \operatorname{Re} M(q, \bar{q})
\end{align*}
$$

and $w_{02}=\bar{w}_{20}$. Substituting (3.20) into (3.15) and collecting the coefficients in $\bar{z}^{2} z$, we obtain

$$
\begin{equation*}
g_{21}\left(r_{H}\right)=\left(M\left(w_{20}, \bar{q}\right)+M\left(\bar{q}, w_{20}\right), q^{*}\right)+2\left(M\left(w_{11}, q\right)+M\left(q, w_{11}\right), q^{*}\right) \tag{3.22}
\end{equation*}
$$

Since $\alpha^{\prime}\left(r_{H}\right)>0$ for $\sigma>0,0<\tau<1$ and $s>s_{c}$, the Hopf bifurcation is supercritical or subcritical according to whether $\operatorname{Re} g_{21}\left(r_{H}\right)$ is negative or positive, and we have the following theorem.

Theorem 2. If $\operatorname{Re} g_{21}\left(r_{H}\right) \neq 0$, then assumption (A) of $\S 2$ is satisfied. Furthermore, if $\operatorname{Re} g_{21}\left(r_{H}\right)<0$ then conclusion (a) of Theorem 1 holds, while if $\operatorname{Re} g_{21}\left(r_{H}\right)>0$ then conclusion (b) holds.

If $\operatorname{Re} g_{21}\left(r_{H}\right)=0$ then higher order terms in (5.2) are required to see if $(A)$ is satisfied.

We now illustrate the procedure of finding an explicit expression for $g_{21}\left(r_{H}\right)$ in the case of rolls. For $\Omega=C_{1} \times(0,1)$ in $\mathbb{R}^{2}$ the components of an element $q \in Y$ have Fourier series expansions (see Part I)

$$
\begin{align*}
& q_{1}\left(x_{1}, x_{3}\right)=\sum_{n_{1}=1}^{\infty} q_{1}\left(n_{1}, x_{3}\right) \sin n_{1} \alpha_{1} x_{1}, \\
& q_{3}\left(x_{1}, x_{3}\right)=\sum_{n_{1}=0}^{\infty} q_{3}\left(n_{1}, x_{3}\right) \cos n_{1} \alpha_{1} x_{1},  \tag{3.23}\\
& q_{4}\left(x_{1}, x_{3}\right)=\sum_{n_{1}=0}^{\infty} q_{4}\left(n_{1}, x_{3}\right) \cos n_{1} \alpha_{1} x_{1}, \\
& q_{5}\left(x_{1}, x_{3}\right)=\sum_{n_{1}=0}^{\infty} q_{5}\left(n_{1}, x_{3}\right) \cos n_{1} \alpha_{1} x_{1},
\end{align*}
$$

where $\alpha_{1}=\pi / \sqrt{2}$. Then the eigenvalue problems (3.6) and (3.7) become

$$
\begin{align*}
& \sigma \Delta\left(n_{1}\right) q_{1}\left(n_{1}, x_{3}\right)+\sigma n_{1} \alpha_{1} p\left(n_{1}, x_{3}\right)=i \omega_{0} q_{1}\left(n_{1}, x_{3}\right)  \tag{3.24}\\
& \sigma \Delta\left(n_{1}\right) q_{3}\left(n_{1}, x_{3}\right)-\sigma \frac{d}{d x_{3}} p\left(n_{1}, x_{3}\right)+\sigma r_{H} q_{4}\left(n_{1}, x_{3}\right)-\sigma s q_{5}\left(n_{1}, x_{3}\right)=i \omega_{0} q_{3}\left(n_{1}, x_{3}\right) \\
& \Delta\left(n_{1}\right) q_{4}\left(n_{1}, x_{3}\right)+q_{3}\left(n_{1}, x_{3}\right)=i \omega_{0} q_{4}\left(n_{1}, x_{3}\right) \\
& \tau \Delta\left(n_{1}\right) q_{5}\left(n_{1}, x_{3}\right)+q_{3}\left(n_{1}, x_{3}\right)=i \omega_{0} q_{5}\left(n_{1}, x_{3}\right) \\
& n_{1} \alpha_{1} q_{1}\left(n_{1}, x_{3}\right)+\frac{d}{d x_{3}} q_{3}\left(n_{1}, x_{3}\right)=0 \text { for } x_{3} \in(0,1) \\
& \left.\frac{d}{d x_{3}} q_{1}\left(n_{1}, x_{3}\right)\right|_{x_{3}=0,1}=\left.q_{3}\left(n_{1}, x_{3}\right)\right|_{x_{3}=0,1}=\left.q_{4}\left(n_{1}, x_{3}\right)\right|_{x_{3}=0,1}=\left.q_{5}\left(n_{1}, x_{3}\right)\right|_{x_{3}=0,1}=0
\end{align*}
$$

and
$\sigma \Delta\left(n_{1}\right) q^{*}{ }_{1}\left(n_{1}, x_{3}\right)+\sigma n_{1} \alpha_{1} p^{*}\left(n_{1}, x_{3}\right)=-i \omega_{0} q^{*}{ }_{1}\left(n_{1}, x_{3}\right)$,
$\sigma \Delta\left(n_{1}\right) q^{*}{ }_{3}\left(n_{1}, x_{3}\right)-\sigma \frac{d}{d x_{3}} p^{*}\left(n_{1}, x_{3}\right)+q^{*}{ }_{4}\left(n_{1}, x_{3}\right)+q^{*}{ }_{5}\left(n_{1}, x_{3}\right)=-i \omega_{0} q^{*}{ }_{3}\left(n_{1}, x_{3}\right)$,
$\Delta\left(n_{1}\right) q^{*}{ }_{4}\left(n_{1}, x_{3}\right)+\sigma r_{H} q^{*}{ }_{3}\left(n_{1}, x_{3}\right)=-i \omega_{0} q^{*}{ }_{4}\left(n_{1}, x_{3}\right)$,
$\tau \Delta\left(n_{1}\right) q^{*}{ }_{5}\left(n_{1}, x_{3}\right)-\sigma s q^{*}{ }_{3}\left(n_{1}, x_{3}\right)=-i \omega_{0} q^{*}{ }_{5}\left(n_{1}, x_{3}\right)$,
$n_{1} \alpha_{1} q^{*}{ }_{1}\left(n_{1}, x_{3}\right)+\frac{d}{d x_{3}} q^{*}\left(n_{1}, x_{3}\right)=0 \quad$ for $x_{3} \in(0,1)$,
$\left.\frac{d}{d x_{3}} q^{*}{ }_{1}\left(n_{1}, x_{3}\right)\right|_{x_{3}=0,1}=\left.q^{*}{ }_{3}\left(n_{1}, x_{3}\right)\right|_{x_{3}=0,1}=\left.q^{*}{ }_{4}\left(n_{1}, x_{3}\right)\right|_{x_{3}=0,1}=\left.q^{*}{ }_{5}\left(n_{1}, x_{3}\right)\right|_{x_{3}=0,1}=0$,
for $n_{1}=0,1,2, \cdots$, where $\Delta\left(n_{1}\right)=\left(d / d x_{3}\right)-n_{1}^{2} \alpha_{1}^{2}$ and $p, p^{*}$ are fluid pressures. The pressures can be eliminated, and the equations (3.24), (3.25) can be reduced to single equations for $q_{3}\left(n_{1}, x_{3}\right), q_{3}{ }_{3}\left(n_{1}, x_{3}\right)$ as in Part I. The boundary conditions allow the

Fourier series expansions

$$
\begin{align*}
& q_{3}\left(n_{1}, x_{3}\right)=\sum_{n_{3}=1}^{\infty} q_{3}\left(n_{1}, n_{3}\right) \sin n_{3} \pi x_{3}, \\
& q_{3}^{*}\left(n_{1}, x_{3}\right)=\sum_{n_{3}=1}^{\infty} q_{3}^{*}\left(n_{1}, x_{3}\right) \sin n_{3} \pi x_{3}, \tag{3.26}
\end{align*}
$$

for $n_{1}=0,1,2, \cdots$. Equations (3.24), (3.25) have no nontrivial solutions unless $n_{1}=n_{3}=1$ and we obtain the eigenfunctions in the case of rolls,

$$
\begin{gather*}
q=\left(\begin{array}{c}
-\frac{2 \alpha_{1}}{\pi} \sin \alpha_{1} x_{1} \cos \pi x_{3} \\
\cos \alpha_{1} x_{1} \sin \pi x_{3} \\
\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1} \cos \alpha_{1} x_{1} \sin \pi x_{3} \\
\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1} \cos \alpha_{1} x_{1} \sin \pi x_{3}
\end{array}\right)  \tag{3.27}\\
q^{*}=(\bar{N})^{-1}\left(\begin{array}{c}
-\frac{2 \alpha_{1}}{\pi} \sin \alpha_{1} x_{1} \cos \pi x_{3} \\
\cos \alpha_{1} x_{1} \sin \pi x_{3} \\
\sigma r_{H}\left(\frac{3 \pi^{2}}{2}-i \omega_{0}\right)^{-1} \cos \alpha_{1} x_{1} \sin \pi x_{3} \\
-\sigma s\left(\frac{3 \pi \tau}{2}-i \omega_{0}\right)^{-1} \cos \alpha_{1} x_{1} \sin \pi x_{3}
\end{array}\right) \tag{3.28}
\end{gather*}
$$

where

$$
\begin{equation*}
N=\frac{1}{2} \sqrt{2}\left[3+\sigma r_{H}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-2}-\sigma s\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-2}\right] \tag{3.29}
\end{equation*}
$$

is chosen so that

$$
\left(q, q^{*}\right)=\int_{0}^{1} \int_{0}^{\alpha_{1} / 2 \pi}\left(q_{1} \bar{q}_{1}^{*}+q_{3} \bar{q}_{3}^{*}+q_{4} \bar{q}_{4}^{*}+q_{5} \bar{q}_{5}^{*}\right) d x_{1} d x_{3}=1
$$

We then compute

$$
(\nabla \cdot \underset{\sim}{q}) q=\left(\begin{array}{c}
\alpha_{1} \sin 2 \alpha_{1} x_{1}  \tag{3.30}\\
\frac{\pi}{2} \sin 2 \pi x_{3} \\
\frac{\pi}{2}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1} \sin 2 \pi x_{3} \\
\frac{\pi}{2}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1} \sin 2 \pi x_{3}
\end{array}\right)
$$

and

$$
(\nabla \cdot q) \bar{q}=\left(\begin{array}{c}
\alpha_{1} \sin 2 \alpha_{1} x_{1}  \tag{3.31}\\
\frac{\pi}{2} \sin 2 \pi x_{3} \\
\frac{\pi}{2}\left(\frac{3 \pi^{2}}{2}-i \omega_{0}\right)^{-1} \sin 2 \pi x_{3} \\
\frac{\pi}{2}\left(\frac{3 \pi^{2} \tau}{2}-i \omega_{0}\right)^{-1} \sin 2 \pi x_{3}
\end{array}\right)
$$

Note that $(M(q, q), q)=\left(-\Pi_{0}(\nabla \cdot q) q, q\right)=(-(\nabla \cdot q) q, q)=0$, and similarly $\left(M(q, \bar{q}), q^{*}\right)=0$ since $\int_{0}^{1} \cos \pi x_{3} d x_{3}=0$ and $\int_{0}^{1} \sin \pi \mathrm{x}_{3} \sin 2 \pi x_{3} d x_{3}=0$. This verifies in the case of rolls the assertion following (3.16). For squares and hexagons, the assertion is true for similar reasons. We then solve (3.21) for $w_{20}$ and $w_{11}$ by finding their Fourier coefficients as we did for $q$ and $q^{*}$, and obtain

$$
\begin{align*}
& w_{2}^{0}=\left(\begin{array}{c}
0 \\
0 \\
-\left(4 \pi^{2}+2 i \omega_{0}\right)^{-1}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1} \pi \sin 2 \pi x_{3} \\
-\left(4 \pi^{2} \tau+2 i \omega_{0}\right)^{-1}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1} \pi \sin 2 \pi x_{3}
\end{array}\right),  \tag{3.32}\\
& w_{11}=\left(\begin{array}{c}
0 \\
0 \\
-\left(4 \pi^{2}\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1} \pi \sin 2 \pi x_{3} \\
-\left(4 \pi^{2} \tau\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1} \pi \sin 2 \pi x_{3}
\end{array}\right)
\end{align*}
$$

Finally from (3.22), (3.27), (3.28) and (3.32) we obtain the expression

$$
\begin{align*}
& g_{21}\left(r_{H}\right)=\frac{\sqrt{2} \pi}{2 N}\left\{-\sigma r_{H}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}[ \right. {\left[\left(4 \pi^{2}+2 i \omega_{0}\right)^{-1}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}\right.}  \tag{3.33}\\
&\left.+2\left(4 \pi^{2}\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}\right] \\
&+\sigma s\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}\left[\left(4 \pi^{2}+2 i \omega_{0}\right)^{-1}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}\right. \\
&\left.\left.+2\left(4 \pi^{2}\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}\right]\right\}
\end{align*}
$$

The computations to find $g_{21}\left(r_{H}\right)$ in the cases of squares and hexagons proceed similarly, but are somewhat longer. Here we state only the results: for squares we have

$$
\begin{equation*}
g_{21}\left(r_{H}\right)=\frac{2 \pi^{2}}{N}\langle 3(A+2 B) \tag{3.34}
\end{equation*}
$$

$$
\begin{aligned}
&-\sigma r_{H}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}\left\{4\left(4 \pi^{2}+2 i \omega_{0}\right)^{-1}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}\right. \\
&+8\left(4 \pi^{2}\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1} \\
&+\left(5 \pi^{2}+2 i \omega_{0}\right)^{-1}\left[\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}-A\right]
\end{aligned}
$$

$$
\left.+2\left(5 \pi^{2}\right)^{-1}\left[\operatorname{Re}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}-B\right]\right\}
$$

$$
+\sigma s\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}\left\{4\left(4 \pi^{2} \tau+2 i \omega_{0}\right)^{-1}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}\right.
$$

$$
+8\left(4 \pi^{2} \tau\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}
$$

$$
+\left(5 \pi^{2} \tau+2 i \omega_{0}\right)^{-1}\left[\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}-A\right]
$$

$$
\left.\left.+2\left(5 \pi^{2} \tau\right)-1\left[\operatorname{Re}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}-B\right]\right\}\right\rangle
$$

where

$$
\begin{aligned}
& N=3+\sigma r_{H}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-2}-\sigma s\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-2}, \\
& A=\left[-\left(25 \pi^{2} \sigma+10 i \omega_{0}\right)+\sigma r_{H}\left(5 \pi^{2}+2 i \omega_{0}\right)^{-1}-\sigma s\left(5 \pi^{2} \tau+2 i \omega_{0}\right)^{-1}\right]^{-1} \\
& \cdot\left[3+\sigma r_{H}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}\left(5 \pi^{2}+2 i \omega_{0}\right)^{-1}\right. \\
& \left.-\sigma s\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}\left(5 \pi^{2} \tau+2 i \omega_{0}\right)^{-1}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
B= & {\left[-25 \pi^{2} \sigma+\sigma r_{H}\left(5 \pi^{2}\right)^{-1}-\sigma s\left(5 \pi^{2} \tau\right)^{-1}\right]^{-1} } \\
& \cdot\left[3+\sigma r_{H}\left(5 \pi^{2}\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}-\sigma s\left(5 \pi^{2} \tau\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}\right]
\end{aligned}
$$

while for hexagons
(3.35)

$$
g_{21}\left(r_{H}\right)=\frac{\pi^{2}}{2 N}\left\langle 9 A^{\prime}+3 A^{\prime \prime}+18 B^{\prime}+6 B^{\prime \prime}\right.
$$

$$
\begin{aligned}
-\sigma r_{H}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1} & \left\{24\left(4 \pi^{2}+2 i \omega_{0}\right)^{-1}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}\right. \\
& +48\left(4 \pi^{2}\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1} \\
& +3\left(\frac{9 \pi^{2}}{2}+2 i \omega_{0}\right)^{-1}\left[3\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}-A^{\prime}\right] \\
& +6\left(\frac{9 \pi^{2}}{2}\right)\left[3 \operatorname{Re}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}-B^{\prime}\right]
\end{aligned} \quad \begin{aligned}
& +\left(\frac{11 \pi^{2}}{2}+2 i \omega_{0}\right)^{-1}\left[\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}-A^{\prime}\right] \\
& \left.+2\left(\frac{11 \pi^{2}}{2}\right)^{-1}\left[\operatorname{Re}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}-B^{\prime \prime}\right]\right\}
\end{aligned}
$$

$$
+\sigma s\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}\left\{24\left(4 \pi^{2} \tau+2 i \omega_{0}\right)^{-1}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}\right.
$$

$$
+48\left(4 \pi^{2} \tau\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}
$$

$$
+3\left(\frac{9 \pi^{2} \tau}{2}+2 i \omega_{0}\right)^{-1}\left[3\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}-A^{\prime}\right]
$$

$$
+6\left(\frac{9 \pi^{2} \tau}{2}\right)^{-1}\left[3 \operatorname{Re}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}-B^{\prime}\right]
$$

$$
+\left(\frac{11 \pi^{2} \tau}{2}+2 i \omega_{0}\right)^{-1}\left[\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}-A^{\prime \prime}\right]
$$

$$
\left.\left.+2\left(\frac{11 \pi^{2} \tau}{2}\right)^{-1}\left[\operatorname{Re}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}-B^{\prime \prime}\right]\right\}\right)
$$

where

$$
\begin{aligned}
& N=3+\sigma r\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-2}-\sigma s\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-2}, \\
& A^{\prime}=3 {\left[-9\left(\frac{9 \pi^{2} \sigma}{2}+2 i \omega_{0}\right)+\sigma r_{H}\left(\frac{9 \pi^{2}}{2}+2 i \omega_{0}\right)^{-1}-\sigma s\left(\frac{9 \pi^{2} \tau}{2}+2 i \omega_{0}\right)^{-1}\right]^{-1} } \\
& \cdot\left[3+\sigma r_{H}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}\left(\frac{9 \pi^{2}}{2}+2 i \omega_{0}\right)^{-1}-\sigma s\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}\left(\frac{9 \pi^{2} \tau}{2}+2 i \omega_{0}\right)^{-1}\right], \\
& A^{\prime \prime}= {\left[-\frac{11}{3}\left(\frac{11 \pi^{2} \sigma}{2}+2 i \omega_{0}\right)+\sigma r_{H}\left(\frac{11 \pi^{2}}{2}+2 i \omega_{0}\right)^{-1}-\sigma s\left(\frac{11 \pi^{2} \tau}{2}+2 i \omega_{0}\right)^{-1}\right]^{-1} } \\
& \cdot\left[3+\sigma r_{H}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}\left(\frac{11 \pi^{2}}{2}+2 i \omega_{0}\right)^{-1}-\sigma s\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}\left(\frac{11 \pi^{2} \tau}{2}+2 i \omega_{0}\right)^{-1}\right], \\
& B^{\prime}= {\left[-9\left(\frac{9 \pi^{2} \sigma}{2}\right)+\sigma r_{H}\left(\frac{9 \pi^{2}}{2}\right)^{-1}-\sigma s\left(\frac{9 \pi^{2} \tau}{2}\right)^{-1}\right]^{-1} } \\
& \cdot\left[3+\sigma r_{H}\left(\frac{9 \pi^{2}}{2}\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}-\sigma s\left(\frac{9 \pi^{2} \tau}{2}\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}\right], \\
& B^{\prime \prime}= {\left[-\frac{11}{3}\left(\frac{11 \pi^{2} \sigma}{2}\right)+\sigma r_{H}\left(\frac{11 \pi^{2}}{2}\right)^{-1}-\sigma s\left(\frac{11 \pi^{2} \tau}{2}\right)^{-1}\right]^{-1} } \\
& \cdot\left[3+\sigma r_{H}\left(\frac{11 \pi^{2}}{2}\right)^{-1} \operatorname{Re}\left(\frac{3 \pi^{2}}{2}+i \omega_{0}\right)^{-1}-\sigma s\left(\frac{11 \pi^{2} \tau}{2}\right) \operatorname{Re}\left(\frac{3 \pi^{2} \tau}{2}+i \omega_{0}\right)^{-1}\right]^{-1} .
\end{aligned}
$$

The dependence of $\operatorname{Re} g_{21}\left(r_{H}\right)$ on $\sigma, \tau$ and $s$ does not appear to be obvious from (3.33), (3.34) or (3.35) so we evaluated $\operatorname{Re} g_{21}\left(r_{H}\right)$ numerically. For all four spatially periodic structures-rolls, rectangles, squares and hexagons-the locus of points in $\sigma \tau$ $s$-space where $\operatorname{Re} g_{21}\left(r_{H}\right)=0$ appears to be a two-dimensional surface in the three-dimensional parameter space. If this is true, then for almost all admissible $\sigma, \tau$ and $s$, we have $\operatorname{Re} g_{21}\left(r_{H}\right) \neq 0$ and hence by Theorem 2 either supercritical or subcritical Hopf bifurcations exist.

In Figs. 1-5 we have plotted $\operatorname{Re} g_{21}\left(r_{H}\right)$ as a function of $s$, for several values of $\sigma$ and $\tau$. The values of $\sigma$ and $\tau$ in Figs. 1-4 correspond to those in [5, Fig. 2], and the values of $s$ at which $\operatorname{Re} g_{21}\left(r_{H}\right)=0$ for rolls agree with [5]. In [2], Da Costa et al. give an analytic expression for $\operatorname{Re} g_{21}\left(r_{H}\right)=0$, which also agrees with the results of [5]. The expression was obtained by considering a modal truncation of the full double-diffusive convection equations for rolls, which simplified the computation. However, the center manifold reduction used here provides justification for the validity of the truncation: enough modes were kept in [2] so as not to affect the normal form (3.2) in terms of order $\xi|\xi|^{2}$ or less.

We have also obtained results for squares and hexagons. In Figs. 1-4 the qualitative behavior of $\operatorname{Re} g_{21}\left(r_{H}\right)$ as a function of $s$ for squares and hexagons is similar to the behavior for rolls: for $s$ near $s_{C}, \operatorname{Re} g_{21}\left(r_{H}\right)$ is negative and increasing, and the graph crosses the $s$-axis as $s$ is increased. The exact value of $s$ at which $\operatorname{Re} g_{21}\left(r_{H}\right)=0$ depends on the cellular structure considered. However, by varying $\sigma$ and $\tau$, one can observe


Fig. 1. $\operatorname{Re} g_{21}\left(r_{H}\right)$ as a function of $s$ when $\sigma=1, \tau=10^{-1 / 2}$ for (a) rolls, (b) squares, (c) hexagons.


FIG. 2. $\operatorname{Re} g_{21}\left(r_{H}\right)$ as a function of $s$ when $\sigma=1, \tau=0.1$ for (a) rolls, (b) squares, (c) hexagons.


FIG. 3. Re $g_{21}\left(r_{H}\right)$ as a function of $s$ when $\sigma=10, \tau=0.1$ for (a) rolls, (b) squares, (c) hexagons.


FIG. 4. $\operatorname{Re} g_{21}\left(r_{H}\right)$ as a function of $s$ when $\sigma=7, \tau=1 / 80$ for (a) rolls, (b) squares, (c) hexagons.
different behavior. For example, if the Prandtl number $\sigma$ is decreased as in Fig. 5, where $\sigma=0.001$ and $\tau=0.1$, one sees that for $s$ near $s_{C}, \operatorname{Re} g_{21}\left(r_{H}\right)$ is positive for squares and hexagons, but negative for rolls. Thus, branches of unstable time periodic square and hexagonal convection patterns bifurcate subcritically from the constant gradient solution at $r=r_{H}$, while branches of time periodic rolls bifurcate supercritically.


FIG. 5. $\operatorname{Re} g_{21}\left(r_{H}\right)$ as a function of $s$ when $\sigma=0.001, \tau=0.1$ for (a) rolls, (b) squares, (c) hexagons.

It is possible that when $\operatorname{Re} g_{21}\left(r_{H}\right)$ is positive, the corresponding subcritical branch of unstable solutions may "turn back" at a limit point and the solutions on this branch beyond the limit point may be stable. This was conjectured by [5] for rolls, and the behavior of the modally truncated equations in [2] supports this conjecture. To verify this conjecture near parameter values where $\operatorname{Re} g_{21}\left(r_{H}\right)=0$, one needs to compute the order $\xi|\xi|^{4}$ term in the normal form (3.2).
4. Conclusion. We have proved the existence of nontrivial time periodic solutions of double-diffusive convection equations, for suitable values of the parameters $r, s, \sigma$ and $\tau$. The solutions correspond to time periodic fluid flow in roll-like, rectangular, square and hexagonal convection cell patterns in the layer of fluid. The time periodic solutions bifurcate from the constant gradient solution either supercritically or subcritically, according to whether the sign of the coefficient $\operatorname{Re} g_{21}\left(r_{H}\right)$ is negative or positive. Solutions on a supercritical branch for $r$ near $r_{H}$ are orbitally asymptotically stable with respect to perturbations of the same cellular structure, while the solutions on a subcritical branch for $r$ near $r_{H}$ are unstable. As far as we know, a theory of pattern selection for Hopf bifurcation (which would determine whether solutions on a supercritical branch are also stable with respect to perturbations of a different cellular structure) is not yet available.

We have computed $\operatorname{Re} g_{21}\left(r_{H}\right)$ for rolls, squares and hexagons. For some parameter values, all three cellular structures exhibit similar functional dependence of $\operatorname{Re} g_{21}\left(r_{H}\right)$ on $s$, but as the Prandtl number $\sigma$ is decreased, the behavior of $\operatorname{Re} g_{21}\left(r_{H}\right)$ for squares and hexagons is different than that for rolls.
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# THE GENERALIZED INVERSE OF AN UNBOUNDED LINEAR OPERATOR* 

ROBERT NEFF BRYAN ${ }^{\dagger}$


#### Abstract

Some necessary and some sufficient conditions are given for the existence of the Moore-Penrose generalized inverse of an unbounded linear operator between inner product spaces with an appropriately restricted domain. These results generalize a recent result of W. F. Langford.


1. Introduction. In this paper, we establish results similar to, but more general than, some of those given in a recent paper [1] by W. F. Langford regarding the existence of the Moore-Penrose generalized inverse of a certain unbounded linear operator between inner product spaces. Langford applied his results to a two-point ordinary differential boundary value problem to show that the associated operator has a generalized inverse, and, apparently, chose his assumptions on his operator so that his results would be applicable to the differential operator. Here, we show that his assumptions may be relaxed to some extent to obtain similar results, and we clarify the roles which certain of his assumptions play in the establishing of the results.
2. Notation and assumptions. We begin by listing our notation and stating our assumptions. Let $X$ and $Y$ denote real inner product spaces and $l$ be a linear operator from $X$ and $Y$. Let $D$ be a subspace of $X$. We study the operator $L$ which is $l$ restricted to $D$. We denote the range of $L$ by $R$, the kernel of $l$ by $k$, and the kernel of $L$ by $K$. The spaces of linear (not necessarily continuous) functionals on $X$ and $Y$ are denoted by $X^{*}$ and $Y^{*}$ respectively. The natural imbedding of $X$ into $X^{*}$ (and $Y$ into $Y^{*}$ ) is denoted by $J$ and maps $z \in X$ to $z^{*} \in X$ which satisfies $z^{*}(x)=\langle x, z\rangle$ for $x \in X$, where $\langle\cdot, \cdot\rangle$ is the inner product notation in $X$ (and $Y$ ). We make extensive use of the following sets related to $S \subseteq X$ :

$$
S^{\perp}=\{x \in X:\langle s, x\rangle=0 \text { for } s \in S\}
$$

and

$$
S^{0}=\left\{x^{*} \in X^{*}: x^{*}(s)=0 \text { for } s \in S\right\} .
$$

The following lemma is interesting as it stands as well as useful in the sequel.
Lemma 1. Let $X$ be an inner product space and $S$ be a subspace of $X$. Then
(1) $J\left(S^{\perp}\right)=S^{0}$ implies $S^{\perp \perp}=S$;
(2) if $S^{\perp}$ is finite-dimensional and $S^{\perp \perp}=S$, then $J\left(S^{\perp}\right)=S^{0}$; and
(3) if $S^{0} \subseteq J(X)$, then $J\left(S^{\perp}\right)=S^{0}$.

Proof. (1) We need only show that $S^{\perp \perp} \subseteq S$. For some $t \in S^{\perp \perp}-S$ there is a functional $u \in X^{*}$ for which $u(t)=1$ and $u(s)=0$ for $s \in S$; hence, there exists $\bar{u} \in S^{\perp}$ for which $J(\bar{u})=u$. This implies $\langle\bar{u}, t\rangle=1$ which contradicts that $t \in S^{\perp \perp}$ and $u \in S^{\perp}$.
(2) Clearly, $J\left(S^{\perp}\right) \subseteq S^{0}$. We have, by hypothesis, $X=S \oplus S^{\perp}$. Let $u \in S^{0}$, and consider the restriction of $u$ to $S^{\perp}$. Since $S^{\perp}$ is finite-dimensional, there is a $\bar{u} \in S^{\perp}$

[^13]satisfying $u(x)=\langle\bar{u}, x\rangle$ for $x \in S^{\perp}$. Given an $x=x_{1}+x_{2}, x_{1} \in S, x_{2} \in S^{\perp}, u(x)=u\left(x_{2}\right)$ $=\left\langle\bar{u}, x_{2}\right\rangle=\langle\bar{u}, x\rangle$. Hence, $u=J(\bar{u})$ and $u \in J\left(S^{\perp}\right)$. Thus, $J\left(S^{\perp}\right)=S^{0}$.
(3) The proof is immediate.
3. Main results. First, we review some terminology. The equation $L x=y$ has associated with it the set $S_{y}=\{x \in X:\|L x-y\| \leqq\|L z-y\| ; z \in X\}$ of least squares solutions. The norm is given by the inner product on $Y$. The set $S_{y}$ is convex. If there is a unique point $x^{+}$in $S_{y}$ satisfying $\left\|x^{+}\right\| \leqq\|x\|$ for all $x \in S_{y}$, then $x^{+}$is called the best-least-squares solution (BLSS) of $L x=y$. The operator $L$ is said to have a (Moore-Penrose) generalized inverse, $L^{+}$, if $L x=y$ has a BLSS for every $y$ in $Y$, and, of course, $L^{+} y=x^{+}$.

In order to compare the results which follow with those of Langford in [1], the reader should keep in mind that in the setting of [1], the spaces $k$ (and hence $K$ ) and $R^{\perp}$ are finite-dimensional. The assumptions regarding each of these spaces in this paper are included in each statement of a lemma or theorem which involves it, except Theorem 4 in which $R^{\perp}$ is assumed to be finite-dimensional.

Advantages of considering these slightly more general settings are that some proofs are simplified and the roles that the various assumptions play in the results are made explicit. This enables us to concentrate on the sets of sufficient conditions for the existence of $L^{+}$, each of which includes the completeness of $K$; they appear as the first statement in each of Theorems 1,2, and 3 and in Theorem 4.

The finite-dimensional version of our first main result does not appear in [1], but is hinted at in the proof of Langford's Lemma 1 [1, p. 1085].

Theorem 1. (1) If $R^{\perp}$ and $K$ are complete and $R^{\perp \perp}=R$, then $L^{+}$exists; (2) if $R^{\perp}$ is complete and $L^{+}$exists, then $R^{\perp \perp}=R$.

Proof. (1) Since $R^{\perp}$ is complete, $Y=R^{\perp \perp} \oplus R^{\perp}=R \oplus R^{\perp}$. Hence, $y$, in $Y$, can be written as $y=y_{1}+y_{2}, y_{1} \in R, y_{2} \in R^{\perp}$. The projection theorem implies that $\left\|y-y_{1}\right\|<$ $\|y-z\|$ for all $z \in R-y_{1}$. Letting $x_{1}$ be a solution of $L x=y_{1}$, we see that the inequality implies $\left\|L x_{1}-y\right\| \leqq\|L x-y\|$ for all $x \in D$. Since $K$ is a complete subspace of $X$, we can apply the projection theorem again to obtain unique $m_{0} \in K$ satisfying $\left\|x_{1}-m_{0}\right\| \leqq\left\|x_{1}-m\right\|$ for all $m \in K$. Then $x^{+}=x_{1}-m_{0}$ is the BLSS of $L x=y$. Thus, $L^{+}$ exists.
(2) Let $y \in Y$. There exists a unique $x^{+}=L^{+} u$ which satisfies $\left\|L x^{+}-y\right\| \leqq\|L x-y\|$ for all $x \in D$, so that there is a unique $\bar{y}=L x^{+} \in R$ such that $\|\bar{y}-y\| \leqq\|z-y\|$ for all $z \in R$. Thus, by the alternate form of the projection theorem (see §6), $Y=R \oplus R^{\perp}$. But $Y=R^{\perp} \oplus R^{\perp \perp}$, so that $R^{\perp \perp}=R$.

The following theorem is a generalization of Langford's lemma [1, p. 1085], mentioned above. We note, in particular, that no assumptions are made here on the space $k$. The proof consists of applying Lemma 1 and Theorem 1.

Theorem 2. (1) If $R^{\perp}$ and $K$ are complete and $J\left(R^{\perp}\right)=R^{0}$, then $L^{+}$exists. (2) If $R^{\perp}$ is finite-dimensional and $L^{+}$exists, then $J\left(R^{\perp}\right)=R^{0}$.

The adjoint of $l$, denoted by $l^{*}$, is defined in the usual manner. If $k$, the kernel of $l$, is complete, then $R\left(l^{*}\right)$, the range of $l^{*}$, is the annihilator of $k$; i.e., $R\left(l^{*}\right)=k^{0}$. A proof of this is given in [1, Lemma 8, p. 1094], where only the completeness of $k$ is used, not its finite-dimensionality.

We note that the following result does not depend on the dimensionality of any of the spaces involved.

Lemma 2. (cf. [1, Lemma 2, p. 1086]). (1) $l^{*}\left(R^{0}\right) \subseteq D^{0} \cap k^{0}$; (2) furthermore, if $k$ is complete, then $D^{0} \cap k^{0}=l^{*}\left(R^{0}\right)$.

Proof. (1) Let $u \in l^{*}\left(R^{0}\right), v \in R^{0}$ so that $u=l^{*} v$. Then $u(x)=l^{*} v(x)=v(l x)=0$ for $x \in D$, so $u \in D^{0}$. Clearly $u(x)=0$ for $x \in k$, so $u \in k^{0}$.
(2) For $u \in D^{0} \cap k^{0}, u \in R\left(l^{*}\right)$ so there is a $v \in Y^{*}$ for which $u=l^{*}$. Since $u \in D^{0}$, $l^{*} v(x)=0$ for every $x \in D$. But $l^{*}(v)=v(l x)$ so $v(r)=0$ for every $r \in R$; i.e., $v \in R^{0}$, so $u \in l^{*}\left(R^{0}\right)$. Thus, $D^{0} \cap k^{0} \subset l^{*}\left(R^{0}\right)$. Part (1) yields the equality,

Theorems 3 and 4, below, are generalizations of [1, Thm. 1]. The statements of those theorems indicate the interplay among the various assumptions made on $k, K$, and $R^{\perp}$ which are lost in [1, Thm. 1]. Together with Theorems 1 and 2, above, they provide several sets of necessary conditions and of sufficient conditions for the existence of $L^{+}$.

Theorem 3. (1) If $R^{\perp}, k$, and $K$ are complete and $D^{0} \cap k^{0} \subseteq l^{*}[J(Y)]$, then $L^{+}$ exists.
(2) If $L^{+}$exists, $R^{\perp}$ is finite-dimensional, and $k$ is complete, then $D^{0} \cap k^{0} \subseteq l^{*}[J(Y)]$.

Proof. (1) We have $D^{0} \cap k^{0}=l^{*}\left(R^{0}\right) \subseteq l^{*}[J(Y)]$ by Lemma 2, so that $R^{0} \subseteq J(Y)$, since $l^{*}$ is one-to-one. Thus, $R^{0}=J\left(R^{\perp}\right)$, by Lemma 1, so $L^{+}$exists, by Theorem 2.
(2) We use Lemma 2, Theorem 2, and the fact that $R^{\perp} \subseteq Y$, in turn, to establish that $D^{0} \cap k^{0}=l^{*}\left(R^{0}\right)=l^{*}\left[J\left(R^{\perp}\right)\right] \subset l^{*}[J(Y)]$.

The set $l^{*}[J(Y)]$, which is mentioned in Theorem 3, has an attractive characteriztion, which adds interest to that theorem. The characterization is given in the following remark.

Remark. If $u \in l^{*}[J(Y)]$, then there is a point $y \in Y$ for which $u(x)=\langle l x, y\rangle$ for $x \in X$, and conversely.

Using this result, we see, readily, the following lemma.
Lemma 3. If $D^{0} \subseteq J(k) \oplus l^{*}[J(Y)]$, then $D^{0} \cap k^{0} \subseteq l^{*}[J(Y)]$.
This gives us a sufficient condition on $D$ for the existence of $L^{+}$; viz.,
Corollary (cf. [1, Corollary 1, p. 1086]). If $R^{\perp}, k$, and $K$ are complete and $D^{0} \subseteq J(k) \oplus l^{*}[J(Y)]$, then $L^{+}$exists.
4. A result for $L$ with special domain. In this section we choose a particular type of domain of $L$, essentially the same as that described in [1], and obtain a necessary and sufficient condition for the existence of $L^{+}$.

Let $\left\{f_{1}, f_{2}, \cdots, f_{m}\right\}$ be a linearly independent set in $X^{*}$ and $F$ be the subspace of $X^{*}$ spanned by $f_{1}, \cdots, f_{m}$. Let $D=\{x \in X: f(x)=0$ for all $f \in F\}$. It is easily seen that $D$, given in this way, has finite codimension and that $D^{0}=F$. This implies that $R^{\perp}$ is finite-dimensional and, hence, complete. Thus, for $D$ as given here, we have, from Theorem 3, the following theorem.

Theorem 4. If $k$ and $K$ are complete, then $L^{*}$ exists if and only if $F \cap k^{0} \subseteq l^{*}[J(Y)]$.
5. An example. We include an example to show that Theorem 1 applies in at least one case where Langford's Theorem 1 does not. Let $X_{1}=\left\{a \in l^{2}: a_{n}=0\right.$ for sufficiently large $n\}$ with $l^{2}$ inner product, $X=l^{2} \oplus{ }^{\perp} X_{1}$ with inner product $\left\langle s_{1}+x_{1}, s_{2}+x_{2}\right\rangle$ $=\left\langle s_{1}, s_{2}\right\rangle+\left\langle x_{1}, x_{2}\right\rangle$, and $Y=X_{1}$. Let $T: X_{1} \rightarrow Y$ be defined by $T(a)=T\left[\left(a_{1}, a_{2}, \cdots\right)\right]$ $=\left(a_{1}, 2 a_{2}, 3 a_{3}, \cdots\right)$. Then $T$ is one-to-one but not continuous. Define $l$ by $l(x)=$ $l(s+a)=T(a)$, and let $D=\theta \oplus X_{1}$. Note that $D$ has infinite codimension. Let $L$ be $l$ restricted to $D$. Then $R=Y=X_{1}, R^{\perp}=\{\theta\}$, which is complete, and $R^{\perp \perp}=R$; also, $L$ is not continuous. The kernels, $k=K=l^{2} \oplus \theta$, are infinite-dimensional but complete. Thus, $L$ has a generalized inverse, by Theorem 1.
6. The projection theorem. We include two versions of the projection theorem which were applied in the proof of Theorem 1.

Projection theorem. Let $V$ be an inner product space, $M$ be a subspace of $V$ and $v \in V-M$ and $m_{0} \in M$. Then $\left\|v-m_{0}\right\|<\|v-m\|$ for all $m \in M-m_{0}$ if and only if $v-m_{0}$ $\in M^{\perp}$.

Projection theorem-alternate form. Let $V$ be an inner product space and $M a$ subspace of $V$. Then for every $v \in V$ there exists a unique $m_{0} \in M$ such that $\left\|v-m_{0}\right\| \leqq$ $\|v-m\|$ for all $m \in M$ if and only if $V=M \oplus M^{\perp}$.
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#### Abstract

Inverse problems in wave propagation arise from the physical notion that the response of a mechanical continuum to a specified excitation should reflect the properties of the medium through which the excited waves travel, even though the waves are eventually measured at a remote location. We consider the formal linearization of a simple model inverse problem in several-dimensional wave propagation, in which the density distribution of a linear fluid is to be recovered from its remotely measured response to an incident plane-wave excitation, assuming the sound velocity distribution to be known and constant. We make reasonable choices for norms (error measures), and give simple examples establishing the ill-posed nature of the problem and indicating the mechanism of instability. We then show how the problem may be regularized (rendered well-posed) by the introduction of minimally stringent a priori constraints, motivated by a (crude) approximation to the singular value decomposition of the linearized problem.
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Inverse problems in wave propagation arise from the physical notion that the response of a mechanical continuum to a specified excitation should reflect the properties of the medium through which the excited waves travel, even though the waves are eventually measured at a remote location. All measurement is contaminated by error, and the mathematical structures used to model wave propagation can be regarded only as approximate descriptions of actual physical processes. Therefore, the most important question about these problems (as for many other problems in applied mathematics) is: to what extent does error in data (remote measurement of wave fields) produce error in solution (estimates of mechanical parameters)? This question of stability or condition is also critical for the design of effective numerical algorithms.

In this paper, we address a very simple model inverse problem in several-dimensional wave propagation, by examining its formal linearization. We make (reasonable) explicit choices for norms (error measures) and give simple examples establishing the ill-posed nature of the linearized problem, and indicating the source of the difficulty. We then show how the problem may be rendered well-conditioned (regularized) by imposition of a priori constraints on the mechanical parameters. These constraints are essentially the least stringent possible, and amount to a crude approximation to the singular value decomposition of the linearized problem.

We expect these considerations to apply with some changes to more complex inverse problems of greater practical interest than the simple model problem considered here.

We consider an acoustic medium confined to a half-space $\left\{x \in \mathbb{R}^{n}: x_{n} \geqq 0\right\}$. We assume that the excess pressure $u$ is small, and so is governed approximately by the linear acoustic wave equation

$$
\begin{equation*}
\left(\frac{1}{\rho c^{2}} \partial_{t}^{2}-\nabla \cdot \frac{1}{\rho} \nabla\right) u=0 \tag{1}
\end{equation*}
$$

[^14]where $\rho$ is the density and $c$ the sound velocity; both depend on $x$. We assume that the fluid is initially quiescent, i.e., $u \equiv 0$ for $t \ll 0$, and that the boundary of the fluid is fixed (rigid) except at $t=0$, when it is subject to an impulsive acceleration, uniformly over the entire boundary:
\[

$$
\begin{equation*}
\partial_{x_{n}} u(\cdot, 0, t)=-\delta(t) \tag{2}
\end{equation*}
$$

\]

where we have written $x=\left(x^{\prime}, x_{n}\right), x^{\prime} \in \mathbb{R}^{n-1}$. A final simplifying assumption is that the velocity $c \equiv 1$, so that the rays of geometric acoustics are straight lines.

We take for the data of our problem the excess pressure measured at the boundary $x_{n}=0$. Since the problem (1) is well posed, at least for smooth $\rho$, each distribution of density produces a (hopefully characteristic) response

$$
\mathscr{T}(\rho)=u(\cdot, 0, \cdot)
$$

The inverse problem thus amounts to the study of the functional equation

$$
\begin{equation*}
\mathscr{T}(\rho)=g . \tag{3}
\end{equation*}
$$

Instead of considering (3) directly, we will examine its formal linearization

$$
\begin{equation*}
D \mathscr{T}\left(\rho^{0}\right) \cdot \rho^{1}=g^{1} \tag{4}
\end{equation*}
$$

in which a perturbation $\rho^{1}$ about a reference density distribution $\rho^{0}$ is sought to produce a perturbation $g^{1}$ in the response.

We first give an example which shows that, for reasonable choices of norms (error measures) for $\rho$ and $g$, one or both of $D \mathscr{T}$ and $D \mathscr{T}^{-1}$ are unbounded. This means that:
(i) Depending on choice of norm, either $\mathscr{T}$ is not differentiable, or its derivative is not boundedly invertible, or $D \mathscr{T}$ is not its derivative, or any sensible combination of these circumstances.
(ii) The equation (4) does not in general possess solutions.

Consequently, the only obvious computational option for (3), i.e. some version of Newton's method, is doomed to failure. Problem (3) and (4) must be modified by the introduction of a priori constraints, to restore continuous dependence of $\rho^{1}$ on $g^{1}$. By virtue of (ii), we cannot actually expect to solve (4), so we change it to a least-squares optimization problem with constraint, i.e. we seek to minimize

$$
\begin{equation*}
\left\|D \mathscr{T}\left(\rho^{0}\right) \cdot \rho^{1}-g^{1}\right\|^{2}, \quad \rho^{1} \in \mathscr{\Re} \tag{5}
\end{equation*}
$$

where $\Omega$ is a regularizing set and the norm is an appropriate Hilbert space norm. If the optimization problem (5) is to have stable solutions, an inequality of the form

$$
\begin{equation*}
\left\|\rho^{1}\right\| \leqq C\left\|D \mathscr{T}\left(\rho^{0}\right) \cdot \rho^{1}\right\|, \quad \rho^{1} \in \mathscr{\Re} \tag{6}
\end{equation*}
$$

must hold. The derivation of roughly such an inequality is the main goal of this paper.
The choice of $\Omega$ is important. Unfortunate choices of $\Omega$ may override some information present in the data. We want to choose $\AA$ to correspond roughly to the small singular values of $D \mathscr{T}$ : that is, we want the condition $\rho^{1} \in \mathscr{R}$ to bound a priori the components of $\rho^{1}$ in the singular value decomposition corresponding to small singular values, but leave the other components unbounded. We identify a suitable $\Omega$ below (though our choice is probably suboptimal, as we also discuss).

To complete the picture, and deduce similar results for the nonlinear problem (3), we need to establish that $\mathscr{T}$ is actually differentiable, and that $D \mathscr{T}$ is continuous. These goals can be accomplished by extending the arguments given in our previous paper [12], in which we established that $\mathscr{T}$ is Lipshitz-continuous when the domain $(\rho)$ is metrized with an anisotropic Sobolev norm. The results of [12] are fundamental to those presented here, and we make the same choice of norm for the perturbations $\rho^{1}$ below.

To end this introduction, we note that essentially the same arguments yield similar results for velocity-inversion, a more practically motivated problem in which the sound velocity is to be determined from remote pressure measurements, provided that no caustics occur in the incident wavefront. This restriction is highly unnatural, but the presence of caustics introduces presently unresolved technical difficulties. On the other hand, many authors have discussed (formal aspects of) linearized inverse problems, most often linearized velocity inversion against a homogeneous or stratified back-ground-see for instance [3] and references cited therein. Also, most current dataprocessing methods in seismic exploration for petroleum, nondestructive materials evaluation by ultrasonic probing, ocean acoustics, etc., are based in one way or another on the study of formal linearizations. Some authors have also written on iterative, formal algorithms for the solution of inverse problems of this type-see [8], [9], [10], [11]. For one-dimensional problems, a fair amount about the analytic structure of analogues of $\mathscr{T}$ is known - see [13], [15] and references cited there. In higher dimensions, very little of a nonformal nature seems to have been accomplished.

We introduce some convenient changes in notation: we write: $x \rightarrow(x, z)$, so that $x \in \mathbb{R}^{n-1}, z \in \mathbb{R}^{+}$. We use the notation $\|u\|_{s}$ for the norm of $u \in H^{s}(\Omega)$, suppressing the dependence on the domain $\Omega$. We set

$$
\begin{aligned}
& \partial_{t}=\frac{\partial}{\partial t}, \quad \partial_{z}=\frac{\partial}{\partial z}, \quad D_{k}=\frac{\partial}{\partial x_{k}}, \quad k=1, \cdots, n-1, \\
& \nabla_{x}=\left(D_{1}, \cdots, D_{n-1}\right), \quad \nabla=\left(\nabla_{x}, \partial_{z}\right), \\
& \nabla^{2}=\Delta=\sum_{j=1}^{n-1} \frac{\partial^{2}}{\partial x_{j}^{2}}+\frac{\partial^{2}}{\partial z^{2}}=\Delta_{x}+\frac{\partial^{2}}{\partial z^{2}} .
\end{aligned}
$$

We shall also replace $\rho$ by $\eta^{-1}$ for convenience. Denote by $u$ the solution of (1), i.e.

$$
\begin{align*}
& \left(\partial_{t}^{2}-\Delta-\nabla \log \eta \cdot \nabla\right) u=0, \\
& \partial_{z} u(\cdot, 0, t)=-\delta(t) \\
& u \equiv 0, \quad t \ll 0
\end{align*}
$$

We suppose throughout that $\log \eta \in C^{\infty}\left(\mathbb{R}_{+}^{n}\right)$. It is then standard that $u$ is smooth in the forward light cone $C_{\infty}=\{(x, z, t): t>z>0\}$, and on the boundary (wave front) $\{z=t\}$ undergoes a jump discontinuity determined by the transport equation of geometric optics. Consequently, inside the light cone $u$ solves the characteristic initial/boundary value problem

$$
\begin{align*}
& \left(\partial_{t}^{2}-\Delta-\nabla \log \eta \cdot \nabla\right) u \equiv 0, \\
& \partial_{z} u(\cdot, 0, \cdot) \equiv 0, \quad t>0  \tag{7}\\
& u\left(x, z, z^{+}\right)=\eta(x, 0)^{1 / 2} \eta(x, z)^{-1 / 2}
\end{align*}
$$

Remark. The transport equation breaks down in the presence of caustics, which complicates the extension of the present reasoning to variable-velocity problems.

The characteristic geometry of the wave equation shows that $\{\eta(x, z): z \leqq T\}$ determines $\{u(x, 0, t): t \leqq 2 T\}$. For $\log \eta \in C^{\infty}\left(\mathbb{R}^{n-1} \times[0, T]\right)$ or $C^{\infty}\left(\mathbb{R}_{+}^{n}\right)$ respectively, we define

$$
\begin{aligned}
& \mathscr{T}_{T}(\eta):=u(\cdot, 0, \cdot) \in C^{\infty}\left(\mathbb{R}^{n-1} \times[0,2 T]\right), \\
& \mathscr{T}_{\infty}(\eta):=u(\cdot, 0, \cdot) \in C^{\infty}\left(\mathbb{R}_{+}^{n}\right) .
\end{aligned}
$$

When the value of $T$ is implicit from context, we suppress the subscript, and write $\mathscr{T}_{T}=\mathscr{T}$.

We next formally linearize $\mathscr{T}$. Let $\eta=\eta^{0}+\varepsilon \eta^{1}, u=u^{0}+\varepsilon u^{1}+\cdots$, and substitute in (7). A short calculation yields the perturbational equations

$$
\begin{align*}
& \left(\partial_{t}^{2}-\Delta-\nabla \log \eta^{0} \cdot \nabla\right) u^{1}=\nabla \frac{\eta^{1}}{\eta^{0}} \cdot \nabla u^{0}, \\
& \partial_{z} u^{1}(\cdot, 0, \cdot) \equiv 0  \tag{8}\\
& \bar{u}^{1}=-\frac{1}{2} \eta_{0}^{1 / 2}\left(\eta^{0}\right)^{-3 / 2} \eta^{1}
\end{align*}
$$

where we have used the useful notation $\bar{u}(x, z)=u\left(x, z, z^{+}\right)$. Thus

$$
D \mathscr{T}\left(\eta^{0}\right) \cdot \eta^{1}=u^{1}(\cdot, 0, \cdot) .
$$

To discuss the behavior of $D \mathscr{T}$, we must introduce norms for $\eta^{1}$ and $g^{1}$. For reasons discussed below, we choose the $H^{1}$-norm for $\eta^{1}$, and the Dirichlet norm for $g^{1}$.

We now sketch a pair of examples, based on the geometric optics construction, which show that $D \mathscr{T}(1)$ and $D \mathscr{T}(1)^{-1}$ are both unbounded. A very similar argument is given in $[14, \S 3]$ for the time-like Cauchy problem, so we refer the reader to that paper for details of the estimates.

In fact these examples really concern the relation between initial and boundary values for solution of the wave equation, and express well-known facts. The first example (unboundedness of $D \mathscr{T}^{-1}$ ) shows (essentially) the ill-posedness of the time-like Cauchy problem. The second (unboundedness of $D \mathscr{T}$ ) shows that the boundary values are generally not as smooth as initial data. Perhaps by sharpening the second example, one could show that, in general, one loses exactly the half-derivative suggested by the trace theorem.

The first example also follows trivially from the existence of solutions with singularities along a single ray-see [17]. Presumably the second example could also be derived from a closer examination of the Gaussian beam construction, although the route pursued below (ordinary geometric optics) seems simpler. In both cases the pathology arises from energy propagating along grazing rays.

The simplest reference coefficient to consider is $\eta^{0}=1$, for which

$$
u^{0}(x, z, t)=h(t-z)
$$

where $h$ is the Heaviside unit step function.
For $u^{1}$, obtain the equations for the so-called Born approximation:

$$
\begin{align*}
& \left(\partial_{t}^{2}-\nabla^{2}\right) u^{1}=0, \quad t>z, \\
& \partial_{z} u^{1}(x, 0, t)=0, \quad t>0,  \tag{9}\\
& u^{1}\left(x, z, z^{+}\right)=-\frac{1}{2} \eta^{1}(x, z) .
\end{align*}
$$

For convenience, we temporarily allow $\eta^{1}$ and $u^{1}$ to be complex, with the understanding that only the real parts have significance.

Suppose $\chi$ is a smooth function of bounded support in $\mathbb{R}^{2}$ with unit $L^{2}$ norm, and set

$$
\begin{aligned}
& \eta^{1}(x, z)=\frac{1}{i \omega} \chi(x, z) e^{i \omega(x+z)} \\
& u_{a}^{1}(x, z, t)=\frac{-1}{2 i \omega} \chi(x-z+t, z) e^{i \omega(x+t)} \text { for } t>z
\end{aligned}
$$

In fact, $u_{a}^{1}$ is a horizontally moving monochromatic wave packet, and is an approximate solution of (9) in the sense that

$$
\left(\partial_{t}^{2}-\nabla^{2}\right) u_{a}^{1}=O\left(\frac{1}{\omega}\right)
$$

Also

$$
u_{a}^{1}\left(x, z, z^{+}\right)=-\frac{1}{2} \eta^{1}(x, z) .
$$

If we reflect $u_{a}^{1}$ at the boundary i.e., replace $u_{a}^{1}(x, z, t)$ by $u_{a}^{1}(x, z, t)+u_{a}^{1}(x,-z, t)$, then $u_{a}^{1}$ differs from $u^{1}$, in the energy norm, by $O(1 / \omega)$.

We distinguish two cases. First suppose that the support of $\chi$ is entirely contained in $\{z>0\}$. Then $u_{a}^{1} \equiv 0$, for $z=0$; it follows that there is some sequence of frequencies $\omega_{n} \rightarrow \infty$ for which

$$
\int_{0}^{T} \int_{\mathbb{R}^{n-1}} d x\left\{\left|\partial_{t} u^{1}(x, 0, t)\right|^{2}+\left|\nabla_{x} u^{1}(x, 0, t)\right|^{2}\right\} \rightarrow 0
$$

while

$$
\int d z \int\left|\nabla \eta^{1}\right|^{2} \rightarrow 1
$$

That is, the boundary values of $u^{1}$ can become arbitrarily small in the mean-square sense, even when the derivatives of the coefficient $\eta^{1}$ remain large. Physically, the level surfaces of the oscillatory perturbation $\eta^{1}$ dip at $45^{\circ}$, and reflect the incident vertical rays horizontally. Since for large $\omega$ the field is essentially given by its geometric optics approximation $u_{a}^{1}$, the trace becomes small as $\omega \rightarrow \infty$.

For our second example, we assume that the support of $\chi$ does intersect $\{z=0\}$. We construct a family of $\eta_{\varepsilon}^{1}, u_{a, \varepsilon}^{1}$ depending on another parameter $\varepsilon>0$ as follows:

$$
\begin{aligned}
& \eta_{\varepsilon}^{1}(x, z)=\frac{1}{i \omega} \chi\left(x, \frac{z}{\varepsilon}\right) e^{i \omega(x+z)} \\
& u_{a, \varepsilon}^{1}(x, z, t)=\frac{-1}{2 i \omega} \chi\left(x-z+t, \frac{z}{\varepsilon}\right) e^{i \omega(x+t)}
\end{aligned}
$$

Then

$$
\left(\partial_{t}^{2}-\nabla^{2}\right) u_{a, \varepsilon}^{1}=O\left(\frac{1}{\omega \varepsilon^{2}}\right)
$$

Also

$$
\iint\left|\nabla \eta_{\varepsilon}^{1}\right|^{2} d x d z=O(\varepsilon)+O\left(\frac{1}{\omega^{2} \varepsilon}\right)
$$

Now let $\omega \rightarrow \infty, \varepsilon \rightarrow 0$ in such a way that $\omega \varepsilon^{2} \rightarrow \infty$. Then, as in [14], we can show that for some sequence of values of $\omega, \varepsilon$,

$$
\iint_{0}^{T}\left|\partial_{t} u_{a, \varepsilon}^{1}-\partial_{t} u^{1}\right|_{(z=0)}^{2} d x d t \rightarrow 0
$$

However,

$$
\int d x \int_{0}^{T} d t\left|\partial_{t} u_{a, \varepsilon}^{1}\right|_{(z=0)}^{2}=O(1)
$$

whereas

$$
\iint d x d z\left|\nabla \eta_{\varepsilon}^{1}\right|^{2} \rightarrow 0
$$

This second example shows that $D \mathscr{T}$ itself is unbounded. As the inverse is also unbounded by the first part, no strengthening or weakening of topologies of the domain and range can render both bounded. We shall change the topology in the domain so as to make $D \mathscr{T}$ bounded, then ask for optimal regularization of $D \mathscr{T}^{-1}$.

Note that in both cases, the cause of unboundedness was rapid oscillation of $\eta^{1}$ in the $x$-("horizontal") directions. Therefore it seems reasonable that imposition of additional smoothness in horizontal directions might cure the difficulty, and this is indeed the case.

To state our main results, we shall make use of the spaces $\mathscr{H}_{(m, s)}[7, \S 2.5]$. These are the completions of $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ in the norms $(s \geqq 0)$

$$
\begin{aligned}
& \|u\|_{(m, s)}^{2}=\sum_{j=0}^{m}\left\|\partial_{z}^{j} u\right\|_{(0, s+m-j)}^{2}, \\
& \|u\|_{(0, s)}=\left\|\left(1-\Delta_{x}\right)^{s / 2} u\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} .
\end{aligned}
$$

The following facts are either easy to prove or are stated explicitly in [7, §2.5]:
(I) For any multiindex $\alpha=\left(\alpha^{\prime}, \alpha_{z}\right), D^{\alpha} u \in \mathscr{H}_{(p, t)}$ if $u \in \mathscr{H}_{(m, s)}$ and $|\alpha|<m+s-$ $(p+t), \alpha_{z} \leqq m-p$.
(II) If $m+s>n / 2$ and $m>\frac{1}{2}$, then $\mathscr{H}_{(m, s)} \subset L^{\infty}\left(\mathbb{R}^{n}\right) \cap C^{0}\left(\mathbb{R}^{n}\right)$ (continuous inclusion).
(III) $\left\|\|_{(1, s)}\right.$ is equivalent to the graph norm of $\left(-\Delta_{x}\right)^{s / 2}$, viewed as a densely defined operator on $H^{1}\left(\mathbb{R}^{n}\right)$.
Theorem 1. For $s>(n-1) / 2$, there exists a constant $C>0$ depending on $s, T, n$, $\left\|\log \eta^{0}(\cdot, 0)\right\|_{H^{s+1}\left(\mathbb{R}^{n-1}\right)}$, and $\left\|\log \eta^{1}\right\|_{\mathscr{H}_{(1, s+2)}\left(\mathbb{R}^{n-1} \times[0, T]\right)}$ so that for $\eta^{0}, \eta^{1} \in C^{\infty}\left(\mathbb{R}_{+}^{n}\right)$, $\left\|D \mathscr{T}_{T}\left(\eta^{0}\right) \cdot \eta^{1}\right\|_{1} \leqq C\left\|\eta^{1}\right\|_{(1, s+2)}$. Also for $\eta^{0}, \tilde{\eta}^{0}, \eta^{1} \in C^{\infty}\left(\mathbb{R}_{+}^{n}\right)$,

$$
\left\|D \mathscr{T}_{T}\left(\eta^{0}\right) \cdot \eta^{1}-D \mathscr{T}_{T}\left(\tilde{\eta}^{0}\right) \cdot \eta^{1}\right\|_{1} \leqq C\left\|\log \eta^{0}-\log \tilde{\eta}^{0}\right\|_{(1, s+2)}\left\|\eta^{1}\right\|_{(1, s+2)} .
$$

In particular, $D \mathscr{T}_{T}$ extends to a Lipschitz-continuous map

$$
\begin{gathered}
\log \eta^{0} \rightarrow D \mathscr{T}_{T}\left(\eta^{0}\right) \\
\mathscr{H}_{(1, s+2)}\left(\mathbb{R}^{n-1} \times[0, T]\right) \rightarrow \mathscr{L}\left[\mathscr{H}_{(1, s+2)}\left(\mathbb{R}^{n-1} \times[0, T]\right), H^{1}\left(\mathbb{R}^{n-1} \times[0,2 T]\right)\right] .
\end{gathered}
$$

Suppose $\gamma>0$, and suppose $\Gamma \subset \mathbb{R}_{+}^{n}$ is a closed set for which $\Gamma \cap\left\{z=z_{0}\right\}$ is compact for every $z_{0} \geqq 0$. We call such a $\Gamma$ laterally compact. Define

$$
\begin{aligned}
\mathscr{R}(\gamma, \Gamma)= & \left\{f \in H^{1}\left(\mathbb{R}_{+}^{n}\right): \operatorname{supp} f \subset \Gamma\right. \\
& \text { and for every } \left.T>0,\|f\|_{\mathscr{H}_{(1, s+2)}\left(\mathbb{R}^{n-1} \times[0, T]\right)} \leqq \gamma\|f\|_{H^{1}\left(\mathbb{R}^{n-1} \times[0, T]\right)}\right\} .
\end{aligned}
$$

Remark. An inequality of the above form holds for every $f \in \mathscr{H}_{(1, s+2)}\left(\mathbb{R}_{+}^{n}\right)$ and every $T>0$, but not necessarily with $\gamma$ independent of $T$. Thus this inequality amounts to a strong form of the ban on horizontal oscillation mentioned above. If $f \in H^{1}\left(\mathbb{R}_{+}^{n}\right)$ and $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n-1}\right)$, then $f * \hat{\varphi}$ (convolution in the $x$-variables) obeys an inequality of this form. Also, results entirely analogous to those given here may be formulated for cylinder domains $\Omega \times \mathbb{R}_{+}$, rather than $\mathbb{R}_{+}^{n} \simeq \mathbb{R}^{n-1} \times \mathbb{R}_{+}$, with Dirichlet or Neumann boundary conditions on $\partial \Omega \times \mathbb{R}_{+}$, or any other choice of boundary condition for which various integrations by points in the $x$-variables remain valid. In terms of the eigenfunctions of the ( $n-1$ )-dimensional Laplacian on such a (compact) $\Omega$, an interesting class of subspaces of $H^{1}$ lying inside the regularizing sets $\Omega$ are the $H^{1}$-functions of $z$ with values in finite Fourier series in $x$, although these (linear) subspaces are clearly proper subsets of the conic regularizing sets $\Omega$.

Theorem 2. Suppose $T, \gamma>0$ and $\Gamma \subset \mathbb{R}^{n-1}$ is laterally compact. Then there exists a functional $K: ~ \mathscr{R}(\gamma, \Gamma) \rightarrow \mathbb{R}_{+}$so that
(i) If $\left\{\eta_{j}^{1}\right\} \subset \mathscr{R}(\gamma, \Gamma), \eta_{j}^{1} \rightarrow 0$ weakly in $H^{1}\left(\mathbb{R}_{+}^{n}\right)$, then $K\left(\eta_{j}^{1}\right) \rightarrow 0$.
(ii) There exists $C>0$ depending on $\left\|\log \eta^{0}\right\|_{(1, s+2)}, s, n$, and $T$, for which

$$
\left\|\eta^{1}\right\|_{H^{1}\left(\mathbb{R}^{n-1} \times[0, T]\right)}^{2} \leqq C\left\{\left\|D \mathscr{T}_{T}\left(\eta^{0}\right) \cdot \eta^{1}\right\|_{H^{1}\left(\mathbb{R}^{n-1} \times[0,2 T]\right)}^{2}+K\left(\eta^{1}\right)\right\} .
$$

Remark. The presence of the "compact" functional $K$ on the r.h.s. of the above estimate means that we can only assert that a sufficiently small neighborhood of zero contains finitely many singular values of $D \mathscr{J}$. In particular we cannot rule out zero as a singular value (i.e. nonuniqueness), and therefore have not quite established continuity of the inverse. The best we can do in this direction is summarized in:

Theorem 3. Suppose that $\log \eta^{0} \in \mathscr{H}_{(1, s+2)}\left(\mathbb{R}_{+}^{n}\right) \cap W^{1, \infty}\left(\mathbb{R}_{+}^{n}\right)$, and that $\gamma>0$ and $\Gamma \subset \mathbb{R}_{+}^{n}$ is laterally compact. Then if $\eta^{1} \in \mathscr{R}(\gamma, \Gamma)$ satisfies

$$
D \mathscr{T}_{\infty}\left(\eta^{0}\right) \cdot \eta^{1}=0
$$

it follows that $\eta^{1} \equiv 0$.
Theorem 4. Suppose $\eta^{0}, \gamma, \Gamma$ as above, and define

$$
\mathscr{A}: \mathscr{\Omega}(\gamma, \Gamma) \rightarrow H_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}^{n}\right) \oplus H^{1}\left(\mathbb{R}^{n-1}\right)
$$

by

$$
\mathscr{A} \eta^{1}=\left(D \mathscr{T}_{\infty}\left(\eta^{0}\right) \cdot \eta^{1}, \eta^{1}(\cdot, 0)\right) .
$$

Let $\mathscr{M}$ be a weakly closed subset of

$$
\bigcup_{\gamma^{\prime}>0} \Re\left(\gamma^{\prime}, \Gamma\right)
$$

and let $\mathscr{M}_{\gamma}=\mathscr{M} \cap \Re(\gamma, \Gamma)$, given the topology of $H_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}^{n}\right)$. Then:
(i) The restriction $\mathscr{A}_{\gamma}$ of $\mathscr{A}$ to $\mathscr{M}_{\gamma}$ has closed range.
(ii) $\mathscr{A}_{\gamma}^{-1}$ is continuous on Range $\mathscr{A}_{\gamma}$.

Remarks. 1. It is commonplace in exploration seismology that seismic reflection data give much greater resolution of vertical rock structures than of horizontal variations, at least in the absence of substantial ray bending. As the present problem is a crude, straight-ray version of the seismic problem, the a priori constraint on horizontal derivatives of $\eta^{1}$, implied by $\eta^{1} \in \mathscr{\Omega}$, seems quite natural.
2. Much sharper results are possible via propagation-of-singularities argu-ments-see [16] for such results for the (closely related) timelike Cauchy problem. In particular, the (regularized) dependence of $\eta^{1}$ on the data can be localized by ray-tracing. However, in that case the constants $C$ depend on higher Sobolev norms of $\eta^{0}$ than appear in the above estimates for $\eta^{1}$; the dependence follows from results of Beals and Reed [2]. Such estimates force one to restrict the domain of $\mathscr{T}$ to a relatively compact subset to achieve continuity, whereas the inclusion $\mathscr{H}_{(1, s+2)} \subset H^{1}$ is not compact. Perhaps sharper propagation-of-regularity results would allow one to retain the local dependence property without such stringent regularization.
3. For layered media, i.e. $\eta^{0}, \eta^{1}$ independent of $x$, the inverse problem amounts to the much-studied impedance profile inversion problem, and the statement of Theorem 1 becomes (part of) the statement that $\mathscr{T}$ is a $C^{1}$-diffeomorphism $H^{1}[0, T] \rightarrow H^{1}[0,2 T]$ in that case-see [15]. On the other hand, for topologies much weaker than $H^{1}, \mathscr{T}$ fails even to be continuous-see [6]-or $\mathscr{T}^{-1}$ fails to be continuous-see [1]. This accounts for our restriction to $H^{1}$ and related topologies. Also, rougher media may be approached via homogenization arguments.
4. Theorem 3 asserts uniqueness for the linearized inverse problem for the case $T=\infty$. For $n=1$, a very similar argument yields uniqueness for $T<\infty$. We are prevented from making direct use of the one-dimensional pattern here by the lack of local uniqueness for the time-like Cauchy problem, and instead use a transform argument. The transform argument allows us to appeal to elliptic unique continuation results, but restricts us to the case $T=\infty$. Recently, Paul Sacks has used the full strength of the local part of the proof of Theorem 3, together with a very clever application of Hörmander's uniqueness theorem for the Cauchy problem, to extend Theorem 3 to the case $T<\infty$. Details may be found in [18].
5. The restriction of $\mathscr{A}$ in the statement of Theorem 4 is necessary because the sets $\mathscr{\Omega}(\gamma, \Gamma)$-or indeed their union over $\gamma$-are not weakly closed. An example of a function in the complement in $\mathscr{H}_{(1, s)}\left(\mathbb{R}_{+}^{2}\right)$ of $\cup_{\gamma} \Re(\gamma, \Gamma)$ is

$$
\varphi(x) e^{-z} z^{s+1} \sin \left(x z^{-1}\right)
$$

with $\varphi \in C_{0}^{\infty}(\mathbb{R})$. Such functions may occur as the $\mathscr{H}_{(1, s)}$-weak limits of sequences in $\mathscr{R}(\gamma, \Gamma)$. On the other hand, if we modify the definition of $\Omega$ by requiring uniform integrability in $x$ at infinity, rather than lateral compact support, then the class of uniformly $x$-bandlimited functions

$$
\left\{u \in \mathscr{H}_{(1, s+2)}\left(\mathbb{R}_{+}^{n}\right): \hat{u}(z, \xi)=0 \text { for }|\xi| \geqq \Xi, z \geqq 0\right\}
$$

lies in the union of the modified $\mathscr{\Re}(\gamma)$ 's. Since $\Xi$ is independent of $\gamma$ in this regard and may be chosen as large as desired, perhaps the restriction is not particularly severe. For further discussion see [18], especially §5.

We shall need a number of the results of [12] concerning the relation between $\rho^{0}$ and $u^{0}$, as well as a technical lemma, which we now list:
(IV) ([12, Lemma 1]). Suppose $f \in \mathscr{S}\left(\mathbb{R}^{n}\right), \quad g_{2} \in L^{2}\left(\mathbb{R}^{n}\right), g_{1} \in L^{2}\left(\mathbb{R}^{n}\right) \cap$ $L^{\infty}\left(\mathbb{R}_{z}, L^{2}\left(\mathbb{R}_{x}^{n-1}\right)\right)$, and $s>(n-1) / 2$. Then for some $C=C(s, n)>0$,

$$
\begin{equation*}
\left|\int_{\mathbb{R}} d z \int_{\mathbb{R}^{n-1}} d x f g_{1} g_{2}\right| \leqq C\|f\|_{(0, s)}\left\|g_{2}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \sup _{z \in \mathbb{R}_{z}}\left\|g_{1}(\cdot, z)\right\|_{L^{2}\left(\mathbb{R}_{x}^{n-1}\right)} \tag{10}
\end{equation*}
$$

Moreover, if $f$ is independent of $x_{1}, \cdots, x_{k}$, then the same conclusion holds for $s \geqq \frac{1}{2}(n-k-1)$.
(V) An intermediate result in the proof of [12, Lemma 1] which we shall also need, is: suppose $f \in \mathscr{S}\left(\mathbb{R}^{n}\right), g \in L^{\infty}\left(\mathbb{R}_{z}, L^{1}\left(\mathbb{R}_{x}^{n-1}\right)\right)$. Then

$$
\begin{equation*}
\left|\int d z \int d x f g\right| \leqq C \int d z\|f(\cdot, z)\|_{H^{s}\left(\mathbb{R}_{x}^{n-1}\right)}\|g(\cdot, z)\|_{L^{1}\left(\mathbb{R}_{x}^{n-1}\right)} \tag{11}
\end{equation*}
$$

with $C=C(s, n)>0$.
Similarly,

$$
\begin{equation*}
\int d z \int d x f^{2}|g| \leqq C\|f\|_{(0, s)}^{2} \sup _{z}\|g(\cdot, z)\|_{L^{1}\left(\mathbb{R}^{n-1}\right)} \tag{12}
\end{equation*}
$$

We also require the following Poincaré-style inequality:
(VI) Suppose that $s>(n-1) / 2, \log a(\cdot, 0) \in H^{s+1}\left(\mathbb{R}^{n-1}\right), \log a \in \mathscr{H}_{(1, s+1)}\left(\mathbb{R}^{n-1} \times\right.$ $[0, T]), u(\cdot, 0) \in H^{1}\left(\mathbb{R}^{n-1}\right), u \in H^{1}\left(\mathbb{R}^{n-1} \times[0, T]\right)$. Then for some constant $C>0$ depending on $\|\log a(\cdot, 0)\|_{s},\|\log a\|_{(1, s+1)}, s, n$, and $T$,

$$
\begin{equation*}
\|u\|_{1}^{2} \leqq C\left\{\|\nabla(a u)\|_{0}^{2}+\|u(\cdot, 0)\|_{1}^{2}\right\} \tag{13}
\end{equation*}
$$

Proof of (13). First observe that $a_{-} \leqq a \leqq a_{+}$with $a_{ \pm}$depending on $\|\log a(\cdot, 0)\|_{S}$, $\|\log a\|_{(1, s+1)}$, and $T$.

Next suppose $u(\cdot, 0) \equiv 0$. Then the simplest Poincaré inequality gives

$$
\begin{equation*}
\|a u\|_{1} \leqq C\|\nabla a u\|_{0} \tag{14}
\end{equation*}
$$

Also

$$
\|a u(\cdot, z)\|_{0} \leqq C\|a u\|_{1}, \quad 0 \leqq z \leqq T
$$

So

$$
\begin{align*}
\|u\|_{1}^{2} & =\|u\|_{0}^{2}+\|\nabla u\|_{0}^{2} \leqq a_{-}^{-1}\|a u\|_{0}^{2}+\left\|\nabla\left(a^{-1} \cdot a u\right)\right\|_{0}^{2} \\
& \leqq C\|a u\|_{0}^{2}+2\left\|\left(\nabla a^{-1}\right) a u\right\|_{0}^{2}+2 a_{-}^{-1}\|\nabla a u\|_{0}^{2} \tag{15}
\end{align*}
$$

But

$$
\begin{aligned}
\left\|\left(\nabla a^{-1}\right) a u\right\|_{0}^{2} & =\int_{0}^{T} d z \int d x\left(\nabla a^{-1}\right)^{2}|a u|^{2} \\
& \leqq \int_{0}^{T} d z \int d x\left|a^{-2} \nabla a\right|^{2} \sup _{z}\|a u(\cdot, z)\|_{0}^{2} \leqq C\|a u\|_{1}^{2}
\end{aligned}
$$

which together with (15) gives

$$
\|u\|_{1}^{2} \leqq C\|a u\|_{1}^{2}
$$

Combined with (14) this gives the result for the special case.

In general,

$$
\begin{aligned}
\|u\|_{1} & \leqq\|u(\cdot, 0)\|_{1}+\|u-u(\cdot, 0)\|_{1} \\
& \leqq\|u(\cdot, 0)\|_{1}+C\|\nabla a(u-u(\cdot, 0))\|_{0} \\
& \leqq\|u(\cdot, 0)\|_{1}+C\left\{\|\nabla(a u)\|_{0}+\|\nabla(a u(\cdot, 0))\|_{0}\right\} \\
& \leqq\|u(\cdot, 0)\|_{1}+C\left\{\|\nabla a u\|_{0}+\left\|\nabla_{x} u(\cdot, 0)\right\|_{0}+\|u(\cdot, 0)\|_{0}\right\}
\end{aligned}
$$

where in the last step we have used the estimate (12) with $f=\nabla a$ and $g=|u(\cdot, 0)|^{2}$. Q.E.D.
(VII) The following estimates hold between $u^{0}$ and $\eta^{0}$ (each statement is followed by its reference in [12], of which it is (at most) a minor modification):

$$
\begin{equation*}
\int_{0}^{\min (T, t)} d z \int d x \eta^{0}\left(\left|\partial_{t} u^{0}\right|^{2}+\left|\nabla u^{0}\right|^{2}\right)(x, z, t):=\left\|u^{0}(t)\right\|_{E}^{2} \leqq\left\|\log \eta^{0}\right\|_{1}^{2} \tag{16}
\end{equation*}
$$

(Lemma 2),

$$
\begin{equation*}
\left\|D_{j} u^{0}(t)\right\|_{E} \leqq C\left\|\log \eta^{0}\right\|_{(1, s+1)} \quad(j=1, \cdots, n-1), \tag{17}
\end{equation*}
$$

(Lemma 3, Theorem 1),

$$
\begin{equation*}
\sup _{0 \leqq z \leqq T} \int_{z}^{2 T-z} d t \int d x\left(\left|\partial_{t} u^{0}\right|^{2}+\left|\nabla u^{0}\right|^{2}\right)(x, z, t) \leqq C F\left(\left\|\log \eta^{0}\right\|_{(1, s+1)}, T\right) \tag{18}
\end{equation*}
$$

(Theorem 1),

$$
\begin{equation*}
\left\|D_{k} D_{j} u^{0}(t)\right\|_{E} \leqq C\left\|\log \eta^{0}\right\|_{(1, s+2)} \quad(k, j=1, \cdots, n-1) \tag{19}
\end{equation*}
$$

(Lemma 5, Lemma 6),

$$
\begin{equation*}
\sup _{0 \leqq z \leqq T} \int_{z}^{2 T-z} d t \int d x\left\{\left|\partial_{t} D_{k} u^{0}\right|^{2}+\left|\nabla D_{k} u^{0}\right|^{2}\right\}(x, z, t) \leqq C F\left(\left\|\log \eta^{0}\right\|_{(1, s+2)}, T\right) \tag{20}
\end{equation*}
$$

(Lemma 6).
Here $C$ denotes a constant depending on $s, T$, and $n$, and $F$ is a smooth function of its arguments.

Proof of Theorem 1. We shall establish the first estimate. The second is proved by further arguments of the same sort, following the pattern of the proof of [15, Thm. 2.5]. Therefore we omit the proof of the second statement.

The main tool in the proof of Theorem 1 is the "sideways energy form"

$$
Q(z):=\frac{1}{2} \int_{z}^{2 T-z} d t \int d x\left\{\left|\partial_{t} u^{1}\right|^{2}+\left|\nabla u^{1}\right|^{2}\right\}
$$

A short calculation yields

$$
\begin{align*}
\frac{d}{d z} Q(z)= & -\int_{z}^{2 T-z} d t \int d x\left\{\left(\partial_{t}^{2} u^{1}-\Delta u^{1}\right) \partial_{z} u^{1}+2 \nabla_{x} u^{1} \cdot \partial_{z} \nabla_{x} u^{1}\right\} \\
& -\frac{1}{2} \int d x\left[\left|\nabla \bar{u}^{1}\right|^{2}+\left[\nabla \overline{\bar{u}}^{1}\right]^{2}\right](x, z) \tag{21}
\end{align*}
$$

where $\bar{u}^{1}(x, z)=\bar{u}^{1}(x, z, z)$, as before, and $\overline{\bar{u}}(x, z):=u^{1}(x, z, 2 T-z)$.

Remark. The second term on the r.h.s. in (21) cannot be estimated in terms of $Q$ alone, which reflects the nonhyperbolic nature of the timelike Cauchy problem.

Integrate (21) from $z$ to $T$, make use of the boundary value problem (8) for $u^{1}$, and note that $Q(T)=0$ to obtain

$$
Q(z)=-\int_{z}^{T} d \zeta \int_{\zeta}^{2 T-\zeta} d t \int d x\left\{\nabla \log \eta^{0} \cdot \nabla u^{1} \partial_{z} u^{1}\right.
$$

$$
\begin{align*}
& \left.+\nabla \frac{\eta^{1}}{\eta^{0}} \cdot \nabla u^{0} \partial_{z} u^{1}+2 \nabla_{x} u^{1} \partial_{z} \nabla_{x} u^{1}\right\}(x, \zeta, t)  \tag{22}\\
& +\frac{1}{2} \int_{z}^{T} d \zeta \int d x\left\{\left|\nabla \overline{\bar{u}}^{1}\right|^{2}+\frac{1}{4}\left|\nabla\left[\eta_{0}^{1 / 2}\left(\eta^{0}\right)^{-3 / 2} \eta^{1}\right]\right|^{2}\right\} .
\end{align*}
$$

Estimate the first term on the r.h.s. of (22) using (11): for $s>\eta / 2-1$,

$$
\begin{align*}
& \left|\iiint \nabla \log \eta^{0} \cdot \nabla \eta^{1} \partial_{z} u^{1}\right| \\
& \quad \leqq C \int_{z}^{T} d z\left\|\nabla \log \eta^{0}(\cdot, z)\right\|_{H^{s}\left(\mathbb{R}^{n-1}\right)}\left\|\nabla u^{1} \partial_{z} u^{1}(\cdot, z, \cdot)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}  \tag{23}\\
& \quad \leqq C \int_{z}^{T} \sigma Q
\end{align*}
$$

with

$$
\sigma(z):=\left\|\nabla \log \eta^{0}(\cdot, z)\right\|_{H^{s}\left(\mathbb{R}^{n-1}\right)} .
$$

For the second term, use (10):

$$
\begin{aligned}
& \left|\iiint \nabla \frac{\eta^{1}}{\eta^{0}} \cdot \nabla u^{0} \partial_{z} u^{1}\right| \\
& \quad \leqq C\left\|\nabla \eta^{1}\right\|_{(0, s)}\left(\iiint\left|\partial_{z} u^{1}\right|^{2}\right)^{1 / 2} \sup _{z \leqq \zeta \leqq T}\left\|\nabla u^{0}(\cdot, \zeta, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[\zeta, 2 T-\zeta]\right)} .
\end{aligned}
$$

The first factor is bounded by $\left\|\eta^{1}\right\|_{(1, s+1)}$, the second by $\left(\int_{z}^{T} Q\right)^{1 / 2}$ and the third by $\left\|\eta^{0}\right\|_{(1, s+1)}$, according to (18). So we obtain

$$
\begin{align*}
\left|\iiint \nabla \frac{\eta^{1}}{\eta^{0}} \cdot \nabla u^{0} \nabla_{z} u^{1}\right| & \leqq C\left\|\eta^{1}\right\|_{(1, s+1)}\left(\int_{z}^{T} Q\right)^{1 / 2} \\
& \leqq \frac{1}{2} C\left(\left\|\eta^{1}\right\|_{(1, s+1)}^{2}+\int_{z}^{T} Q\right) . \tag{24}
\end{align*}
$$

To estimate the third term, we require an energy estimate for the tangential derivatives $\nabla_{x} u^{1}$. Define $v_{j}=D_{j} u^{1}, j=1, \cdots, n-1$. Then in $C_{T}:=\left\{(x, z, t): x \in \mathbb{R}^{n-1}\right.$, $0 \leqq z \leqq T, z \leqq t \leqq 2 T-z\}$

$$
\begin{align*}
& \left(\partial_{t}^{2}-\nabla-\nabla \log \eta^{0} \cdot \nabla\right) v_{j}=\nabla D_{j} \frac{\eta^{1}}{\eta^{0}} \cdot \nabla u^{0}+\nabla \frac{\eta^{1}}{\eta^{0}} \cdot \nabla D_{j} u^{0}+\nabla D_{j} \log \eta^{0} \cdot \nabla u^{1}, \\
& \partial_{z} v_{j}(\cdot, 0, \cdot)=0,  \tag{25}\\
& \bar{v}_{j}=-\frac{1}{2} D_{j}\left(\eta_{0}^{1 / 2}\left(\eta^{0}\right)^{-3 / 2} \eta^{1}\right) .
\end{align*}
$$

Multiply the wave equation by $\eta^{0} \partial_{t} v_{j}$ and integrate by parts over $\Omega \cap\{t \leqq \tau\}$ to obtain the energy identity

$$
\begin{align*}
& \iiint_{\Omega \cap\{t \leq \tau\}} \eta^{0}\left(\nabla D_{j} \frac{\eta^{1}}{\eta^{0}} \cdot \nabla u^{0}+\nabla \frac{\eta^{1}}{\eta^{0}} \cdot \nabla D_{j} u^{0}+\nabla D_{j} \log \eta^{0} \cdot \nabla u^{1}\right) \partial_{t} v_{j} \\
&=-\frac{1}{2} \int_{0}^{\min (\tau, T)} d z \int d x \eta^{0}\left|\nabla \bar{v}_{j}\right|^{2}+\frac{1}{2} h(\tau-T) \int_{2 T-\tau}^{T} d z \int d x \eta^{0}\left|\nabla \overline{\bar{v}}_{j}\right|^{2}  \tag{26}\\
&+\frac{1}{2} \int_{0}^{\min (\tau, 2 T-\tau)} d z \int d x \eta^{0}\left\{\left|\partial_{t} v_{j}\right|^{2}+\left|\nabla v_{j}\right|^{2}\right\}(x, z, \tau)
\end{align*}
$$

where $h$ is the Heaviside function. Define $E_{j}(\tau)$ by the last term in (26). Estimate the first two terms on the 1.h.s. of (26) by means of (11):

$$
\begin{aligned}
& \left|\iiint_{\Omega \cap\{t \leqq \tau}\left(\nabla D_{j} \frac{\eta^{1}}{\eta^{0}} \cdot \nabla u^{0}+\nabla \frac{\eta^{1}}{\eta^{0}} \cdot \nabla D_{j} u^{0}\right) \partial_{t} v_{j}\right| \\
& \leqq \leqq\left\{\left\|\eta^{1}\right\|_{(1, s+2)} \sup _{0 \leqq z \leqq T}\left\|\nabla u^{0}(\cdot, z, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[2 T-z]\right)}\right. \\
& \left.\quad \quad+\left\|\eta^{1}\right\|_{(1, s+1)} \sup _{0 \leqq z \leqq T}\left\|\nabla D_{j} u^{0}(\cdot, z, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[z, 2 T-z]\right)}\right\}\left(\int_{\Omega \cap\{t \leqq T\}} \iiint_{t \leq}\left|\partial_{t} v_{j}\right|^{2}\right)^{1 / 2} .
\end{aligned}
$$

The suprema in the above estimate are bounded in terms of $\left\|\eta^{0}\right\|_{(1, s+2)}$ according to (18) and (20). Also, the last factor is the integrated energy. Thus the left-hand side above is bounded by

$$
\begin{align*}
& \leqq C\left(\left\|\eta^{1}\right\|_{(1, s+2)}^{2} \int_{0}^{\tau} E_{j}\right)^{1 / 2}  \tag{27}\\
& \leqq \frac{1}{2} C\left\{\left\|\eta^{1}\right\|_{(1, s+2)}^{2}+\int_{0}^{\tau} E_{j}\right\} .
\end{align*}
$$

Also,

$$
\begin{aligned}
\iiint_{\Omega \cap\{\leqq \tau\}} \mid \nabla D_{j} \log \eta^{0} \cdot & \nabla u^{1} \partial_{t} v_{j} \mid \\
& \leqq C \sup _{0 \leqq z \leqq T}\left\|\nabla u^{1}(\cdot, z, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[z, 2 T-z]\right)} \times\left(\int_{\Omega \cap\{t \leqq \tau\}}\left|\partial_{t} v_{j}\right|^{2}\right)^{1 / 2} .
\end{aligned}
$$

Define $Q^{*}=\sup _{0 \leqq z \leqq T} Q(z)$. Then the above is

$$
\begin{align*}
& \leqq C\left(Q^{*} \int_{0}^{\tau} E_{j}\right)^{1 / 2}  \tag{28}\\
& \leqq \frac{1}{2} C\left(Q^{*}+\int_{0}^{\tau} E_{j}\right) .
\end{align*}
$$

Combine (27), (28), and a slightly rearranged version of (26) to obtain

$$
E_{j}(\tau) \leqq C\left\{\left\|\eta^{1}\right\|_{(1, s+2)}^{2}+Q^{*}+\int_{0}^{\tau} E_{j}\right\}
$$

whence Gronwall's lemma implies

$$
E_{j}(\tau) \leqq C e^{C \tau}\left\{\left\|\eta^{1}\right\|_{(1, s+2)}^{2}+Q^{*}\right\}
$$

Now

$$
\begin{equation*}
\int_{z}^{T} d \zeta \int_{\zeta}^{2 T-\zeta} d t \int d x\left|\nabla \cdot D_{j} u^{2}\right|^{2} \leqq \int_{0}^{2 T} E_{j} \leqq C\left(\left\|\eta^{1}\right\|_{(1, s+2)}^{2}+Q^{*}\right) \tag{29}
\end{equation*}
$$

We also need an energy estimate for $u^{1}$. Multiply the wave equation in (8) by $\eta^{0} \partial_{t} u^{1}$ and integrate by parts over $\Omega \cap\{t \leqq \tau\}$ to obtain

$$
\begin{align*}
\iiint_{\Omega \cap\{\leqq \leqq\}}\left(\nabla \frac{\eta^{1}}{\eta^{0}} \cdot \nabla u^{0}\right) \partial_{t} u^{1}= & -\frac{1}{2} \int_{0}^{\min (\tau, T)} d z \int d x \eta^{0}\left|\nabla \bar{u}^{1}\right|^{2}  \tag{30}\\
& +\frac{1}{2} h(\tau-T) \int_{2 T-\tau}^{T} d z \int d x \eta^{0}\left|\nabla \overline{\bar{u}}^{1}\right|^{2} \\
& +\frac{1}{2} \int_{0}^{\min (\tau, 2 T-\tau)} d z \int d x \eta^{0}\left\{\left|\partial_{t} u^{1}\right|^{2}+\left|\partial u^{1}\right|^{2}\right\}(x, z, \tau)
\end{align*}
$$

Define $E$ to be the last term above, and estimate the l.h.s. as before to obtain

$$
E(\tau) \leqq C\left\{\left\|\eta^{1}\right\|_{(1, s+1)}^{2}+\int_{0}^{\tau} E\right\}
$$

whence

$$
\begin{equation*}
E(\tau) \leqq C e^{C t}\left\|\eta^{1}\right\|_{(1, s+1)}^{2} . \tag{31}
\end{equation*}
$$

Now estimate the third term in (22):

$$
\begin{align*}
& \left|\int_{z}^{T} d \zeta \int_{\zeta}^{2 T-\zeta} d z \int d x\left(\nabla_{x} u^{1} \cdot \nabla_{z} \nabla_{x} u^{1}\right)\right| \\
& \quad \leqq\left(\iiint\left|\nabla_{x} u^{1}\right|^{2} \iiint\left|\partial_{z} \nabla_{x} u^{1}\right|^{2}\right)^{1 / 2} \\
& \quad \leqq\left(\int_{0}^{T} E\right)^{1 / 2}\left(\sum_{j=1}^{n-1} \iiint\left|\left(\nabla \cdot D_{j} u^{1}\right)\right|^{2}\right)^{1 / 2}  \tag{32}\\
& \quad \leqq C\left\|\eta^{1}\right\|_{(1, s+1)}\left(\left\|\eta^{1}\right\|_{(1, s+2)}^{2}+Q^{*}\right)^{1 / 2}
\end{align*}
$$

To estimate the fourth term, note that (30) for $\tau=2 T$ reads

$$
\begin{align*}
& \frac{1}{2} \int_{0}^{T} d z \int d x \eta^{0}\left|\nabla \overline{\bar{u}}^{1}\right|^{2} \\
& \quad=\frac{1}{2} \int_{0}^{T} d z \int d x \eta^{0}\left|\nabla \bar{u}^{1}\right|^{2}+\iiint_{\Omega}\left(\nabla \frac{\eta^{1}}{\eta^{0}} \cdot \nabla u^{0}\right) \partial_{t} u^{1}  \tag{33}\\
& \quad \leqq C\left\{\left\|\eta^{1}\right\|_{1}^{2}+\left\|\eta^{1}\right\|_{(1, s+1)} \sup \left\|\nabla u^{0}(\cdot, z, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[z, 2 T-z]\right)}\left(\iiint_{\Omega}\left|\partial_{t} u^{1}\right|^{2}\right)^{1 / 2}\right\} \\
& \quad \leqq C\left\|\eta^{1}\right\|_{(1, s+1)}^{2}
\end{align*}
$$

using bounds quoted above. Since $\eta^{0}$ is bounded below uniformly by a function of $\left\|\log \eta^{0}\right\|_{(1, s+1)}$, we have estimated the fourth term. In the process, we have estimated the fifth term also:

$$
\begin{equation*}
\int_{0}^{T} d z \int d x\left|\nabla \bar{u}^{1}\right|^{2} \leqq C\left\|\eta^{1}\right\|_{1}^{2} . \tag{34}
\end{equation*}
$$

Now, combining (22), (23), (24), (32), (33), and (34), we have

$$
Q(z) \leqq C\left\{\left\|\eta^{1}\right\|_{(1, s+2)}^{2}+\left\|\eta^{1}\right\|_{(1, s+1)}\left(\left\|\eta^{1}\right\|_{(1, s+2)}^{2}+Q^{*}\right)^{1 / 2}+\int_{z}^{T}(\sigma+1) Q\right\} .
$$

Now Gronwall's inequality implies

$$
Q(z) \leqq C\left\|\eta^{1}\right\|_{(1, s+2)}\left(1+\left(\left\|\eta^{1}\right\|_{1, s+2}^{2}+Q^{*}\right)^{1 / 2}\right), \quad 0 \leqq z \leqq T
$$

Since we can replace $Q(z)$ by $Q^{*}$ on the 1.h.s., it follows immediately that $Q$ is bounded by a function of $\left\|\eta^{1}\right\|_{1, s+2}$ and of course, of $n, s, T$ and $\left\|\log \eta^{0}\right\|_{(1, s+2)}$, which finishes the proof of Theorem 1. For use in the proof of Theorem 3, note that inequality (i) together with (32) implies

$$
\begin{equation*}
E_{j}(\tau) \leqq C_{1} e^{C_{2} t}\left\|\eta^{1}\right\|_{(1, s+2)}^{2} . \tag{35}
\end{equation*}
$$

Q.E.D.

For use in the proof of Theorem 2, we note another obvious consequence:
Corollary 1. (Same hypotheses as Theorem 1.) For $0 \leqq z \leqq T$,

$$
\left\|\nabla_{x} u^{1}(\cdot, z, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[z, 2 T-z]\right)} \leqq C\left\|\eta^{1}\right\|_{(1, s+2)} .
$$

Proof. Integrating (35) from $\tau=0$ to $\tau=2 T$, we see that $\nabla_{x} u^{1}$ has Dirichlet norm in $C_{T}$ bounded by $C\left\|\eta^{1}\right\|_{(1, s+2)}$. By the transport equation its boundary value on $z=t$ is bounded by a similar quantity, so its $L^{2}$ norm, thus its $H^{1}$ norm, in $C_{T}$ is also bounded by $C\left\|\eta^{1}\right\|_{(1, s+2)}$. Now the standard trace theorem implies the result. Q.E.D.

Proof of Theorem 2. The first step is to devise an identity similar to (22), involving an indefinite form: set

$$
P(z)=\frac{1}{2} \int_{z}^{2 T-z} d t \int d x\left\{\left(\partial_{t} u^{1}\right)^{2}+\left(\partial_{z} u^{1}\right)^{2}-\left|\nabla_{x} u^{1}\right|^{2}\right\}
$$

Then a short calculation yields

$$
\begin{align*}
\partial_{z} P(z)= & -\frac{1}{2} \int d x\left\{\left[\left(\partial_{z} \bar{u}^{1}\right)^{2}+\left(\partial_{z} \overline{\bar{u}}^{1}\right)^{2}\right]-\left[\left(\nabla_{x} \bar{u}^{1}\right)^{2}+\left(\nabla_{x} \overline{\bar{u}}^{1}\right)^{2}\right]\right\} \\
& -\int_{z}^{2 T-z} d t \int d x\left\{\nabla \log \eta^{0} \cdot \nabla u^{1}+\nabla\left(\frac{\eta^{1}}{\eta^{0}}\right) \cdot \nabla u^{0}\right\} \partial_{z} u^{1} \tag{36}
\end{align*}
$$

Now

$$
P(z)=Q(z)-2 \int_{z}^{2 T-z} d t \int d x\left|\nabla_{x} u^{1}\right|^{2}
$$

Therefore, integration of (36) from $z=0$ to $z=T$ and some manipulation yields

$$
\begin{aligned}
Q(z)+ & \frac{1}{2} \int_{0}^{z} d \zeta \int d x\left[\left|\nabla \bar{u}^{1}\right|^{2}+\left|\nabla \overline{\bar{u}}^{1}\right|^{2}\right]+\frac{1}{2}\left\|\eta^{1}(\cdot, 0)\right\|_{1}^{2} \\
= & Q(0)+2 \int_{z}^{2 T-z} d t \int d x\left|\nabla_{x} u^{1}\right|^{2}(x, z, t)-2 \int_{0}^{2 T} d t \int d x\left|\nabla_{x} u^{1}\right|^{2}(x, 0, t) \\
& +\int_{0}^{z} d \zeta \int d x\left[\left|\nabla_{x} \bar{u}^{1}\right|^{2}+\left|\nabla_{x} \overline{\bar{u}}^{1}\right|^{2}\right] \\
& -\int_{0}^{z} d z \int_{z}^{2 T-z} d t \int d x\left\{\nabla \log \eta^{0} \cdot \nabla\left(\frac{\eta^{1}}{\eta^{0}}\right) \cdot \nabla u^{0}\right\} \partial_{z} u^{1}+\frac{1}{2}\left\|\eta^{1}(\cdot, 0)\right\|_{1}^{2}
\end{aligned}
$$

Recall that

$$
\bar{u}^{1}=-\frac{1}{2} \eta_{0}^{1 / 2}\left(\eta^{0}\right)^{-3 / 2} \eta^{1}
$$

With $u \rightarrow \eta^{1}$ and $a \rightarrow \frac{1}{2} \eta_{0}^{1 / 2}\left(\eta^{0}\right)^{-3 / 2}$, the Poincaré inequality (13) implies the existence of a constant $C>0$, depending on $\eta_{0}, \eta^{0}$, and $T$, for which

$$
\begin{equation*}
C\left\|\eta^{1}\right\|_{H^{1}\left(\mathbb{R}^{n-1} \times[0, z]\right)}^{2} \leqq \frac{1}{2} \int_{0}^{z} d \zeta \int d x\left|\nabla \bar{u}^{1}\right|^{2}+\frac{1}{2}\left\|\eta^{1}(\cdot, 0)\right\|_{1}^{2} . \tag{38}
\end{equation*}
$$

Now (37) and (38) combine to yield for any $\alpha>0$,

$$
\begin{aligned}
& Q(z)+C_{1} \| \eta^{1} \|_{H^{1}\left(\mathbb{R}^{n-1} \times[0, z]\right)}^{2} \\
& \leqq \\
& \quad Q(0)+2\left\|\nabla_{x} u^{1}(\cdot, z, \cdot)\right\|_{0}^{2}-2\left\|\nabla_{x} u^{1}(\cdot, 0, \cdot)\right\|_{0}^{2} \\
&+\left\|\nabla_{x} \bar{u}^{1}\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[0, z]\right)}^{2}+\left\|\nabla_{x} \overline{\bar{u}}^{1}\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[0, z]\right)}^{2} \\
&\left.+\int_{0}^{z}\left(\sigma+C_{2} \alpha^{-1}\right) Q+\alpha\left\|\nabla \frac{\eta^{1}}{\eta^{0}}\right\|_{\left.\mathscr{H}_{(0, s)}\right)}^{2}+\mathbb{R}^{n-1} \times[0, z]\right)
\end{aligned}+\frac{1}{2}\left\|\eta^{1}(\cdot, 0)\right\|_{1}^{2} .
$$

Since

$$
\left\|\nabla \frac{\eta^{1}}{\eta^{0}}\right\|_{\mathscr{C}_{(0, s)}\left(\mathbb{R}^{n-1} \times[0, z]\right)} \leqq C\left\|\eta^{1}\right\|_{\mathscr{C}_{(1, s+1)}\left(\mathbb{R}^{n-1} \times[0, z]\right)} \leqq C\left\|\eta^{1}\right\|_{H^{1}\left(\mathbb{R}^{n-1} \times[0, z]\right)}
$$

(the last inequality by virtue of $\eta^{1} \in \mathscr{R}(\gamma, \Gamma)$ ), if we choose $\alpha$ small enough we can absorb the next-to-the-last term in (39) into the l.h.s., at the price of decreasing $C_{1}$ somewhat. Now Gronwall's inequality implies

$$
Q(z)+C_{1}\left\|\eta^{1}\right\|_{H^{1}\left(\mathbb{R}^{n-1} \times[0, z]\right)}^{2} \leqq\left\{Q(0)+K\left(\eta^{1}\right)\right\} \exp \int_{0}^{z}\left(\sigma+C_{2} \alpha^{-1}\right)
$$

so $(Q(T)=0)$

$$
\left\|\eta^{1}\right\|_{1}^{2} \leqq C\left\{Q(0)+K\left(\eta^{1}\right)\right\}
$$

where we have defined

$$
\begin{aligned}
K\left(\eta^{1}\right):= & -2\left\|\nabla_{x} u^{1}(\cdot, 0, \cdot)\right\|^{2} \\
& +\sup _{0 \leqq z \leqq T}\left\{\left\|\nabla_{x} \bar{u}^{1}\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[0, z]\right)}^{2}+\left\|\nabla_{x} \overline{\bar{u}}^{1}\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[0, z]\right)}^{2}\right. \\
& \left.+2\left\|\nabla_{x} u^{1}(\cdot, z, \cdot)\right\|_{\left.L^{2}\left(\mathbb{R}^{n-1} \times[z, 2 T-z]\right)\right\}}\right\}+\frac{1}{2}\left\|\eta^{1}(\cdot, 0)\right\|_{1}^{2}
\end{aligned}
$$

It remains to verify the property claimed for $K$. Accordingly suppose $\left\{\eta_{j}^{1}\right\} \subset \mathscr{R}(\gamma, \Gamma)$ with $\eta_{j}^{1} \rightarrow 0$ weakly in $H^{1}\left(\mathbb{R}^{n-1} \times[0, T]\right)$. Then $\left\{\eta_{j}^{1}\right\}$ is bounded in $\mathscr{H}_{(1, s+2)}\left(\mathbb{R}^{n-1} \times[0, T]\right)$ and so has a subsequence converging weakly in $\mathscr{H}_{(1, s+2)}$. Since the (weak) limit must be the same distribution as the (weak) limit in $H^{1}$, the limit is unique $(=0)$; therefore the entire sequence tends weakly to zero in $\mathscr{H}_{(1, s+2)}$. Since $\left\{\eta_{j}^{1}\right\}$ share the same compact support, the supports of the $u_{j}^{1}$ are also contained in the same compact subset of $C_{T}$, and likewise for $\operatorname{supp} \nabla_{x} u^{1}(\cdot, z, \cdot)$ for each $z \in[0, T]$. Now the trace and embedding theorems for Sobolev classes (e.g. [7, Thms. 2.5.6 and 2.2.3]) imply that maps

$$
\begin{aligned}
& \eta^{1} \rightarrow \nabla_{x} \bar{u}^{1}, \\
& \eta^{1} \rightarrow \nabla_{x} \overline{\bar{u}}^{1}, \\
& \eta^{1} \rightarrow \eta^{1}(\cdot, 0), \\
& \eta^{1} \rightarrow \nabla_{x} u^{1}(\cdot, z, \cdot)
\end{aligned}
$$

from $\mathscr{H}_{(1, s+2)}(\Gamma):=\left\{f \in \mathscr{H}_{(1, s+2)} \mathbb{R}^{n-1} \times[0, T]: \operatorname{supp} f \subset \Gamma\right\}$ to $L^{2}\left(\mathbb{R}^{n-1} \times[0, z]\right)$, $L^{2}\left(\mathbb{R}^{n-1} \times[0, z]\right), H^{1}\left(\mathbb{R}^{n-1}\right)$, and $L^{2}\left(\mathbb{R}^{n-1} \times[z, 2 T-z]\right)$ respectively, are compact for each $z \in[0, T]$. We conclude that

$$
\left\|\nabla_{x} u_{j}^{1}(\cdot, 0, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[0,2 T]\right)} \rightarrow 0, \quad j \rightarrow \infty,
$$

and for each $z$,

$$
\begin{aligned}
F_{j}(z):= & \left\|\nabla_{x} \bar{u}_{j}^{1}\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[0, z]\right)}^{2}+\left\|\nabla_{x} \overline{\bar{u}}_{j}^{1}\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[0, z]\right)}^{2} \\
& +2\left\|\nabla_{x} u_{j}^{1}(\cdot, z, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[z, 2 T-z]\right)}^{2} \rightarrow 0, \quad j \rightarrow \infty .
\end{aligned}
$$

We claim that $\left\{F_{j}\right\}$ is uniformly Hölder-continuous with exponent one-half. In fact,

$$
\partial_{z} F_{j}(z)=2 \int_{z}^{2 T-z} d t \int d x \nabla_{x} u_{j}^{i} \cdot \nabla_{x} \partial_{z} u_{j}^{i}
$$

so

$$
\left|F_{j}\left(z_{1}\right)-F_{j}\left(z_{2}\right)\right| \leqq 2\| \| \nabla_{x} u_{j}^{1}\| \|\left\|\nabla_{x} \partial_{z} u_{j}^{1}\right\| \|
$$

(where the norms are $L^{2}\left(C_{T} \cap\left\{z_{1} \leqq z \leqq z_{2}\right\}\right)$ ). But $\left\|\nabla_{x} u_{j}^{1}\right\|_{H^{1}\left(C_{T}\right)}$ is bounded by $C\left\|\eta_{j}^{1}\right\|_{(1, s+2)}$; hence uniformly in $j$, as is $\left\|\nabla_{x} u_{j}^{1}(\cdot, z, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[z, 2 T-z]\right.}, 0 \leqq z \leqq T$ (Corollary 1), and

$$
\left\|\left\|\nabla_{x} u_{j}^{1}\right\|\right\| \sqrt{\left(z_{2}-z_{2}\right)} \sup _{z_{1} \leqq z \leqq z_{2}}\left\|\nabla_{x} u_{j}^{1}(\cdot, z, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[z, 2 T-z]\right)}
$$

$$
\left|F_{j}\left(z_{1}\right)-F_{j}\left(z_{2}\right)\right| \leqq C\left|z_{1}-z_{2}\right|^{1 / 2}
$$

with $C$ independent of $j$.
Now let $\varepsilon>0$, and let $\left\{z_{k}\right\}_{k=0}^{N}$ be an ordered partition of $[0, T]$ with

$$
\max \left(z_{k}-z_{k-1}\right)<\varepsilon^{2} .
$$

By the pointwise result derived earlier, for some $J \in \mathbb{N}, j \geqq J$ implies

$$
F_{j}\left(z_{k}\right)<\varepsilon, \quad k=0, \cdots, N .
$$

On the other hand, if $z \in\left[z_{k}, z_{k+1}\right)$,

$$
\left|F_{j}(z)\right| \leqq\left|F_{j}\left(z_{k}\right)\right|+\left|F_{j}\left(z_{k}\right)-F_{j}(z)\right| \leqq(1+C) \varepsilon .
$$

Since $\varepsilon$ is arbitrary, we have established that $F_{j} \rightarrow 0$ uniformly in $[0, T]$. Since

$$
K\left(\eta_{j}^{1}\right)=-2\left\|\nabla_{x} u^{1}(\cdot, 0, \cdot)\right\|_{0}^{2}+\frac{1}{2}\left\|\eta^{1}(\cdot, 0)\right\|_{1}+\left\|F_{j}\right\|_{C U^{0}[0, T]},
$$

the theorem is proved. Q.E.D.
Proof of Theorem 3. We begin by establishing a local uniqueness result.
The hypotheses imply that, for any $T>0, Q(0)=0$. Now integrate (21) from 0 to $z$ to obtain

$$
\begin{align*}
& Q(z)+\frac{1}{2} \int_{0}^{z} d \zeta \int d x\left|\nabla \bar{u}^{1}\right|^{2}(x, \zeta) \\
& \qquad \begin{array}{l}
\leqq \\
0
\end{array} \int_{\zeta}^{2 T-\zeta} d t \int d x\left\{2\left|\nabla_{x} u^{1} \cdot \nabla_{x} \partial_{z} u^{1}\right|\right.  \tag{40}\\
& \\
& \left.\quad+\left|\nabla \log \eta^{0} \cdot \nabla u^{1} \partial_{z} u^{1}\right|+\left|\nabla \frac{\eta^{1}}{\eta^{0}} \cdot \nabla u^{0} \partial_{z} u^{u}\right|\right\} .
\end{align*}
$$

From (35),

$$
\iiint_{\Omega}\left|\nabla_{x} \partial_{z} u^{1}\right|^{2} \leqq C\left\|\eta^{1}\right\|_{(1, s+2)}^{2} .
$$

(For the moment, $\left\|\eta^{1}\right\|_{(1, s+2)}=\left\|\eta^{1}\right\|_{\mathscr{H}_{(1, s+2)}\left(\mathbb{R}^{n-1} \times[0, T]\right.}$, etc.). Therefore, for any $\alpha>0$,

$$
\int_{0}^{z} d \zeta \int_{\zeta}^{2 T-\zeta} d t \int d x\left|\nabla_{x} u^{1} \cdot \nabla_{x} \partial_{z} u^{1}\right|
$$

$$
\begin{align*}
& \leqq C\left\|\eta^{1}\right\|_{(1, s+2)}\left(\int_{0}^{z} d \zeta \int_{\zeta}^{2 T-\zeta} d t \int d x \mid \nabla_{x} u^{1} \|^{2}\right)^{1 / 2}  \tag{41}\\
& \leqq C\left(\alpha\left\|\eta^{1}\right\|_{(1, s+2)}^{2}+\alpha^{-1} \int_{0}^{z} Q\right) .
\end{align*}
$$

The second term is estimated as in (23):

$$
\begin{equation*}
\int_{0}^{z} d z \int_{\zeta}^{2 T-\zeta} d t \int d x\left|\nabla \log \eta^{0} \cdot \nabla u^{1} \cdot \partial_{z} u^{1}\right| \leqq C \int_{0}^{z} \sigma Q . \tag{42}
\end{equation*}
$$

The third term is estimated as in (24):

$$
\begin{equation*}
\int_{0}^{z} d \zeta \int_{\zeta}^{2 T-\zeta} d t \int d x\left|\nabla \frac{\eta^{1}}{\eta^{0}} \cdot \nabla u^{0} \partial_{z} u^{1}\right| \leqq C\left(\alpha\left\|\eta^{1}\right\|_{(1, s+2)}^{2}+\alpha^{-1} \int_{0}^{z} Q\right) \tag{43}
\end{equation*}
$$

The upshot of (40), (41), (42), and (43) is

$$
Q(z)+\frac{1}{2} \int_{0}^{z} d \zeta \int d x\left|\nabla\left[\eta_{0}^{1 / 2}\left(\eta^{0}\right)^{-3 / 2} \eta^{1}\right]\right|^{2} \leqq C\left\{\alpha\left\|\eta^{1}\right\|_{(1, s+2)}^{2}+\int_{0}^{z}\left(\sigma+\alpha^{-1}\right) Q\right\}
$$

Consequently,

$$
Q(z)+\frac{1}{2} \int_{0}^{z} d \zeta \int d x\left|\nabla\left[\eta_{0}^{1 / 2}\left(\eta^{0}\right)^{-3 / 2} \eta^{1}\right]\right|^{2} \leqq C \alpha\left\|\eta^{1}\right\|_{(1, s+2)}^{2} \exp \left[C \int_{0}^{z}\left(\sigma+\alpha^{-1}\right)\right]
$$

Estimate the Dirichlet integral on the 1.h.s. from below by means of the Poincare inequality (13), as in the proof of the previous theorem, and replace $\left\|\eta^{1}\right\|_{(1, s+2)}=$ $\left\|\eta^{1}\right\|_{\mathscr{C}_{(1, s+2)}\left(\mathbb{R}^{n-1} \times[0, T]\right)}$ by $C_{0}\left\|\eta^{1}\right\|_{1}$, as we can since $\eta^{1} \in \mathscr{R}\left(\gamma, \mathbb{R}_{+}^{n}\right)$. The upshot is

$$
\begin{equation*}
C_{1}\left\|\eta^{1}\right\|_{1}^{2} \leqq e^{C_{2} T / \alpha} \exp \left[C_{2} \int_{0}^{T} \sigma\right] C_{3} \alpha\left\|\eta^{1}\right\|_{1}^{2} . \tag{44}
\end{equation*}
$$

If $\alpha$ is sufficiently small, and $T=0(\alpha)$, then

$$
\begin{equation*}
e^{C_{2} T / \alpha} \exp \left[C_{2} \int_{0}^{T} \sigma\right] C_{3} \alpha<C_{1}, \tag{45}
\end{equation*}
$$

whence $\left\|\eta^{1}\right\|_{1}=0$ from (44), i.e.: $\eta^{1} \equiv 0$ in $\mathbb{R}^{n-1} \times[0, T]$ for some (small) $T>0$.
Now we shall show that, in fact, $u^{1} \equiv 0$ in $\mathbb{R}^{n-1} \times[0, T] \times \mathbb{R}^{+}$. It will follow that the Cauchy data for $u^{1}$ vanish on $\{z=T\}$, so we can repeat the above argument to show that $\eta^{1}$ vanishes on a somewhat larger interval. The constants in (45) depend only on $\left\|\log \eta^{0}\right\|_{(1, s+2)}, s$, and $n$, and $T$, are smooth functions of $T$ near $T=0$. Therefore, the thickness $\delta T$ of the slab $\{T \leqq z \leqq T+\delta T\}$ in which we conclude $\eta^{1} \equiv 0$, provided $\eta^{1} \equiv 0$ in $\{0 \leqq z \leqq T\}$, is bounded below independently of $T$. Thus for any $T>0$, finitely many repetitions of this "continuation" procedure yield $\eta^{1} \equiv 0$ on $\{0 \leqq z \leqq T\}$, and so we may conclude $\eta^{1} \equiv 0$, which finishes the proof modulo proof of the claim.

Remark. For $n=1$, this procedure yields uniqueness up to $z=T$ where Cauchy data for $u^{1}$ on $\{z=0\}$ are required to vanish only on $\{0 \leqq t \leqq 2 T\}$ (see [15, proof of Theorem 2.8]), because of local uniqueness in the time-like Cauchy problem for $n=1$. Local uniqueness in the time-like Cauchy problem for the wave operator modulo lower-order terms no longer holds for $n>1$, as a consequence of a theorem of Hörmander [7, Thm. 8.9.4]. Consequently we must require that the Cauchy data vanish globally in order to carry out the "continuation" step.

To show that $u^{1} \equiv 0$ for $0 \leqq z \leqq T$, recall the estimates (31) and (35) for the energy of $u^{1}$ and $\nabla_{x} u^{1}$ :

$$
\begin{aligned}
& E(t) \leqq C_{1} e^{C_{2} t}\left\|\eta^{1}\right\|_{(1, s+1)}^{2} \\
& E_{j}(t) \leqq C_{3} e^{C_{2} t}\left\|\eta^{1}\right\|_{(1, s+2)}^{2}, \quad j=1, \cdots, n
\end{aligned}
$$

Since $u^{1} \equiv 0$ on $z=0$, it actually follows that

$$
\begin{aligned}
& \left\|u^{1}(\cdot, \cdot, t)\right\|_{H^{1}\left(\mathbb{R}^{n-1} \times[0, t]\right)}^{2}+\left\|\partial_{t} u^{1}(\cdot, \cdot, t)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[0, t]\right)}^{2} \\
& \quad+\left\|\nabla_{x} u^{1}(\cdot, \cdot, t)\right\|_{H^{1}\left(\mathbb{R}^{n-1} \times[0, t]\right)}^{2}+\left\|\partial_{t} \nabla_{x} u^{1}(\cdot, \cdot, t)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times[0, t]\right)}^{2}
\end{aligned}
$$

grows exponentially in $t$. Note that the proof of the local result above actually shows that $u^{1} \equiv 0$ in $\{0 \leqq z \leqq T, z \leqq t \leqq 2 T-z\}$. Thus $u^{1}(\cdot, \cdot, t)$ is actually of class $H^{1}$ in the full cylinder $\mathbb{R}^{n-1} \times[0, T]$ for $0 \leqq t \leqq \infty$, as is $\nabla_{x} u^{1}$. Furthermore, the local $H^{1}$ norms in $\mathbb{R}^{n-1} \times[0, t]$ a fortiori grow at exponential rate $C_{2}$. Therefore the Laplace transform $\tilde{u}^{1}(x, z, s)$ exists for $s>C_{2}$, and satisfies

$$
\begin{align*}
& \tilde{u}^{1}(\cdot, \cdot, s) \in H^{1}\left(\mathbb{R}^{n-1} \times[0, t]\right),  \tag{46a}\\
& \nabla_{x} \tilde{u}^{1}(\cdot, \cdot, s) \in H^{1}\left(\mathbb{R}^{n-1} \times[0, t]\right),  \tag{46b}\\
& \left(s^{2}-\nabla^{2}-\nabla \log \eta^{0} \cdot \nabla\right) \tilde{u}^{1} \equiv 0, \quad \text { in } \mathbb{R}^{n-1} \times[0, t],  \tag{46c}\\
& \tilde{u}^{1}=\partial_{z} \tilde{u}^{1} \equiv 0 \quad \text { on }\{z=0\}, \quad C_{2}<s<\infty . \tag{46d}
\end{align*}
$$

Since we have assumed $\nabla \log \eta^{0} \in L^{\infty}\left(\mathbb{R}_{+}^{n}\right)$, it follows from (46b) and (46c) that $\partial_{z} \tilde{u}^{1} \in$ $H^{1}\left(\mathbb{R}^{n-1} \times[0, T]\right)$; hence $\tilde{u}^{1} \in H^{2}\left(\mathbb{R}^{n-1} \times[0, t]\right)$. Therefore, we can extend $\tilde{u}^{1}$ by zero to negative $z$ with $\tilde{u}^{1}$ remaining in $H_{\text {loc }}^{2}$. We are now in position to apply [7, Thm. 8.9]. It is easy to check that any plane is strongly pseudoconvex with respect to the principal part $-\nabla^{2}$ of the operator on the 1.h.s. of (46c). Therefore, $\tilde{u}^{1}$ vanishes in $0 \leqq z \leqq T$, and by uniqueness of the Laplace transform, so does $u^{1}$.

As noted above, this finishes the proof of Theorem 3. Q.E.D.
Proof of Theorem 4. The assertion of the theorem is equivalent to the following:
Suppose $\log \eta^{0} \in \mathscr{H}_{(1, s+2)}\left(\mathbb{R}_{+}^{n}\right), \cap W_{\text {loc }}^{1, \infty}\left(\mathbb{R}_{+}^{n}\right),\left\{\eta_{j}^{1}\right\} \subset \mathscr{M}_{\gamma}, \eta_{j}^{1}(\cdot, 0) \rightarrow 0$ in $H^{1}\left(\mathbb{R}^{n-1}\right)$, and $D \mathscr{T}_{\infty}\left(\eta^{0}\right) \cdot \eta_{j}^{1} \rightarrow 0$ in $H_{\text {loc }}^{1}\left(\mathbb{R}_{+}^{n}\right)$. Then $\eta_{j}^{1} \rightarrow 0$ in $H_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}^{n}\right)\left(\right.$ hence in $\left.\mathscr{H}_{(1, s+2)_{\text {loc }}}\left(\mathbb{R}_{+}^{n}\right)\right)$.

Since $\mathscr{R}(\gamma, \Gamma) \subset H^{1}\left(\mathbb{R}_{1}^{n}\right)$, it does no harm to assume $\left\{\eta_{j}^{1}\right\}$ bounded in $H^{1}$, hence (passing to a subsequence) weakly convergent in $H_{\text {loc }}^{1}$. Since $\mathscr{\Omega}(\gamma, \Gamma) \subset \mathscr{H}_{(1, s+2)}\left(\mathbb{R}_{+}^{n}\right)$ also, we can as well assume $\left\{\eta_{j}^{1}\right\}$ bounded and weakly convergent in $\mathscr{H}_{(1, s+2) \text {, loc }}$. Since $\mathscr{H}_{(1, s+2)}$ is stronger than $H_{\text {loc }}^{1}$, the weak limit is unique; denote by $\eta_{\infty}^{1}$ the weak limit. Now Theorem 1 implies

$$
D \mathscr{T}_{T}\left(\eta^{0}\right) \eta_{\infty}^{1}=w-\lim D \mathscr{T}_{T}\left(\eta^{0}\right) \eta_{j}^{1}=0
$$

for any $T>0$, so $D \mathscr{T}_{\infty}\left(\eta^{0}\right) \eta_{\infty}^{1}=0$. Also, the hypothesis on $\mathscr{M}$ implies that $\eta_{\infty}^{1} \in \mathscr{M}$; hence $\eta_{\infty}^{1} \in \mathscr{\Re}\left(\gamma^{\prime}, \Gamma\right)$ for some $\gamma^{\prime}>0$. It follows immediately from Theorem 3 that $\eta_{\infty}^{1}=0$. Since $\left\{\eta_{j}^{1}\right\} \rightarrow 0$ weakly in $H^{1}\left(\mathbb{R}_{+}^{n}\right)$, a fortiori $\left\{\eta_{j}^{1}\right\} \rightarrow 0$ weakly in $H^{1}\left(\mathbb{R}^{n-1} \times[0, T]\right)$ for each $T>0$. Also, since $\Gamma \cap\left(\mathbb{R}^{n-1} \times[0, T]\right)$ is compact, and thus $\operatorname{supp}\left(D \mathscr{T}_{\infty}\left(\eta^{0}\right) \cdot \eta_{j}^{1}\right)$ $\cap\left(\mathbb{R}^{n-1} \times[0, T]\right)$ is compact, uniformly in $j$, convergence to zero of $D \mathscr{T}_{\infty}\left(\eta^{0}\right) \cdot \eta_{j}^{1}$ in $H_{\text {loc }}^{1}$ implies convergence to zero of $D \mathscr{T}_{T}\left(\eta^{0}\right) \cdot \eta_{j}^{1}$ in $H^{1}\left(\mathbb{R}^{n-1} \times[0, T]\right)$. We conclude from Theorem 2 that $\eta_{j}^{1} \rightarrow 0$ strongly in $H^{1}\left(\mathbb{R}^{n-1} \times[0, T]\right)$. Since $T$ is arbitrary, the proof is complete. Q.E.D.

Remark. A number of Soviet mathematicians have derived uniqueness and continuous dependence results for inverse problems of hyperbolic partial differential equations, under the assumptions that the coefficients may be expressed as finite sums

$$
\eta(x, z)=\sum a_{i}(z) \varphi_{i}(x)
$$

the $\varphi_{i}$ being some prescribed (smooth) functions of $x$. (See, for instance, V. G. Jahno, Uniqueness theorem for an inverse problem for a hyperbolic partial differential equation, Differential Equations, 13 (1977), pp. 544-551.) Note that the coefficients in this class belong to the regularizing set $\mathscr{\Re}(\gamma, \Gamma)$ for suitable $\gamma, \Gamma$. Thus, these results seem to be related to those presented here.
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# A NONLINEAR INTEGRAL OPERATOR ARISING FROM A MODEL IN POPULATION GENETICS IV. CLINES* 

ROGER LUI ${ }^{\dagger}$


#### Abstract

We study the existence, uniqueness and stability properties of solutions to the integral equation $\phi=Q[\phi]$ with $\phi(-\infty)=1, \phi(\infty)=0$. Here $Q[u](x)=\int K(x-y) g(y, u(y)) d y$ is defined on functions bounded between 0 and $1, K$ is a probability density function and $g(x, u)=\left[s(x) u^{2}+u\right] /\left[1+s(x) u^{2}+\right.$ $\sigma(x)(1-u)^{2}$ ] according to a population genetics model. The hypotheses on $g$ are based on the biological assumption that the homozygotes, that is individuals with genotypes $A A$ or $a a$, are best fit to survive near opposite ends of the one-dimensional habitat.


1. Introduction. In the first section of [13] a population genetics model was formulated that describes the change in gene fractions over successive generations of a population living in a homogeneous one-dimensional habitat. The model took selection and migration into account and resulted in a recursion of the form

$$
\begin{equation*}
u_{n+1}=Q\left[u_{n}\right] \tag{1.1}
\end{equation*}
$$

where $u_{n}(x)$ is the gene fraction of the population at location $x$ in the $n$th generation. The operator

$$
\begin{equation*}
Q[u](x)=\int K(x-y) g(y, u(y)) d y \tag{1.2}
\end{equation*}
$$

is defined on the set of functions $\mathscr{C}=\{u: 0 \leqq u \leqq 1, u$ piecewise continuous $\}$.
In the model, the selection process is described by a function $g: \mathbb{R} \times[0,1] \rightarrow[0,1]$, where

$$
\begin{equation*}
g(x, u)=\frac{s(x) u^{2}+u}{1+s(x) u^{2}+\sigma(x)(1-u)^{2}} . \tag{1.3}
\end{equation*}
$$

Migration on the other hand is described by a probability density function $K$.
The formula (1.3) was arrived at under several severe restrictions, among which is the fact that fitnesses of the three genotypes $A A, A a$ and $a a$ present in the population have to be in the ratio $1+s: 1: 1+\sigma$. In actual situations, the difference between these fitnesses is usually small.

Equation (1.1) has so far been studied only when $s \geqq \sigma$ are constants ( $g$ independent of $x$ ). The case $s>0>\sigma$ and $s \geqq \sigma>0$ are considered in the papers [10], [11] and [12], [13] respectively. The case $0>s \geqq \sigma$ is essentially the same as that of $s>0>\sigma$. It has also been mentioned in these papers that our model came as an improvement of a similar model proposed by R. A. Fisher in 1937 [6].

Fisher came up with the nonlinear diffusion equation $u_{t}=u_{x x}+f(u)$. This equation has received a lot of attention lately (see references in [13]). Our results in [10] through [13] agreed to a remarkable extent with those obtained for Fisher's equation. Not surprisingly, the results in this paper are in line with those in [4] and [18]. Judging from what is known, it is clear that the qualitative picture of the solutions is independent of the details of the modelling and therefore has much biological interest.

[^15]The purpose of this paper is to study (1.1) without assuming that $s$ and $\sigma$ are constants. We assume however that individuals of genotype $A A$ are more fit to survive in the far left region of the habitat while the same is true for genotype $a a$ in the far right. In terms of $s$ and $\sigma$, we assume

$$
\begin{align*}
& \text { There exists } N>0 \text { such that } s(x) \geqq \sigma(x), s(x)>0  \tag{1.4}\\
& \text { for } x \leqq-N \text { and } s(x) \leqq \sigma(x), \sigma(x)>0 \text { for } x \geqq N \text {. }
\end{align*}
$$

We also assume that none of the homozygotes is lethal. That is to say,

$$
\begin{equation*}
1+s(x)>0, \quad 1+\sigma(x)>0 \quad \text { in } \mathbb{R} \tag{1.5}
\end{equation*}
$$

This implies that $g(x, 0) \equiv 0, g(x, 1) \equiv 1$ and $\tilde{g}(x, 0) \equiv 0, \tilde{g}(x, 1) \equiv 1$. Here

$$
\begin{equation*}
\tilde{g}(x, u) \equiv 1-g(x, 1-u)=\frac{\sigma(x) u^{2}+u}{1+\sigma(x) u^{2}+s(x)(1-u)^{2}} . \tag{1.6}
\end{equation*}
$$

From (1.3)

$$
g_{x}(x, u)=\frac{\left[s^{\prime} u+\left(\sigma s^{\prime}-s \sigma^{\prime}\right) u(1-u)-\sigma^{\prime}(1-u)\right] u(1-u)}{\left[1+s u^{2}+\sigma(1-u)^{2}\right]^{2}}
$$

According to (1.5), the denominator is always positive. If $\sigma^{\prime}(x)>0, s^{\prime}(x)<0$ and $0<u<1$, then $s^{\prime} u[1+\sigma(1-u)]<0<\sigma^{\prime}(1-u)[1+s u]$ so that $g_{x}(x, u)<0$. Therefore we assume, in addition to (1.4) and (1.5),

$$
\begin{equation*}
\sigma^{\prime}(x) \geqq 0, \quad s^{\prime}(x) \leqq 0 \quad \text { for }|x| \geqq N . \tag{1.7}
\end{equation*}
$$

This will imply that $g_{x}(x, u) \leqq 0$ for $|x| \geqq N$.
Condition (1.7) is only enough to guarantee the existence of clines but not the uniqueness or stability. For these we need the more restrictive assumption

$$
\begin{align*}
& \sigma^{\prime}(x) \geqq 0, s^{\prime}(s) \leqq 0 \text { in } \mathbb{R} \text { and there exists an interval } \mathscr{J} \\
& \text { where } \sigma^{\prime}(x)>0, s^{\prime}(x)<0 \tag{1.8}
\end{align*}
$$

In terms of $g$, (1.8) implies that, $g_{x}(x, u) \leqq 0$ and $g_{x}(x, u)<0$ in $\mathscr{J} \times(0,1)$.
Again from (1.3)

$$
g_{u}(x, u)=\frac{-(s+2 s \sigma+\sigma) u^{2}+(2 s+2 s \sigma) u+1+\sigma}{\left[1+s u^{2}+\sigma(1-u)^{2}\right]^{2}}
$$

Let $N(u)=-(s+2 s \sigma+\sigma) u^{2}+(2 s+2 s \sigma) u+1+\sigma$. Then $N(0)=1+\sigma>0, N(1)=1+s$ $>0$ so that $N(u)>0$ in $[0,1]$ if $s+2 s \sigma+\sigma \geqq 0$. When $s+2 s \sigma+\sigma<0$, the minimum of $N$ occurs at $u^{*}=s(1+\sigma) /(s+2 s \sigma+\sigma)$. In order for $0 \leqq u^{*} \leqq 1$, we must have $s \leqq 0, \sigma \leqq 0$. But then

$$
N\left(u^{*}\right)=\frac{(1+\sigma)(1+s)[s+s \sigma+\sigma]}{s+2 s \sigma+\sigma}>0,
$$

since $s+s \sigma+\sigma \leqq s+2 s \sigma+\sigma<0$. Thus $g_{u}(x, u)>0$ in $\mathbb{R} \times[0,1]$. Note that $g_{u}(x, 0)=$ $1 /(1+\sigma)$ and $g_{u}(x, 1)=1 /(1+s)$.

To continue, consider

$$
g(-N, u)=\frac{s(-N) u^{2}+u}{1+s(-N) u^{2}+\sigma(-N)(1-u)^{2}} .
$$

From (1.4), $s(-N)$ is positive so that the numerator and denominator are both nonnegative. Since $s(-N) \geqq \sigma(-N)$, (1.7) implies that

$$
\begin{equation*}
g(x, u) \geqq g(-N, u) \geqq g_{1}(u) \equiv \frac{s(-N) u^{2}+u}{1+s(-N) u^{2}+s(-N)(1-u)^{2}} \quad \text { for } x \leqq-N . \tag{1.9}
\end{equation*}
$$

Similarly, $\sigma(N) \geqq s(N)$ and (1.7) imply that

$$
\begin{equation*}
g(x, u) \leqq g(N, u) \leqq g_{0}(u) \equiv \frac{\sigma(N) u^{2}+u}{1+\sigma(N) u^{2}+\sigma(N)(1-u)^{2}} \quad \text { for } x \geqq N . \tag{1.10}
\end{equation*}
$$

This last inequality is easy to verify if we look at $\tilde{g}(N, u)$.
We now summarize the hypotheses on $K$ and $g$ to be assumed throughout the entire paper except for condition (viii*) of (1.12). The hypotheses on $K$ are identical to those assumed in [12]. We shall not assume $g$ has the form (1.3) but only that it satisfies all the conditions listed in (1.12). Our discussion earlier made it clear what to assume of $s$ and $\sigma$ in order that (1.12) holds when $g$ has the form (1.3).
(i) $K(x) \geqq 0$. If $B_{1}=\inf \{x: K(x)>0\}, B_{2}=\sup \{x: K(x)>0\}$, then $K(x)>$ 0 in $\left(B_{1}, B_{2}\right)$. We allow $B_{1}=-\infty, B_{2}=+\infty$ so that $K$ need not have compact support.
(ii) $K(x)$ is continuous in $\mathbb{R}$, except possibly at $B_{1}$ and $B_{2}$ where $\lim _{x \downarrow B_{1}} K(x)=p_{1}, \lim _{x \uparrow B_{2}} K(x)=p_{2}$.

$$
\begin{equation*}
K(x)=K_{a}(x)-p_{1} \chi_{\left(-\infty, B_{1}\right]}-p_{2} \chi_{\left[B_{2}, \infty\right)}, \tag{1.11}
\end{equation*}
$$

where $K_{a}$ is absolutely continuous and $\chi_{S}$ is the indicator function of the set $S$.
(iii) $\int K(x) d x=1$.
(iv) $\int e^{\mu x} K(x) d x$ is finite for all real $\mu$.
(v) $\int_{x}^{\infty} K(y) d y \leqq \operatorname{const} K(x)$ for large $x, \int_{-\infty}^{x} K(y) d y \leqq \operatorname{const} K(x)$ for small $x$.
(vi) $g(x, u): \mathbb{R} \times[0,1] \rightarrow[0,1]$ has continuous derivative. $g_{x}, g_{u}, g_{u u}$ are uniformly bounded.
(vii) $g(x, 0) \equiv 0, g(x, 1) \equiv 1$.
(viii) There exists $N>0$ such that $g_{x}(x, u) \leqq 0$ for $|x| \geqq N$; or
(viii*) $g_{x}(x, u) \leqq 0$ in $\mathbb{R} \times[0,1]$ and $g_{x}(x, u)<0$ in $\mathscr{J} \times(0,1)$ for some interval $\mathscr{J}$.
(ix) $g_{u}(x, u) \geqq 0$ in $\mathbb{R} \times[0,1]$ and $g_{u} \neq 0$ in any rectangle.
(x) $g_{u}(x, 0) \in(0,1)$ uniformly for $x \geqq N, g_{u}(x, 1) \in(0,1)$ uniformly for $x \leqq$ $-N$.
(xi) There exist two functions $g_{+}, g_{-}$satisfying all the conditions in (1.13) such that $g(-N, u) \geqq g \_(u)$ and $g(N, u) \leqq g_{+}(u)$. Furthermore, $c_{+}^{*}\left(g_{-}\right)>$ 0 and $c_{-}^{*}\left(g_{+}\right)>0$.

At this point we must digress to explain the meaning of condition (xi). Consider first a function $g:[0,1] \rightarrow[0,1]$ satisfying the conditions:
(i) $g \in C^{1}[0,1]$.
(ii) $g(0)=0, g(1)=1$.
(iii) There exists a constant $\alpha \in(0,1)$ such that $g(u)<u$ in $(0, \alpha)$ and $g(u)>u$ in $(\alpha, 1)$.
(1.13) (iv) $g^{\prime}(u) \geqq 0$ in [0,1]. If $\sigma_{1}=\inf \{u: g(u)>0\}, \sigma_{2}=\sup \{u: g(u)<1\}$, then $g^{\prime}(u)>0$ in $\left(\sigma_{1}, \sigma_{2}\right)$.
(v) $g^{\prime}(0)<1, g^{\prime}(1)<1$.
(vi) $g(u) \geqq g^{\prime}(\alpha)(u-\alpha)+\alpha$ in $[0, \alpha]$ and $g(u) \leqq g^{\prime}(\alpha)(u-\alpha)+\alpha$ in $[\alpha, 1]$.
(vii) $g^{\prime}(0) u \leqq g(u) \leqq g^{\prime}(1)(u-1)+1$ in $[0,1]$.

Remark 1.1. Condition (vi) implies that $\max _{[0,1]} g(u) / u<g^{\prime}(\alpha)$ and $\max _{[0,1]}((1-g(1-u)) / u)<g^{\prime}(\alpha)$. All the results in [12] are valid under conditions (1.11) and (1.13).

Let $\bar{Q}: \mathscr{C} \rightarrow \mathscr{C}$ be the nonlinear convolution operator $\bar{Q}[u]=K * g(u)$. Then associated with $\bar{Q}$ is a real number $c_{+}^{*}(g)$ such that the following holds.

Theorem 1.1 (existence of travelling waves). There exists a nonincreasing function $w, w(-\infty)=1, w(\infty)=0$ and $w(x)=\bar{Q}[w]\left(x+c_{+}^{*}(g)\right)$.

Theorem 1.2 (uniqueness). Suppose $u \in \mathscr{C}$ satisfies $u(-\infty)>\alpha, u(\infty)<\alpha$ and $u(x)$ $=\bar{Q}[u](x+c)$. Then $c=c_{+}^{*}(g)$ and $u(x)=w(x-\tau)$ for some constant $\tau$.

The above two theorems are [12, Thm. 5] and [2, Thm. 1.2] respectively. The function $w$ is called a travelling wave solution of $\bar{Q}$ facing right. They are unique up to translation.

The number $c_{+}^{*}(g)$ is called the wave speed of $\bar{Q}$ in the positive direction [13], [21]. It should be pointed out that $c_{+}^{*}(g)$ is the asymptotic speed of propagation for certain class of initial data. For example, let $u_{0} \in \mathscr{C}$ be decreasing, $u_{0}(-\infty)>\alpha, u_{0}(\infty)<\alpha$ and $u_{n+1}=\bar{Q}\left[u_{n}\right]$ for all $n$. Then $\lim _{n \rightarrow \infty}\left(u_{n}^{-1}(\gamma) / n\right)=c_{+}^{*}(g)$ for every $0<\gamma<1$.

There are of course nondecreasing travelling waves facing left with wave speed $c_{-}^{*}(g)$ in the negative direction. The meaning of condition (xi) should now be clear.

Remark 1.2. If $u_{n}(x)=0$ for $x \geqq 0$, then $u_{n+1}(x)=0$ for $x \geqq B_{2}$. Thus the speed of propagation to the right, namely $c_{+}^{*}(g)$, cannot exceed $B_{2}$. We can show that $B_{1}<c_{+}^{*}(g)$ $<B_{2}$ and $B_{1}<-c_{-}^{*}(g)<B_{2}$ so that condition (xi) implies $B_{1}<0<B_{2}$.

Remark 1.3. The wave speed depends monotonically on $\bar{Q}$. Given $\bar{Q}_{1}$ and $\bar{Q}_{2}$ with $\bar{Q}_{1}[u] \geqq \bar{Q}_{2}[u]$ for all $u \in \mathscr{C}$, then $c_{+}^{*}\left(\bar{Q}_{1}\right) \geqq c_{+}^{*}\left(\bar{Q}_{2}\right)$. For example, if $g_{1}(u) \geqq g_{2}(u)$ in $[0,1]$ and $\bar{Q}_{1}[u]=K * g_{1}(u), \bar{Q}_{2}[u]=K * g_{2}(u)$, then $c_{+}^{*}\left(g_{1}\right) \geqq c_{+}^{*}\left(g_{2}\right)$. In fact, more is true. If $g_{1}(u)>g_{2}(u)$ in $(0,1)$ and $g_{1}^{\prime}(0)>g_{2}^{\prime}(0), g_{1}^{\prime}(1)<g_{2}^{\prime}(1)$, then $c_{+}^{*}\left(g_{1}\right)>c_{+}^{*}\left(g_{2}\right)[2]$.

Remark 1.4. Let $g_{1}, g_{0}$ be defined as in (1.9) and (1.10). Then all the conditions in (1.13) are satisfied. It is easy to check that $\alpha=1 / 2, \sigma_{1}=0, \sigma_{2}=1, g_{1}^{\prime}(0)=g_{1}^{\prime}(1)=(1+$ $s(-N))^{-1}, g_{0}^{\prime}(0)=g_{0}^{\prime}(1)=(1+\sigma(N))^{-1}$ and $g_{i}^{\prime}(u) \leqq g_{i}^{\prime}(1 / 2)$ in $[0,1]$. This last inequality obviously implies condition (vi) of (1.13). It may be proved by observing that $g_{i}^{\prime}(u)$ is a rational function in $u$. The numerator has a maximum at $u=1 / 2$ and the denominator has a minimum also at $u=1 / 2$. The left-hand inequality in (vii) of (1.13) is straightforward. The right-hand inequality is equivalent to showing that $\tilde{g}_{i}(u) \equiv 1-$ $g_{i}(1-u) \geqq g_{i}^{\prime}(1) u$. But then $\tilde{g}_{i}=g_{i}$ and $g_{i}^{\prime}(0)=g_{i}^{\prime}(1)$ from (1.6), and so it is the same as the left-hand inequality.

Remark 1.5. If $g$ is given by (1.3), we cannot take $g_{-}=g_{1}$ or $g_{+}=g_{0}$ in assumption (xi) of (1.12). In fact when $K$ is even, $c_{+}^{*}\left(g_{1}\right)=c_{-}^{*}\left(g_{0}\right)=0$ [2]. However, if $s(-N)>$ $\sigma(-N)$ in (1.4), we let $g_{-}(u)=\left(s(-N) u^{2}+u\right) /\left(1+s(-N) u^{2}+\sigma_{1}(1-u)^{2}\right)$ for some
$\max \{\sigma(-N), 0\}<\sigma_{1}<s(-N)$. Then $g(-N, u) \geqq g_{-}(u)$ and if $\sigma_{1}$, is close enough to $s(-N)$, (1.13) will be satisfied by $c_{+}^{*}\left(g_{-}\right)>0$ (Remark 1.3). A similar arrangement can be made for $g_{0}$ when $s(N)<\sigma(N)$.

Finally a few words about references. As mentioned earlier, results in this paper parallel those obtained in [4] which considered the differential equation $u_{t}=u_{x x}+$ $f(x, u)$. Almost identical results were obtained in [18] for the equation $u_{t}=u_{x x}+m u_{x}+$ $f(x, u)$. The term $m u_{x}$ came from assuming nonsymmetric migration. In [5], one of the homozygotes was assumed favored in the entire habitat, and the differential equation was allowed to have variable coefficients in some cases. This could happen in our model also if we do not assume the total population density $\mu(x)$ is a constant. Then $K$ in (1.2) is replaced by

$$
K(x, y)=\frac{K(x-y) \mu(y)}{\int K(x-y) \mu(y) d y}
$$

see [21]. It is not clear if any of the techniques developed so far are applicable to this case.

The paper by Felsenstein [3] contains 152 references on the subject of variable selection and migration. Some of the fairly standard ones are [7], [14]-[17], [20]. We must also mention the work of Conley [1], who proved the existence of clines for the above differential equation with $f(x, u)=s(x) u(1-u), s( \pm \infty) \neq 0$, using a topological argument. A radially symmetric problem with $x \in \mathbb{R}^{2}$ is also considered. The paper by Sawyer [19] contains more complete and recent information.

## 2. Statement of results.

Theorem 2.1. There exists a function $\phi \in \mathscr{C}$ such that $\phi(-\infty)=1, \phi(\infty)=0$ and $\phi=Q[\phi]$.

Remark 2.1. If $\phi$ is nonincreasing, it is often referred to as a cline.
The rest of the results assume the stronger condition (viii*) of (1.12).
Theorem 2.2. There is at most one solution to the problem $\phi \in \mathscr{C}, \phi(-\infty)=1$, $\phi(\infty)=0$ and $\phi=Q[\phi]$. Furthermore, such a solution is decreasing in $\mathbb{R}$.

In the next two theorems, $u_{n}$ is defined recursively by (1.1) for a given $u_{0} . \phi$ is the unique monotone cline from Theorems 2.1 and 2.2.

From conditions (viii*) and (xi) of (1.12), we have $g(x, u) \geqq g \_(u)$ for $x \leqq-N$ and $g(x, u) \leqq g_{+}(u)$ for $x \geqq N$. Since $g_{-}(u)>u$ near 1 and $g_{+}(u)<u$ near 0 , we can define the functions $a_{1}(x)=\inf \{u: g(x, u)>u\}$ for $x \leqq-N$ and $a_{0}(x)=\sup \{u: g(x, u)<u\}$ for $x \geqq N$. Also, $a_{1}(x)$ is nondecreasing in $x$ and $a_{0}$ is nonincreasing in $x$. We let $a^{-}=$ $\lim _{x \rightarrow \infty} a_{0}(x)$ and $a^{+}=\lim _{x \rightarrow-\infty} a_{1}(x)$. Clearly $a^{+}<1$ and $a^{-}>0$.

THEOREM 2.3. Suppose $u_{0}$ satisfies the condition (i) $\phi\left(x-h_{1}\right) \leqq u_{0}(x) \leqq \phi\left(x-h_{2}\right)$ for some $h_{1}<0<h_{2}$ or (ii) $\liminf _{x \rightarrow-\infty} u_{0}(x)>a^{+}, \lim \sup _{x \rightarrow \infty} u_{0}(x)<a^{-}$, then $\lim _{n \rightarrow \infty} \| u_{n}$ $-\phi \|_{\infty}=0$.

Theorem 2.4. There exist positive constants $\delta, \mu$ and $C$ such that if $\left\|u_{0}-\phi\right\|_{\infty} \leqq \delta$, then $\left\|u_{n}-\phi\right\|_{\infty} \leqq C e^{-\mu n}$ for all $n$. Consequently, the uniform convergence in Theorem 2.3 may be replaced by exponential convergence.
3. Proof of Theorem 2.1. We begin by proving left continuity of $c_{+}^{*}(g)$ with respect to $g$. It is a consequence of Theorem 1.2.

Lemma 3.1. Suppose $g_{\delta}, 0<\delta<\delta_{0}$ is a family of functions each of which satisfies the conditions in (1.13) with some $\alpha_{\delta} \in(0,1)$. Suppose further that $g_{\delta}$ increases uniformly to $g$ as $\delta \downarrow 0$. Then $\lim _{\delta \downarrow 0} c_{+}^{*}\left(g_{\delta}\right)=c_{+}^{*}(g)$.

Proof. By Remark 1.3, $c_{\delta} \equiv c_{+}^{*}\left(g_{\delta}\right)$ increases as $\delta$ decreases. Let $\lim _{\delta \downarrow 0} c_{\delta}=c_{0} \leqq$ $c_{+}^{*}(g)$. From Theorem 1.1, for each $\delta>0$, there exists nonincreasing travelling waves $w_{\delta}$ such that $w_{\delta}(-\infty)=1, w_{\delta}(\infty)=0$ and

$$
w_{\delta}(x)=\int K\left(x+c_{\delta}-y\right) g_{\delta}\left(w_{\delta}(y)\right) d y
$$

Since $w_{\delta}$ is determined only up to translation, we may choose $w_{\delta}$ such that $w_{\delta}(0)=\gamma$ for some fixed $\gamma \in(\alpha, 1)$. From (ii) of (1.11), $\left\|w_{\delta}^{\prime}\right\|_{\infty} \leqq\left\|K_{a}^{\prime}\right\|_{1}+p_{1}+p_{2}$. Arzela-Ascoli theorem implies that a subsequence, also denoted by $w_{\delta}$, converges uniformly on compact sets to a nonincreasing function $w^{*}$. Furthermore, $w^{*}(0)=\gamma$ and $w^{*}(x)=$ $\int K\left(x+c_{0}-y\right) g\left(w^{*}(y)\right) d y$. Therefore $w^{*}(-\infty)=1$ and $w^{*}(\infty)=\alpha$ or $0 . w^{*}(\infty)$ cannot be $\alpha$ because $g(u)>u$ in $(\alpha, 1)$ and such a solution connecting 1 and $\alpha$ exists if and only if $c_{0} \geqq \rho_{+}^{*}>c_{+}^{*}(g)$. See [12, Prop. 3 and Lemma 2.2] for this fact and the definition of $\rho_{+}^{*}$. Thus $w^{*}(\infty)=0$ and by Theorem 1.2, $c_{0}=c_{+}^{*}(g)$ Q.E.D.

Lemma 3.2. There exist two nonincreasing functions $\underline{u}, \bar{u}$ in $\mathscr{C}$ with the properties $\underline{u} \leqq \bar{u}, \underline{u} \leqq Q[\underline{u}]$ and $Q[\bar{u}] \leqq \bar{u}$.

Proof. We first construct $\underline{u}$. From condition (xi) of (1.12), there exists $g_{-}$satisfying (1.13) with $c_{+}^{*}\left(g_{-}\right)>0$. Let $\delta_{0}>0$ be sufficiently small and for each $0<\delta<\delta_{0}$, construct $g_{\delta} \in C^{1}[0,1]$ such that $g_{\delta}=g_{-}$on $[\delta, 1], g_{\delta}=0$ on $[0, \delta / 2]$ and on the interval $(\delta / 2, \delta)$, $g_{\delta}^{\prime}>0$ and $g_{\delta}$ increases uniformly to $g_{-}$as $\delta \downarrow 0$. It is clear that (1.13) is satisfied for each $g_{\delta}$.

From Lemma 3.1, for sufficiently small $\delta>0, c_{\delta} \equiv c_{+}^{*}\left(g_{\delta}\right)>0$. Fix such a $\delta$ and let $w_{\delta}$ be the nonincreasing travelling wave of the operator $K * g_{\delta}(u)$, translated so that $w_{\delta}(-N)=\delta / 2$. We have

$$
\begin{aligned}
w_{\delta}(x) & =\int K\left(x+c_{\delta}-y\right) g_{\delta}\left(w_{\delta}(y)\right) d y=\int K(x-y) g_{\delta}\left(w_{\delta}\left(y+c_{\delta}\right)\right) d y \\
& \leqq \int K(x-y) g_{\delta}\left(w_{\delta}(y)\right) d y=\int_{-\infty}^{-N} K(x-y) g_{\delta}\left(w_{\delta}(y)\right) d y \\
& \leqq \int_{-\infty}^{-N} K(x-y) g_{-}\left(w_{\delta}(y)\right) d y .
\end{aligned}
$$

Let

$$
\underline{u}(x)= \begin{cases}w_{\delta}(x) & \text { if } x \leqq-N \\ 0 & \text { if } x>-N\end{cases}
$$

Then from (1.2) and (viii) of (1.12), we have

$$
\begin{aligned}
Q[\underline{u}](x) & =\int_{-\infty}^{-N} K(x-y) g(y, \underline{u}(y)) d y \geqq \int_{-\infty}^{-N} K(x-y) g(-N, \underline{u}(y)) d y \\
& \geqq \int_{-\infty}^{-N} K(x-y) g_{-}(\underline{u}(y)) d y \geqq w_{\delta}(x) .
\end{aligned}
$$

Therefore, $Q[\underline{u}](x) \geqq \underline{u}(x)$ for $x \leqq-N$. Since $Q[\underline{u}] \geqq 0$, the inequality holds for all $x$.
To construct $\bar{u}$, let $K_{1}(x)=K(-x), \tilde{g}_{+}(u)=1-g_{+}(1-u)$ and $\tilde{Q}[u]=K_{1} * \tilde{g}_{+}(u)$. The relation between this (dual) operator $\tilde{\mathscr{Q}}$ and $\bar{Q}[u]=K * g_{+}(u)$ is given in [12, §2]. It is shown there that $\tilde{g}_{+}$satisfies the set of hypotheses (1.13) and that the wave speed of $\tilde{Q}$ in the positive direction, hereby denoted by $\tilde{c}_{+}^{*}\left(\tilde{g}_{+}\right)$, is equal to the wave speed of $\bar{Q}$ in the negative direction, $c_{-}^{*}\left(g_{+}\right)$. This fact is a consequence of the symmetry between 0 and 1 in the graph of $g_{+}$.

As before, we construct $\tilde{g}_{\delta}$ increasing uniformly to $\tilde{g}_{+}$as $\delta \downarrow 0, \tilde{g}_{\delta}(u)=0$ in $[0, \delta / 2]$, $\tilde{g}_{\delta}=\tilde{g}_{+}$in $[\delta, 1]$ and each $\tilde{g}_{\delta}$ satisfies (1.13). Since $c_{-}^{*}\left(g_{+}\right)>0$, Lemma 3.1 and above implies that for sufficiently small $\delta>0, \tilde{c}_{\delta} \equiv \tilde{c}_{+}^{*}\left(\tilde{g}_{\delta}\right)$ is positive.

Now let $\tilde{w}_{\delta}$ be the nonincreasing travelling wave of the operator $K_{1} * \tilde{g}_{\delta}(u)$ translated so that $\tilde{w}_{\delta}(-N)=\delta / 2$. As before,

$$
\begin{aligned}
\tilde{w}_{\delta}(x) & =\int K_{1}(x-y) \tilde{g}_{\delta}\left(\tilde{w}_{\delta}\left(y+\tilde{c}_{\delta}\right)\right) d y \\
& \leqq \int_{-\infty}^{-N} K(-x+y) \tilde{g}_{\delta}\left(\tilde{w}_{\delta}(y)\right) d y \\
& =\int_{N}^{\infty} K(-x-y) \tilde{g}_{\delta}\left(\tilde{w}_{\delta}(-y)\right) d y .
\end{aligned}
$$

Define $v(x)=1-\tilde{w}_{\delta}(-x)$. We have

$$
\begin{aligned}
v(x) & \geqq 1-\int_{N}^{\infty} K(x-y) \tilde{g}_{\delta}\left(\tilde{w}_{\delta}(-y)\right) d y \\
& =1-\int_{N}^{\infty} K(x-y) \tilde{g}_{\delta}(1-v(y)) d y
\end{aligned}
$$

Now let

$$
\bar{u}(x)= \begin{cases}1 & \text { if } x \leqq N \\ v(x) & \text { if } x \geqq N\end{cases}
$$

$\tilde{g}(x, u)=1-g(x, 1-u)$. Then

$$
\begin{aligned}
Q[\bar{u}](x) & =1-\int K(x-y) \tilde{g}(y, 1-\bar{u}(y)) d y \\
& =1-\int_{N}^{\infty} K(x-y) \tilde{g}(y, 1-\bar{u}(y)) d y
\end{aligned}
$$

From condition (xi) of (1.12), $\tilde{g}(x, u) \geqq \tilde{g}_{+}(u)$ for $x \geqq N$ so that

$$
\begin{aligned}
Q[\bar{u}](x) & \leqq 1-\int_{N}^{\infty} K(x-y) \tilde{g}_{+}(1-\bar{u}(y)) d y \\
& \leqq 1-\int_{N}^{\infty} K(x-y) \tilde{g}_{\delta}(1-\bar{u}(y)) d y \leqq v(x)
\end{aligned}
$$

Since $\bar{u}(x)=v(x)$ for $x \geqq N$ and $Q[\bar{u}] \leqq 1$, we have $Q[\bar{u}] \leqq \bar{u}$. It is also clear from the definitions of $\underline{u}$ and $\bar{u}$ that they are nonincreasing and $\underline{u} \leqq \bar{u}$. This completes the proof of Lemma 3.2.

To prove Theorem 2.1, we first observe that $Q$ is order-preserving in the sense that $u \leqq v$ implies $Q[u] \leqq Q[v]$.

Let $\underline{u}_{0}=\underline{u}, \bar{u}_{0}=\bar{u}$ and define $\underline{u}_{n}, \bar{u}_{n}$ recursively as in (1.1). An inductive argument shows that $\underline{u}_{0} \leqq \underline{u}_{n} \leqq \underline{u}_{n+1} \leqq \bar{u}_{n+1} \leqq \bar{u}_{n} \leqq \bar{u}_{0}$ for all $n$. Therefore $\underline{u}_{n}$, $\bar{u}_{n}$ converge, as $n \rightarrow \infty$, to $\phi_{1}, \phi_{2}$ respectively. Since $\underline{u} \leqq \phi_{1} \leqq \phi_{2} \leqq \bar{u}$, we have $\phi_{i}(-\infty)=1, \phi_{i}(\infty)=0$ and $\phi_{i}=Q\left[\phi_{i}\right]$. The proof of Theorem 2.1 is complete if we take $\phi=\phi_{1}$ or $\phi_{2}$.

Remark 3.1. It does not follow from the above construction that $\phi_{i}$ is nonincreasing in $\mathbb{R}$, even though $\underline{u}, \bar{u}$ are. This is true if we assume $g_{x} \leqq 0$. In this case there exists a cline.

Remark 3.2. The solution $\phi$ we have constructed in Theorem 2.1 lies between $\underline{u}$ and $\bar{u}$. Since $w_{\delta}(x), \tilde{w}_{\delta}(x)$ converge to 1 exponentially as $x \rightarrow-\infty$ [12, Prop. 5], there exist $\mu>0, C>0$ such that $|\phi(x)| \leqq C e^{-\mu x}$ as $x \rightarrow \infty$ and $|1-\phi(x)| \leqq C e^{\mu x}$ as $x \rightarrow-\infty$.

Without further assumptions other than (viii) of (1.12), the solution $\phi$ is not unique. For example, let $h(x, u)$, defined on $\mathbb{R} \times[0,1]$, be sufficiently smooth and satisfy the conditions (i) $h(x, u)=0$ on $(-\infty, N] \times\left[\frac{1}{2}, 1\right]$ and $[-N, \infty) \times\left[0, \frac{1}{2}\right]$, (ii) $h(x, 0)=h(x, 1)=0$, (iii) $h_{x}(x, u) \leqq 0$ for $|x| \geqq N$ and (iv) $-\frac{1}{2} \leqq h(x, u) \leqq \frac{1}{2}$ in $\mathbb{R} \times[0,1]$. It is clear that such an $h$ exists and if $\gamma \in(0,1), \gamma h$ also satisfies conditions (i) to (iv).

Let $K(x)=K(-x), g(x, u)=g_{0}(u)+\gamma h(x, u)$, where $g_{0}$ is given by (1.10). Choose $\gamma$ so small that $g_{0}^{\prime}(u)+\gamma h_{u}(x, u)>0$ in $\mathbb{R} \times[0,1]$. This is possible since $\min _{[0,1]} g_{0}^{\prime}(u)>0$. For small $\gamma$, it is straightforward to verify that conditions (vi) to (x) of (1.12) are satisfied for $g$. However, according to Theorem 1.1 and Remark 1.5, there exists a nonincreasing function $w, w(-\infty)=1, w(0)=1 / 2$ and $w(\infty)=0$ such that $w(x)=\int K(x-y) g_{0}(w(y)) d y$. From (i) above, it is easy to see that $w(x+\tau)=$ $\int K(x-y) g(y, w(y+\tau)) d y$ for $|\tau| \leqq N$. Therefore we have nonuniqueness.
4. Proof of Theorem 2.2. For the rest of the paper we assume condition (viii*) of (1.12). Proposition 4.2 is the basis for much of the results that follow. The following lemma is the heart of its proof.

Lemma 4.1. Let $\phi$ be nonincreasing, $\phi(-\infty)=1, \phi(\infty)=0$ and $\phi=Q[\phi]$. There exist two decreasing sequences $\left\{z_{n}\right\},\left\{q_{n}\right\}$ such that if $v_{n}(x)=\phi\left(x-z_{n}\right)-q_{n}$, then $v_{n+1} \leqq Q\left[v_{n}\right]$ for all $n$.

Remark 4.1. We shall see from the proof that there are no restrictions on $z_{0}, q_{0}$ except that $z_{0} \leqq 0$ and $q_{0}>0$ be sufficiently small.

Proof. We begin by showing $\phi^{\prime}(x)<0$ in $\mathbb{R}$. From $g_{x} \leqq 0$ and our hypotheses, $\phi^{\prime}(x) \leqq \int K(x-y) g_{u}(y, \phi(y)) \phi^{\prime}(y) d y \leqq 0$. Let $\phi^{\prime}\left(x_{0}\right)=0$. Then $g_{u}(y, \phi(y)) \phi^{\prime}(y)=0$ on the interval $\left[x_{0}-B_{2}, x_{0}-B_{1}\right]$, which, according to Remark 1.2, contains $x_{0}$. Since $g_{u}$ does not vanish on any rectangle, $\phi^{\prime}(x)=0$ on an open interval containing $x_{0}$. This means that the set $S$ when $\phi^{\prime}=0$ is open. From the continuity of $\phi^{\prime}, S$ is closed. Obviously $\phi$ is not a constant, $S$ is empty and so $\phi^{\prime}(x)<0$ in $\mathbb{R}$.

Next we show that there exist constants $q_{0}, \delta, \theta_{1}$ all in the interval $(0,1)$ such that

$$
\begin{gather*}
g(x, u-q)-g(x, u) \geqq-\theta_{1} q \quad \text { for } 0 \leqq q \leqq q_{0},  \tag{4.1}\\
u \in[1-\delta, 1] \text { and } x \leqq-N \quad \text { or } \quad u \in[0, \delta] \text { and } x \geqq N .
\end{gather*}
$$

To begin, consider the function

$$
\psi(x, u, q)= \begin{cases}\frac{g(x, u)-g(x, u-q)}{q} & \text { if } q>0 \\ g_{u}(x, u) & \text { if } q=0\end{cases}
$$

in the set $\mathscr{D}=\mathbb{R} \times[1-\delta, 1] \times\left[0, q_{0}\right]$, where we shall define $g(x, u)=0$ if $u<0$. It is clear that $\psi$ is uniformly continuous in $\mathscr{D}$. Also

$$
\psi(x, 1, q)=\frac{1-g(x, 1-q)}{q}=g_{u}(x, \theta) \quad \text { where } 1-q \leqq \theta \leqq 1
$$

From (x) of (1.12) and the fact that $g_{u}$ is uniformly continuous, there exists $\theta_{1} \in(0,1)$ such that $\psi(x, 1, q)<\theta_{1}<1$ for $q$ sufficiently small and $x \leqq-N$. Since $\psi$ is uniformly continuous in $\mathscr{D}, \psi(x, u, q)<\theta_{1}$ for $u$ near 1 . Therefore (4.1) holds when $x \leqq-N$ and $1-\delta \leqq u \leqq 1$.

Next consider $g(x, u-q)-g(x, u)$ for $0 \leqq u \leqq \delta$ and $x \geqq N$. If $u-q \geqq 0$, then $g(x, u-q)-g(x, u)=-g_{u}(x, \theta) q$, where $u-q \leqq \theta \leqq u$. From (x) of (1.12) and uniformly continuity of $g_{u}$, we may assume (by increasing $\theta_{1}<1$ if necessary) that $g_{u}(x, \theta)<\theta_{1}<1$ for $x \geqq N$ and $\theta$ sufficiently small. Therefore (4.1) holds when $x \geqq N$ and $u$ sufficiently small.

On the other hand, if $u-q<0$, then $g(x, u-q)-g(x, u)=-g(x, u)$. From the mean value theorem and the fact that $g_{u u}$ is bounded, $\lim _{u \downarrow 0}(g(x, u) / u)=g_{u}(x, 0)$ uniformly in $\mathbb{R}$. Therefore for $x \geqq N$ and $u$ small $g(x, u) / u<\theta_{1}$ so that $g(x, u-q)-$ $g(x, u) \geqq-\theta_{1} u \geqq-\theta_{1} q$. Altogether (4.1) is valid. It should be pointed out that (4.1) continues to hold with the same $\theta_{1}$ and $N$ if we decrease $q_{0}$ and $\delta$.

To continue, let $M=\sup _{\mathbb{R} \times[0,1]} g_{u}(x, u) \geqq 1$ and choose $\varepsilon>0, \eta>0$ such that $\theta=\varepsilon M$ $+\theta_{1}<1$,

$$
\begin{equation*}
\int_{\eta}^{\infty} K(x) d x \leqq \varepsilon, \quad \int_{-\infty}^{-\eta} K(x) d x \leqq \varepsilon . \tag{4.2}
\end{equation*}
$$

Define $\mu$ and $q_{n}$ by $\theta=e^{-\mu}$ and $q_{n}=q_{0} e^{-\mu n}=q_{0} \theta^{n}$ for all $n$. Since $\phi^{\prime}<0$ in $\mathbb{R}, \phi(-\infty)=1$, $\phi(\infty)=0$, we define $E_{\gamma}=\phi^{-1}(\gamma)$ for every $0<\gamma<1$.

Let $\Gamma=\left[E_{1-\delta}-2 \eta, E_{\delta}+2 \eta\right]$. We assume $\delta>0$ is sufficiently small so that $E_{\delta} \geqq N$, $E_{1-\delta} \leqq-N$. There exists $\theta_{2}>0$ such that

$$
\begin{equation*}
\phi\left(\xi_{1}\right)-\phi\left(\xi_{2}\right) \leqq-\theta_{2}\left(\xi_{1}-\xi_{2}\right) \quad \text { if } \xi_{1}>\xi_{2} \text { are in } \Gamma . \tag{4.3}
\end{equation*}
$$

Finally, let $z_{0} \leqq 0$ be arbitrary and define $z_{n}$ recursively by

$$
\begin{equation*}
z_{n+1}=\frac{(\theta-M) q_{0} e^{-\mu n}}{\theta_{2}}+z_{n} . \tag{4.4}
\end{equation*}
$$

Clearly $z_{n}$ 's are nonpositive and decreasing and converge to the limit

$$
x_{1}=\frac{(\theta-M) q_{0}}{\theta_{2}}\left(\frac{1}{1-e^{-\mu}}\right)+z_{0}
$$

We may assume that $q_{0}$ is sufficiently small so that ( $M-\boldsymbol{\theta}$ ) $q_{0} \boldsymbol{\theta}_{2}^{-1} \leqq \eta$.
Having defined all the constants, we proceed to prove the inequality $v_{n+1} \leqq Q\left[v_{n}\right]$, where $v_{n}(x)=\phi\left(x-z_{n}\right)-q_{n}$. This is equivalent to showing

$$
\begin{align*}
& \phi\left(x-z_{n+1}\right)-\phi\left(x-z_{n}\right)  \tag{4.5}\\
& \quad-\int K(x-y)\left[g\left(y, \phi\left(y-z_{n}\right)-q_{n}\right)-g\left(y-z_{n}, \phi\left(y-z_{n}\right)\right)\right] d y \leqq q_{n+1} .
\end{align*}
$$

Let

$$
\Gamma_{n}=\left[E_{1-\delta}+z_{n}, E_{\delta}+z_{n}\right], \quad \Gamma_{n}^{\prime}=\left[E_{1-\delta}+z_{n}-\eta, E_{\delta}+z_{n}+\eta\right]
$$

and

$$
h_{n}(x)=g\left(x, \phi\left(x-z_{n}\right)-q_{n}\right)-g\left(x-z_{n}, \phi\left(x-z_{n}\right)\right)
$$

Then

$$
\begin{aligned}
\int K(x-y) h_{n}(y) d y= & \int_{\Gamma_{n}} K(x-y) h_{n}(y) d y+\int_{y \geqq E_{\delta}+z_{n}} K(x-y) h_{n}(y) d y \\
& +\int_{y \leqq E_{1-\delta}+z_{n}} K(x-y) h_{n}(y) d y \\
& \equiv I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

Consider first the case $x \notin \Gamma_{n}^{\prime}$. Since $z_{n} \leqq 0$,

$$
\begin{aligned}
I_{1} & \geqq \int_{\Gamma_{n}} K(x-y)\left[g\left(y, \phi\left(y-z_{n}\right)-q_{n}\right)-g\left(y, \phi\left(y-z_{n}\right)\right)\right] d y \\
& =\int_{\Gamma_{n}} K(x-y) g_{u}(y, \theta)\left(-q_{n}\right) d y \geqq-M q_{n} \int_{\Gamma_{n}} K(x-y) d y \geqq-M q_{n} \varepsilon .
\end{aligned}
$$

The last inequality follows from (4.2).
If $y \geqq E_{\delta}+z_{n}$, then $y-z_{n} \geqq E_{\delta} \geqq N$ and $\phi\left(y-z_{n}\right) \leqq \delta$. From (4.1),

$$
h_{n}(y) \geqq g\left(y-z_{n}, \phi\left(y-z_{n}\right)-q_{n}\right)-g\left(y-z_{n}, \phi\left(y-z_{n}\right)\right) \geqq-\theta_{1} q_{n} .
$$

Therefore, $I_{2} \geqq-\theta_{1} q_{n} \int_{y \geqq E_{\delta}+z_{n}} K(x-y) d y$. Similarly, if $y \leqq E_{1-\delta}+z_{n}$, then $y-z_{n} \leqq$ $E_{1-\delta} \leqq-N$ and $\phi\left(y-z_{n}\right) \geqq 1-\delta$. Again from (4.1), $h_{n}(y) \geqq g\left(y, \phi\left(y-z_{n}\right)-q_{n}\right)-$ $g\left(y, \phi\left(y-z_{n}\right)\right) \geqq-\theta_{1} q_{n}$ so that $I_{3} \geqq-\theta_{1} q_{n} \int_{y \leqq E_{1-8}+z_{n}} K(x-y) d y$.

Combining all three inequalities, we have, when $x \notin \Gamma_{n}^{\prime}$,

$$
\int K(x-y) h_{n}(y) d y \geqq-M q_{n} \varepsilon-\theta_{1} q_{n}=-\theta q_{n}=-q_{n+1} .
$$

Since $z_{n+1} \leqq z_{n}$ and $\phi$ is nonincreasing, the difference between the first two terms in (4.5) is nonpositive. Therefore (4.5) is established when $x \notin \Gamma_{n}^{\prime}$.

If $x \in \Gamma_{n}^{\prime}$, then $E_{1-\delta}-\eta \leqq x-z_{n} \leqq E_{\delta}+\eta$ and

$$
h_{n}(y) \geqq g\left(y, \phi\left(y-z_{n}\right)-q_{n}\right)-g\left(y, \phi\left(y-z_{n}\right)\right)=g_{u}(y, \theta)\left(-q_{n}\right) \geqq-M q_{n} .
$$

Therefore $\int K(x-y) h_{n}(y) d y \geqq-M q_{n}$. From (4.4), $z_{n}-z_{n+1} \leqq(M-\theta) q_{0} \theta_{2}^{-1} \leqq \eta$ and hence $x-z_{n} \leqq x-z_{n+1} \leqq E_{\delta}+2 \eta$. From (4.3) and (4.4), $\phi\left(x-z_{n+1}\right)-\phi\left(x-z_{n}\right) \leqq$ $-\theta_{2}\left(z_{n}-z_{n+1}\right)=(\theta-M) q_{0} e^{-\mu n}=(\theta-M) q_{n}$. Hence (4.5) is valid if $x \in \Gamma_{n}^{\prime}$. This completes the proof of Lemma 4.1.

Proposition 4.2. Let $u_{0}$ satisfy the conditions

$$
\liminf _{x \rightarrow-\infty} u_{0}(x)>a^{+} \quad \text { and } \quad \underset{x \rightarrow \infty}{\limsup } u_{0}(x)<a^{-} .
$$

Let $\phi$ be a nonincreasing function satisfying $\phi(-\infty)=1, \phi(\infty)=0$ and $\phi=Q[\phi]$. Then there exist constants $x_{1}, x_{2}, q_{0}^{\prime}, \mu$, the last two positive, such that

$$
\phi\left(x-x_{1}\right)-q_{0}^{\prime} e^{-\mu n} \leqq u_{n}(x) \leqq \phi\left(x-x_{2}\right)+q_{0}^{\prime} e^{-\mu n} \quad \text { for all } n .
$$

Proof. We only prove the left-hand inequality. The right-hand inequality is the same but requires a result like Lemma 4.1 with $v_{n+1} \geqq Q\left[v_{n}\right]$. We begin by showing that $u_{n}(-\infty)$ increases to 1 as $n \rightarrow \infty$.

Since $a_{1}(x)$ decreases to $a^{+}$as $x \rightarrow-\infty$ (see §2), there exist $\varepsilon>0, N_{\varepsilon}>N$ such that

$$
a^{+} \leqq a_{1}(x) \leqq a_{1}\left(-N_{\varepsilon}\right)<a^{+}+\varepsilon \leqq u_{0}(x)
$$

and

$$
g\left(x, u_{0}(x)\right) \geqq g\left(-N_{\varepsilon}, u_{0}(x)\right) \geqq g\left(-N_{\varepsilon}, a^{+}+\varepsilon\right) \quad \text { for } x \leqq-N_{\varepsilon} .
$$

From Fatou's lemma,

$$
\liminf _{x \rightarrow-\infty} u_{1}(x) \geqq \int K(y) \liminf _{x \rightarrow-\infty} g\left(x-y, u_{0}(x-y)\right) d y \geqq g\left(-N_{\varepsilon}, a^{+}+\varepsilon\right) .
$$

Now suppose $\liminf _{x \rightarrow-\infty} u_{n}(x) \geqq g^{n}\left(-N_{\varepsilon}, a^{+}+\varepsilon\right)$. Then for any $\delta>0, u_{n}(x) \geqq$ $q^{n}\left(-N_{\varepsilon}, a^{+}+\varepsilon\right)-\delta$ and $g\left(x, u_{n}(x)\right) \geqq g\left(-N_{\varepsilon}, u_{n}(x)\right) \geqq g\left(-N_{\varepsilon}, g^{n}\left(-N_{\varepsilon}, a^{+}+\varepsilon\right)-\delta\right)$ for $x$
near $-\infty$. Hence $\liminf _{x \rightarrow-\infty} u_{n+1}(x) \geqq \int K(y) \liminf _{x \rightarrow-\infty} g\left(x-y, u_{n}(x-y)\right) d y \geqq$ $g\left(-N_{\varepsilon}, g^{n}\left(-N_{\varepsilon}, a^{+}+\varepsilon\right)-\delta\right)$. Since $\delta>0$ is arbitrary, we have

$$
\begin{equation*}
\liminf _{x \rightarrow-\infty} u_{n}(x) \geqq g^{n}\left(-N_{\varepsilon}, a^{+}+\varepsilon\right) \quad \text { for all } n . \tag{4.6}
\end{equation*}
$$

From the definition of $a_{1}(x)$, we have $g\left(-N_{\varepsilon}, u\right)>u$ for $a_{1}\left(-N_{\varepsilon}\right)<u<1$. This implies that $g^{n}\left(-N_{e}, a^{+}+\varepsilon\right)$ increases to 1 as $n \rightarrow \infty$. Therefore, let $q_{0}>0$ be as defined in Lemma 4.1. There exist, by (4.6) positive integers $k$ and $N_{0}$ such that $u_{k}(x) \geqq 1-q_{0}$ for $x \leqq-N_{0}$. Hence $v_{0}(x)=\phi\left(x-z_{0}\right)-q_{0} \leqq 1-q_{0} \leqq u_{k}(x)$ for $x \leqq-N_{0}$. From Remark 4.1, $z_{0} \leqq 0$ is arbitrary and we now choose it sufficiently negative so that $\phi\left(-N_{0}-z_{0}\right)-$ $q_{0} \leqq 0$. Therefore, $v_{0}(x) \leqq u_{k}(x)$ for all $x$.

Since $v_{n+1} \leqq Q\left[v_{n}\right]$ and $Q$ is order-preserving, an inductive argument shows that $v_{n} \leqq u_{k+n}$ for all $n \geqq 0$. Explicitly,

$$
\phi\left(x-z_{n}\right)-q_{0} e^{-\mu n} \leqq u_{k+n}(x) \quad \text { for } n \geqq 0 .
$$

Since $z_{n}$ is decreasing, we may replace $z_{n}$ by its limit $x_{1}$ in the above inequality. Doing so and writing $n$ for $k+n$, we have

$$
\phi\left(x-x_{1}\right)-q_{0}^{\prime} e^{-\mu n} \leqq u_{n}(x) \quad \text { for } n \geqq k, \text { where } q_{0}^{\prime}=q_{0} e^{\mu k}
$$

The first $k$ terms are then taken care of by increasing $q_{0}^{\prime}$ until $1-q_{0}^{\prime} e^{-\mu k} \leqq 0$. This completes the proof of Proposition 4.2.

Remark 4.2. The condition $\lim \sup _{x \rightarrow \infty} u_{0}(x)<a^{-}$is needed to prove the right-hand inequality.

Lemma 4.3. Let $\phi$ satisfy $\phi=Q[\phi]$ and let $u_{0}(x)=\phi(x-h)$. Then $u_{n}$, defined recursively by (1.1), is nonincreasing (nondecreasing) in $n$ if $h>0(h<0)$.

Proof. We only prove the case $h>0$. Proceeding by induction,

$$
\begin{aligned}
u_{1}(x) & =\int K(x-y) g(y, \phi(y-h)) d y=\int K(x-h-y) g(y+h, \phi(y)) d y \\
& \leqq \int K(x-h-y) g(y, \phi(y)) d y=u_{0}(x)
\end{aligned}
$$

Assume that $u_{n} \leqq u_{n-1}$. Then since $Q$ is order-preserving, we have $u_{n+1}=Q\left[u_{n}\right] \leqq$ $Q\left[u_{n-1}\right]=u_{n}$. Therefore $u_{n+1} \leqq u_{n}$ for all $n$ and the lemma is proved.

To show uniqueness of clines, we first recall from Remark 3.1 that $g_{x} \leqq 0$ implies the existence of at least one cline $\phi$. Suppose $u$ is another solution of $u=Q[u]$ with $u(-\infty)>a^{+}, u(\infty)<a^{-}$. Proposition 4.2 with $u_{0}=u$ implies that $\phi\left(x-x_{1}\right)-q_{0}^{\prime} e^{-\mu n} \leqq$ $u(x) \leqq \phi\left(x-x_{2}\right)+q_{0}^{\prime} e^{-\mu n}$ for all $n$. Letting $n \rightarrow \infty$, we have $\phi\left(x-x_{1}\right) \leqq u(x) \leqq \phi\left(x-x_{2}\right)$. Since $\phi$ is nonincreasing, we may assume that $x_{1}<0$ and $x_{2}>0$.

Let $\underline{u}_{0}(x)=\phi\left(x-x_{1}\right), \bar{u}_{0}(x)=\phi\left(x-x_{2}\right)$ and define $\underline{u}_{n}, \bar{u}_{n}$ recursively by $\underline{u}_{n+1}=$ $Q\left[\underline{u}_{n}\right], \bar{u}_{n+1}=Q\left[\bar{u}_{n}\right]$. Clearly, $\underline{u}_{n} \leqq u \leqq \bar{u}_{n}$ and $\underline{u}_{n} \leqq \phi \leqq \bar{u}_{n}$ for all $n$. From Lemma 4.3, $\underline{u}_{n}$ increases to a nonincreasing function $\underline{u}$ with the properties $\underline{u} \leqq \underline{u}, \underline{u} \leqq \phi, \underline{u}(-\infty)=1$, $\underline{u}(\infty)=0$ and $\underline{u}=Q[\underline{u}]$. Similarly, $\bar{u}_{n}$ decreases to a nonincreasing function $\bar{u}$ with the properties $u \leqq \bar{u}, \phi \leqq \bar{u}, \bar{u}(-\infty)=1, \bar{u}(\infty)=0$ and $\bar{u}=Q[\bar{u}]$. In order to show that $u=\phi$, it suffices to show that $\underline{u}=\bar{u}$. This follows from Remark 3.2 and the next lemma.

Lemma 4.4. Let $\phi_{1}, \phi_{2}$ be two nonincreasing solutions of $\phi=Q[\phi], \phi_{1} \leqq \phi_{2}$ which both converge to 1 and 0 exponentially as $x \rightarrow \mp \infty$. Then $\phi_{1} \equiv \phi_{2}$.

Before we can prove Lemma 4.4, we must establish two lemmas.
From Proposition 4.2, $\phi_{2}(x+h) \leqq \phi_{1}(x)$ for some $h>0$. Let $h$ be the infimum of such $h$. We assume that $h>0$ and derive from it a contradiction. Note that from (viii*) of (1.12), the function $\int K(x-y)[g(y+h, \phi(y+h))-g(y, \phi(y+h))] d y$ is not identically zero if $h \neq 0$. Therefore translation of $\phi_{i}$ is not a solution of $\phi=Q[\phi]$.

Let $u_{\varepsilon}(x)=\phi_{2}(x+h-\varepsilon)$ for $0 \leqq \varepsilon \leqq h / 2$. According to the definition of $h$, we have $u_{\varepsilon}(x)>\phi(x)$ on some interval for sufficiently small $\varepsilon>0$. Write

$$
u_{\varepsilon}(x)=\int K(x-y) g\left(y, u_{\varepsilon}(y)\right) d y+n_{\varepsilon}(x)
$$

where $n_{\varepsilon}(x)=\int K(x-y)\left[g\left(y+h-\varepsilon, u_{\varepsilon}(y)\right)-g\left(y, u_{\varepsilon}(y)\right)\right] d y$ is nonpositive but not identically zero. Let $\psi_{\varepsilon}(x)=u_{\varepsilon}(x)-\phi_{1}(x)$. Then

$$
\begin{equation*}
\psi_{\varepsilon}(x)=\int K(x-y) h_{\varepsilon}(y) \psi_{\varepsilon}(y) d y+n_{\varepsilon}(x) \tag{4.7}
\end{equation*}
$$

where we set

$$
h_{\varepsilon}(x)=\frac{g\left(x, u_{\varepsilon}(x)\right)-g\left(x, \phi_{1}(x)\right)}{u_{\varepsilon}(x)-\phi_{1}(x)} \geqq 0 .
$$

We shall employ the following notation: $\mathscr{H}=L^{2}(\mathbb{R})$ with inner product $(\cdot, \cdot)$, $\psi^{+}=\max \{\psi, 0\}, K_{\varepsilon}: \mathscr{H} \rightarrow \mathscr{H}$ is the linear operator

$$
K_{\varepsilon} \psi(x)=\int K(x-y) h_{\varepsilon}(y) \psi(y) d y
$$

From Young's inequality, $K_{\varepsilon}$ is bounded. Observe that $\psi_{\varepsilon}^{+} \not \equiv 0$ for every $\varepsilon>0$ sufficiently small but $\psi_{0}^{+} \equiv 0$. Finally for an operator $A: \mathscr{H} \rightarrow \mathscr{H}$, the symbols $\sigma(A), r(A), A^{*}$ and $\|A\|$ will denote respectively the spectrum of $A$, spectral radius of $A$, adjoint of $A$ and operator norm of $A$.

We state two lemmas and defer their proofs until after we have proved Lemma 4.4.
Lemma 4.5. For $\varepsilon>0$ sufficiently small (i) $K_{\varepsilon}$ is a positive operator in the sense that $\psi \geqq 0$ implies that $K_{\varepsilon} \psi \geqq 0$; (ii) $K_{\varepsilon}$ is quasi-compact, i.e., there exist operators $V_{\varepsilon}$ and $C_{\varepsilon}$ such that $\left\|C_{\varepsilon}\right\|<1, V_{\varepsilon}$ is compact and $K_{\varepsilon}=C_{\varepsilon}+V_{\varepsilon}$, (iii) $\lim _{\varepsilon \downarrow 0}\left\|K_{\varepsilon}-K_{0}\right\|=0$.

Lemma 4.6. $r\left(K_{0}\right)<1$.
Proof of Lemma 4.4. From (4.7), $\psi_{\varepsilon} \leqq K_{\varepsilon} \psi_{\varepsilon}$ so that $\psi_{\varepsilon}^{+} \leqq\left[K_{\varepsilon} \psi_{\varepsilon}\right]^{+} \leqq K_{\varepsilon} \psi_{\varepsilon}^{+}$. Since the operator $K_{\varepsilon}$ is order-preserving, an inductive argument shows that $K_{\varepsilon}{ }_{\varepsilon} \psi_{\varepsilon}^{+} \geqq \psi_{\varepsilon}^{+} \geqq 0$ for all $n$. From our hypotheses, $\psi_{\varepsilon} \in \mathscr{H}$. Therefore $\left\|K_{\varepsilon}^{n} \psi^{+}\right\|_{2} \geqq\left\|\psi_{\varepsilon}^{+}\right\|_{2}$ which implies that $\left\|K_{\varepsilon}^{n}\right\|^{1 / n} \geqq 1$ for all $n$. Now if we fix $n$ and let $\varepsilon \downarrow 0$, we have from Lemma 4.5, $\left\|K_{0}^{n}\right\|^{1 / n} \geqq 1$. Hence $\lim _{n \rightarrow \infty}\left\|K_{0}^{n}\right\|^{1 / n}=r\left(K_{0}\right) \geqq 1$ which contradicts Lemma 4.6. Therefore $h=0$ and $\phi_{1} \equiv \phi_{2}$. The proof of Lemma 4.4 is complete.

Proof of Lemma 4.5. $K_{\varepsilon}$ is positive because $K_{\varepsilon}(x) \geqq 0$ and $h_{\varepsilon}(x) \geqq 0$ in $\mathbb{R}$. To show that $K_{\varepsilon}$ is quasi-compact, recall from the definition of $h_{\varepsilon}$ that $h_{\varepsilon}(x)=g_{u}\left(x, \theta_{\varepsilon}\right)$, where $\theta_{\varepsilon}$ is between $u_{\varepsilon}$ and $\phi_{1}$. From hypothesis (x) of (1.12), there exist $\delta>0, \theta_{1} \in(0,1)$ such that $g_{u}(x, u) \leqq \theta_{1}<1$ for $u \in[0, \delta], x \geqq N$ or $u \in[1-\delta, 1], x \leqq-N$. Since $u_{\varepsilon}(-\infty)=$ $\phi_{1}(-\infty)=1, u_{\varepsilon}(\infty)=\phi_{1}(\infty)=0$. We can choose $a_{\varepsilon}>N$ such that $\left|h_{\varepsilon}(x)\right| \leqq \theta_{1}<1$, when $x \in\left[-a_{e}, a_{\varepsilon}\right]^{c}$.

Define $C_{\varepsilon}, V_{\varepsilon}: \mathscr{H} \rightarrow \mathscr{H}$ by

$$
C_{\varepsilon} \psi(x)=\int K(x-y) \chi_{\left[-a_{\varepsilon}, a_{\varepsilon}\right]^{c}}(y) h_{\varepsilon}(y) \psi(y) d y
$$

and

$$
V_{\varepsilon} \psi(x)=\int K(x-y) \chi_{\left[-a_{\varepsilon}, a_{\varepsilon}\right]}(y) h_{\varepsilon}(y) \psi(y) d y .
$$

Then $K_{\varepsilon}=C_{\varepsilon}+V_{\varepsilon}$ and $V_{\varepsilon}$ is compact because $\iint K^{2}(x-y) \chi_{\left[-a_{\varepsilon}, a_{\varepsilon}\right]}^{2}(y) h_{\varepsilon}^{2}(y) d y d \dot{x}$ is finite. For $C_{\varepsilon}$, we have $\left\|C_{\varepsilon} \psi\right\|_{2}=\left\|K^{*}\left[\chi_{\left[-a_{e}, a_{e}\right]} h_{\varepsilon} \psi\right]\right\|_{2} \leqq \theta_{1}\|K\|_{1}\|\psi\|_{2}$. Therefore $\left\|C_{\varepsilon}\right\| \leqq$ $\theta_{1}<1$ and $K_{\varepsilon}$ is quasi-compact.

Finally it is elementary to show that $h_{\varepsilon}$ converges to $h_{0}$ pointwise as $\varepsilon \downarrow 0$ and $\left.\left\|\left(K_{\varepsilon}-K\right) \psi\right\|_{2}=\left\|K^{*}\left[h_{\varepsilon}-h_{0}\right] \psi\right\|_{2} \leqq\|K\|_{2}\| \| h_{\varepsilon}-h_{0}\right] \psi\left\|_{1} \leqq\right\| K\left\|_{2}\right\| h_{\varepsilon}-h_{0}\left\|_{2}\right\| \psi \|_{2}$. From the fact that $h_{\varepsilon}(x)=g_{u}\left(x, \theta_{\varepsilon}\right)$, where $\theta_{\varepsilon}$ is between $u_{\varepsilon}$ and $\phi_{1}$, we have

$$
\left|h_{\varepsilon}(x)-h_{0}(x)\right|=\left|g_{u u}(x, \xi)\right|\left|\theta_{\varepsilon}-\theta_{0}\right| \leqq \text { const. }\left|\theta_{\varepsilon}-\theta_{0}\right|
$$

But then $\phi_{1}, \phi_{2}$ converge to 1 and 0 exponentially as $x \rightarrow \mp \infty$. Thus $\left|\theta_{\varepsilon}-\theta\right|$ is dominated by a square integrable function independently of $\varepsilon$. From the dominated convergence theorem, $\lim _{\varepsilon \downarrow 0}\left\|h_{\varepsilon}-h_{0}\right\|_{2}=0$. This establishes (iii) and completes the proof of Lemma 4.5.

Proof of Lemma 4.6. From (4.7), we have

$$
\begin{equation*}
\psi_{0}(x)=K_{0} \psi_{0}(x)+n_{0}(x) \tag{4.8}
\end{equation*}
$$

where $\psi_{0}$ and $n_{0}$ are both nonpositive and not identically zero.
From Lemma 4.5, $K_{0}^{*}=C_{0}^{*}+V_{0}^{*}$. As is well known, $\left\|C_{0}^{*}\right\|=\left\|C_{0}\right\|$ and $V_{0}{ }^{*}$ is compact if and only if $V_{0}$ is compact. Therefore $K_{0}^{*}$ is also quasi-compact. In fact, $K_{0}^{*}$ is the operator $K_{0}^{*} \psi(x)=h_{0}(x) \int K(y-x) \psi(y) d y$. Therefore $K_{0}^{*}$ is a positive operator.

According to [9, Thm. 4], since $K_{0}^{*}$ is a positive operator $r\left(K_{0}^{*}\right) \in \sigma\left(K_{0}^{*}\right)$. If $r\left(K_{0}^{*}\right)<1$, then $r\left(K_{0}\right)=r\left(K_{0}^{*}\right)<1$ and the lemma is proved. We cannot have $r\left(K_{0}^{*}\right) \geqq 1$. For if so, $r\left(K_{0}^{*}\right) \notin \sigma\left(C_{\varepsilon}\right)$ since $\left\|C_{\varepsilon}\right\|<1$. However, $K_{\varepsilon}$ is a perturbation of $C_{\varepsilon}$ by a compact operator. Weyl's lemma says that perturbation by a compact operator can only change the spectrum of an operator by eigenvalues, [8]. Therefore, $r\left(K_{0}^{*}\right)$ is an eigenvalue of $K_{0}^{*}$ and clearly has the largest modulus among the eigenvalues of $K_{0}^{*}$. By [9, Thm. 5, Cor. 1] applied to $r\left(K_{0}^{*}\right)$, there exists a nonnegative eigenfunction $e_{0}$ corresponding to $r\left(K_{0}^{*}\right)$. That is to say, $r\left(K_{0}^{*}\right) e_{0}(x)=h_{0}(x) \int K(y-x) e_{0}(y) d y \geqq 0$. Using the same idea we used to show $\phi^{\prime}<0$ at the beginning of the proof of Lemma 4.1, we see that $e_{0}(x)>0$ in $\mathbb{R}$.

From (4.8), we have $\left(\psi_{0}, e_{0}\right)=\left(K_{0} \psi_{0}, e_{0}\right)+\left(n_{0}, e_{0}\right)<\left(K_{0} \psi_{0}, e_{0}\right)=\left(\psi_{0}, K_{0}^{*} e_{0}\right)=$ $r\left(K_{0}^{*}\right)\left(\psi_{0}, e_{0}\right)$. Since $\psi_{0} \leqq 0$, we have $r\left(K_{0}^{*}\right)<1$ which is a contradiction to our assumption. Lemma 4.6 is therefore established and so is Theorem 2.2.
5. Proof of Theorem 2.3. The argument given after Lemma 4.3 actually provides a proof for part (i) of Theorem 2.3. Letting $\underline{u}_{0}(x)=\phi\left(x-h_{1}\right)$ and $\bar{u}_{0}(x)=\phi\left(x-h_{2}\right)$, we have $\underline{u}_{n} \leqq u_{n} \leqq \bar{u}_{n}$ for all $n$, and $\underline{u}_{n}, \bar{u}_{n}$ converge monotonically to the (unique) cline $\phi$. With all the properties $\underline{u}_{n}, \bar{u}_{n}$ and $\phi$ have, it is an elementary exercise to show that the convergence is uniform in $\mathbb{R}$.

To prove part (ii) of Theorem 2.3, we first observe that $\left\|u_{n}^{\prime}\right\|_{\infty} \leqq\left\|K_{a}\right\|_{1}+p_{1}+p_{2}$ so that $\left\{u_{n}\right\}$ is an equicontinuous sequence of functions. By the Arzela-Ascoli theorem, a subsequence $\left\{u_{n_{k}}\right\}$ will converge uniformly on compact subsets of $\mathbb{R}$ to some continuous function $U$. From Proposition 4.2, $\phi\left(x-x_{1}\right) \leqq U(x) \leqq \phi\left(x-x_{2}\right)$. We may assume that $x_{1}<0$ and $x_{2}>0$. Apply part (i) of Theorem 2.3 with $U$ as the initial data. Then
$U_{n} \equiv Q^{n}[U]$ converges uniformly to $\phi$ as $n \rightarrow \infty$. The convergence of $u_{n_{k}}$ to $U$ is also uniform in $\mathbb{R}$, since $u_{n}$, $\phi$ are uniformly close to 1 and 0 near $\mp \infty$ respectively.

We now state a lemma and use it to prove part (ii) of Theorem 2.3. The proof of the lemma will be given at the end of this section.

Lemma 5.1. Given $\varepsilon>0$, there exists $\delta^{\prime}>0$ such that if $\left\|v_{0}-\phi\right\|_{\infty} \leqq \delta^{\prime}$, then $\left\|v_{n}-\phi\right\|_{\infty}$ $\leqq \varepsilon$ for all $n$.

Let $M=\sup _{\mathbb{R} \times[0,1]} g_{u}(x, u)$. We have $\left\|Q^{n}[u]-Q^{n}[v]\right\|_{\infty} \leqq M^{n}\|u-v\|_{\infty}$ for all $n$ and $u, v \in \mathscr{C}$. For any $\varepsilon>0$, let $\delta^{\prime}$ be chosen as in Lemma 5.1 and let $k_{1}, k_{2}$ be positive integers such that

$$
\left\|U_{k}-\phi\right\|_{\infty} \leqq \frac{\delta^{\prime}}{2} \quad \text { if } k \geqq k_{1}, \quad\left\|u_{n_{k}}-U\right\|_{\infty} \leqq \frac{\delta^{\prime}}{2 M^{k_{1}}} \quad \text { if } k \geqq k_{2} .
$$

Then

$$
\left\|Q^{k_{1}}\left[u_{n_{k}}\right]-Q^{k_{1}}[U]\right\|_{\infty} \leqq M^{k_{1}}\left\|u_{n_{k}}-U\right\|_{\infty} \leqq \frac{\delta^{\prime}}{2} \quad \text { if } k \geqq k_{2}
$$

Furthermore,

$$
\begin{aligned}
\left\|u_{n_{k}+k_{1}}-\phi\right\|_{\infty} & \leqq\left\|Q^{k_{1}}\left[u_{n_{k}}\right]-Q^{k_{1}}[U]\right\|_{\infty}+\left\|Q^{k_{1}}[U]-\phi\right\|_{\infty} \\
& \leqq \delta^{\prime} \quad \text { if } k \geqq k_{2} .
\end{aligned}
$$

Now set $k=k_{2}$ and $v_{0}=u_{n_{k}+k_{1}}$. From Lemma 5.1, we have $\lim \sup _{n \rightarrow \infty}\left\|u_{n}-\phi\right\| \leqq \varepsilon$. Since $\varepsilon>0$ is arbitrary, Theorem 2.3 is proved.

Proof of Lemma 5.1. We have to look carefully into the proofs of Proposition 4.2 and Lemma 4.1. Recall from Remark 4.1 that the only requirements on $z_{0}$ and $q_{0}$ for Lemma 4.1 to hold are $z_{0} \leqq 0$ and that $q_{0}>0$ be sufficiently small. Also, in the proof of the left-hand inequality in Proposition 4.2, $k, z_{0}, q_{0}$ have to satisfy the condition $\phi\left(x-z_{0}\right)-q_{0} \leqq u_{k}(x)$ in $\mathbb{R}$. From our hypothesis, $\phi(x)-\delta^{\prime} \leqq v_{0}(x)$ in $\mathbb{R}$. Therefore, we set $z_{0}=0$ and $\delta^{\prime}=q_{0}=q_{0}^{\prime}$ small enough to obtain the inequality $\phi\left(x-z_{n}\right)$ $q_{0} e^{-\mu n} \leqq v_{n}(x)$ for all $n$. Again from the proof of Lemma 4.1, $\lim _{n \rightarrow \infty} z_{n}=x_{1}=$ $(\theta-M) q_{0} \theta_{2}^{-1}\left(1-e^{-\mu}\right)^{-1}$. Now (4.1) is valid with the same $\theta_{1}, \delta, N$ if we decrease $q_{0}>0$. Consequently, $\theta, M, \theta_{2}, \mu$ above are independent of $\delta^{\prime}\left(=q_{0}\right)$ if $\delta^{\prime}$ is sufficiently small. Hence let $\delta^{\prime}$ be so small that $\left|x_{1}\right| \leqq \varepsilon / 2\left\|\phi^{\prime}\right\|_{\infty}$ and $q_{0} \leqq \varepsilon / 2$. Then

$$
\phi(x)-q_{0} e^{-\mu n}=\phi\left(x-x_{1}\right)-q_{0} e^{-\mu n}+\phi(x)-\phi\left(x-x_{1}\right) \leqq u_{n}(x)+\frac{\varepsilon}{2} .
$$

This implies that $\phi(x)-\varepsilon \leqq u_{n}(x)$ for all $n$ which is half of Lemma 5.1. The other half may be proved similarly.
6. Proof of Theorem 2.4. Let $T: \mathscr{H} \rightarrow \mathscr{H}$ be the bounded linear operator

$$
T \psi(x)=\int K(x-y) g_{u}(y, \phi(y)) \psi(y) d y
$$

It is easy to see that $T$ is positive and quasi-compact. Furthermore, the proof of Lemma 4.6 can be used to show that $r(T)<1$. In place of (4.8), we use

$$
\phi^{\prime}(x)=\int K(x-y) g_{u}(y, \phi(y)) \phi^{\prime}(y) d y+\int K(x-y) g_{y}(y, \phi(y)) d y
$$

where the last term is nonpositive and not identically zero.

Choose $\lambda \in(r(T), 1)$ and $\eta \in \mathscr{H}$ such that $\eta(x)>0$ in $\mathbb{R}$. Then $\lambda w-T w=\eta$ has a unique solution $w \in \mathscr{H}$. Since $(\lambda-T)^{-1}=\sum_{j=0}^{\infty} T^{j} / \lambda^{j+1}$, we see that $w \geqq 0$. In fact $\eta>0$ implies that $w(x)>0$ in $\mathbb{R}$. By adjusting $\eta$, we may assume that $\|w\|_{\infty}=1$ and that $w$ is sufficiently regular.

Consider the following inequality:
$\int K(x-y) g_{u}(y, \phi(y)) d y \leqq \int_{|y| \geqq N_{1}} K(x-y) g_{u}(y, \phi(y)) d y+$ const. $\int_{|y| \leqq N_{1}} K(x-y) d y$.
From condition (xi) of (1.12), $g_{u}(x, \phi(x))<\theta_{1}<1$ if $|x| \geqq N_{1}$ for some large $N_{1}$. Therefore, $\int K(x-y) g_{u}(y, \phi(y)) d y \leqq \theta_{1}<1$ if $|x| \geqq N_{2}$. We extend $g$ to $\mathbb{R} \times \mathbb{R}$ so that $g_{u}(x, u)$ $\geqq 0$ and $M=\frac{1}{2} \sup _{\mathbb{R} \times \mathbb{R}} g_{u u}(x, u)$ is finite.

Choose $\mu>0$ such that $\lambda<e^{-\mu}<1$. On the interval $|x| \leqq N_{2}$, let $w(x) \geqq$ $m>0$. Define $m_{1}=\sup _{\mathbb{R}} \int K(x-y) g_{u}(y, \phi(y)) d y, \quad \gamma=\left(e^{-\mu}-\lambda\right) m /\left(m_{1}-\theta_{1}\right), \quad \beta=$ $\gamma\left(e^{-\mu}-\theta_{1}\right) / M(1+\gamma)^{2}$ and $z_{n}(x)=\beta(w(x)+\gamma) e^{-\mu n}$ for all $n$.

We claim that $N\left[z_{n}\right] \leqq z_{n+1}$ for all $n$ where

$$
N[z](x)=\int K(x-y)[g(y, \phi(y)+z(y))-g(y, \phi(y))] d y .
$$

Write

$$
N[z](x)=\int K(x-y) g_{u}(y, \phi(y)) z(y) d y+\int K(x-y) h(y, z(y)) z(y) d y
$$

where

$$
h(x, z)=\frac{g(x, \phi(x)+z)-g(x, \phi(x))}{z}-g_{u}(x, \phi(x)) .
$$

By the mean value theorem, $|h(x, z) z| \leqq M|z|^{2}$.
To begin we have $T z_{n}(x)=\beta e^{-\mu n}\left[\lambda w(x)-\eta(x)+\gamma \int K(x-y) g_{u}(y, \phi(y)) d y\right]$ and $N_{1}\left[z_{n}\right](x)=\int K(x-y) h\left(y, z_{n}(y)\right) z_{n}(y) d y$ satisfies the inequality

$$
\left|N_{1}\left[z_{n}\right](x)\right| \leqq M \int K(x-y)\left|z_{n}(y)\right|^{2} d y \leqq M \beta^{2} e^{-\mu n}(1+\gamma)^{2}
$$

Hence $N\left[z_{n}\right](x) \leqq \beta e^{-\mu n}\left[\lambda w(x)+\gamma \int K(x-y) g_{u}(y, \phi(y)) d y+\beta M(1+\gamma)^{2}\right]$.
If $|x| \geqq N_{2}$, the term inside the square bracket is bounded above by $e^{-\mu} w(x)+\gamma \theta_{1}$ $+\beta M(1+\gamma)^{2}$ which by the definition of $\beta$ is equal to $(w(x)+\gamma) e^{-\mu}$. Therefore, $N\left[z_{n}\right](x) \leqq z_{n+1}(x)$ if $|x| \geqq N_{2}$. On the other hand if $|x| \leqq N_{2}$, we have

$$
\begin{aligned}
\left(\lambda-e^{-\mu}\right) w(x)+\gamma & \int K(x-y) g_{u}(y, \phi(y)) d y+\beta M(1+\gamma)^{2}-\gamma e^{-\mu} \\
& \leqq\left(\lambda-e^{-\mu}\right) m+\gamma\left(m_{1}-e^{-\mu}\right)+\beta M(1+\gamma)^{2} \\
& =\left(\lambda-e^{-\mu}\right) m+\gamma\left(m_{1}-\theta_{1}\right)=0,
\end{aligned}
$$

and so the term inside the square bracket is bounded above by $e^{-\mu}(w(x)+\gamma)$. Therefore, $N\left[z_{n}\right](x) \leqq z_{n+1}(x)$ if $|x| \leqq N_{2}$ and our claim is proved.

Finally let $\delta=\beta \gamma$ in the statement of Theorem 2.4 and $v_{n}=u_{n}-\phi$ for all $n$. If $v_{0} \leqq \delta$, then $v_{0} \leqq z_{0}$ since $w>0$. Proceeding inductively, suppose $v_{n} \leqq z_{n}$, then

$$
\begin{aligned}
v_{n+1}(x) & =u_{n+1}(x)-\phi(x)=\int K(x-y)\left[g\left(y, \phi(y)+v_{n}(y)\right)-g(y, \phi(y))\right] d y \\
& \leqq \int K(x-y)\left[g\left(y, \phi(y)+z_{n}(y)\right)-g(y, \phi(y))\right] d y \\
& =N\left[z_{n}\right](x) \leqq z_{n+1}(x) .
\end{aligned}
$$

Hence, $u_{n}(x)-\phi(x) \leqq C e^{-\mu n}$ for all $n$ where $C=\beta(1+\gamma)$. This proves half of Theorem 2.4.

To show the other half, we first observe that the proof of $N\left[z_{n}\right] \leqq z_{n,+1}$ also shows that $N\left[-z_{n}\right] \geqq-z_{n+1}$ for all $n$. This part involves no more than changing the sign of some of the terms in the proof of $N\left[z_{n}\right] \leqq z_{n+1}$.

Now suppose $v_{0} \geqq-\delta \geqq-z_{0}$. Proceeding inductively as before, assuming that $v_{n} \geqq-z_{n}$, we have

$$
\begin{aligned}
u_{n+1}(x)-\phi(x) & =\int K(x-y)\left[g\left(y, \phi(y)+v_{n}(y)\right)-g(y, \phi(y))\right] d y \\
& \geqq \int K(x-y)\left[g\left(y, \phi(y)-z_{n}(y)\right)-g(y, \phi(y))\right] d y \\
& =N\left[-z_{n}\right](x) \geqq-z_{n+1}(x)
\end{aligned}
$$

Therefore, $\phi(x)-u_{n}(x) \leqq C e^{-\mu n}$ for all $n$. The proof of Theorem 2.4 is now complete.
Note added in proof. Since this paper was accepted, Dr. Odo Diekmann in Amsterdam has informed the author that some of the results in this paper overlap with his paper, Clines in a discrete time model in population genetics, Proc. Conference on Models of Biological Growth and Spread, W. Jäger, ed., Lecture Notes in Biomathematics, 38, Springer-Verlag, New York, 1981.
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# STABILITY OF A SURFACE DETERMINED FROM MEASURES OF POTENTIAL* 

CARLO DOMENICO PAGANI ${ }^{\dagger}$


#### Abstract

Let $G$ be a bounded domain in $R^{3}$ whose boundary $\Gamma$ is connected. Let $V_{G} \sigma$ be the Newtonian potential produced by a mass of density $\sigma$ distributed over $G$. We assume a model distribution for $\sigma$ and consider the problem of finding $G$ from the knowledge of the potential (a) on $\Gamma$, (b) on $\Gamma_{a}$, a large spherical surface surrounding $G$. These problems are unstable and we investigate what kind of supplementary information on the solutions is needed in order to restore stability. We prove that, in case (a), solutions whose $H^{s}$ norm ( $s>3$ ) (Sobolev norm) is bounded by a given constant constitute a Hölder-stable class; in case (b), a class of Hölder-stable solutions consists of real analytic functions whose derivatives are suitably bounded.


Introduction. Let $G$ be a bounded domain in $R^{3}$ whose boundary $\Gamma$ is connected. Let $V_{G} \sigma$ be the Newtonian (electrostatic) potential produced by a mass (charge) of density $\sigma$ distributed over $G$,

$$
\begin{equation*}
V_{G} \sigma(x)=\int_{G} \sigma(y)|x-y|^{-1} d y . \tag{0.1}
\end{equation*}
$$

The classical inverse problems for the potential are of two kinds: a) we are given $G$; find $\sigma$ by measuring the potential outside of $G$. b) we assume a model distribution for $\sigma: \sigma=\tilde{\sigma}$ say; then find $G$ by measuring the potential.

Both problems have been considered by several authors. A common feature to these problems is that they are ill posed in the sense of Hadamard. The most striking aspect of ill-posedness is their instability, namely the impossibility of efficiently determining the solution from the measured data. This aspect of the problem has been analyzed, in the case a), in [7], [12], [3]. Here we wish to consider problem b). Our aim is to find classes of stable solutions. Let us pose precisely the problem. Let $G_{0}$ be a reference bounded domain in $R^{3}$ whose boundary $\Gamma_{0}$ is connected and smooth: although it is not necessary, we shall assume through this paper that $G_{0}$ is a ball, centered at the origin, with radius $r_{0}$. Let $z: \Gamma_{0} \rightarrow R$ be a function belonging to the set

$$
\begin{equation*}
\mathscr{A} \equiv\left\{z \in C^{2}\left(\Gamma_{0}\right) ;|z| \leqq z^{*}\right\} \tag{0.2}
\end{equation*}
$$

where $z^{*}$ is a given constant, $z^{*}<r_{0}$. Let us consider the map

$$
\begin{align*}
& \Phi_{z}: \Gamma_{0} \rightarrow R^{3},  \tag{0.3}\\
& \Gamma_{0} \ni \omega \rightarrow \Phi_{z}(\omega)=\omega+z(\omega) n_{\omega}
\end{align*}
$$

( $n_{\omega}$ is the outward unit normal to $\Gamma_{0}$ at $\omega$ ) and define $\Gamma_{z}$ as the image of $\Gamma_{0}$ given by $\Phi_{z}$ : $\Gamma_{z}=\Phi_{z} \Gamma_{0} ; G_{z}$ is the bounded domain whose boundary is $\Gamma_{z}$. We assume that $\Phi_{z}$ induces a diffeomorphism of class $C^{2}$ between $\Gamma_{z}$ and $\Gamma_{0}$. Finally, let $\Gamma_{a}$ be a surface of a large ball, centered at the origin, with radius $r_{0}+a\left(a>z^{*}\right)$. Let $\tilde{\sigma}$ be a positive smooth function (typically, $\tilde{\sigma}$ is a constant) and consider the potential $V_{G_{z}} \tilde{\sigma}$, that we shall denote simply by $V_{z} \tilde{\sigma}$. Let us define $U_{z} \sigma$ by writing

$$
\begin{equation*}
V_{z} \sigma=V_{0} \sigma+U_{z} \sigma . \tag{0.4}
\end{equation*}
$$

[^16]We define now two operators: $A: \mathscr{A} \subset L^{2}\left(\Gamma_{0}\right) \rightarrow L^{2}\left(\Gamma_{0}\right)$ and $B: \mathscr{A} \subset L^{2}\left(\Gamma_{0}\right) \rightarrow L^{2}\left(\Gamma_{0}\right)$ as follows (the physical meaning of these definitions is explained below)

$$
\begin{align*}
& A[z] \equiv U_{z} \tilde{\sigma} \circ \Phi_{z},  \tag{0.5}\\
& B[z] \equiv U_{z} \tilde{\sigma} \circ \Phi_{a} \tag{0.6}
\end{align*}
$$

(here $\circ$ means composition). Consequently we shall pose two problems:
Problem I (resp. II). Find $z: A[z]=v($ resp. $B[z]=v)$, where $v$ is a given function defined on $\Gamma_{0}$.

We expect that both problems are ill posed, for the image of $A$ is contained in the Sobolev space $H^{3 / 2}\left(\Gamma_{0}\right)$ and the image of $B$ is a subset of $C^{\infty}\left(\Gamma_{0}\right)$. Then the maps: $z \rightarrow A[z]$ and $z \rightarrow B[z]$ are smoothing, so that the inverse maps will not be continuous in $L^{2}$-norm. Thus an approximate knowledge of the potential $v$ does not permit one to recover $z$. We shall investigate which kind of supplementary information on the solutions is needed in order to stabilize the problems. We shall prove, for Problem I, that a subset of $\mathscr{A}$ consisting of those functions $z$ whose $H^{s}$-norm $(s>3)$ is bounded by a given constant, is a class of Hölder type stability, i.e., the inverse of the restriction of $A$ to this subset is a Hölder continuous operator. The precise statement is our Theorem 2.7. A similar result is proved for Problem II: a class of Hölder-stable solutions consists now of real analytic functions $z$ whose derivatives are suitably bounded (see Theorem 2.8).

Inverse problems for potentials arise in many fields of applied sciences; in particular Problem II is classical in geophysics: it is the problem of finding the position and the shape of a body $G_{z}$ of known density $\tilde{\sigma}$ from the measure of the potential generated by this body on the surface $\Gamma_{a}$ surrounding $G_{z}$. For that problem one can find uniqueness results in [6] (with $\tilde{\sigma}=1$ ) and in [9] (and several other papers of the same author) (with $\tilde{\boldsymbol{\sigma}}>0$ ). Results about stability are given in [9] and in [1]. In this last paper, M. M. Lavrent'ev states that solutions of class $C^{1}$ with the first derivatives bounded by a given constant are stable: however, the stability is very poor, being of logarithmic type. Our result is in some sense complementary to that one: for we exhibit a stronger stability (namely of Hölder type) for a restricted class of solutions (analytic functions). Problem I, in case the right member of the equation $A[z] v$ is a constant and $z$ is negative (i.e., the unknown surface $\Gamma_{z}$ is contained in the ball $G_{0}$ ) has a plain physical interpretation; see Schaeffer [11], who studied the problem (in [11] $\tilde{\sigma}$ is 1 and $\Gamma_{0}$ any $C^{\infty}$ surface) and proved the existence of a $C^{\infty}$ solution. Here, for any right member, we prove a stability estimate (hence uniqueness). Existence results for a similar problem are proved also in [13].

The stability of the maps $A$ and $B$ is studied via a lemma (Lemma 2.1) which rests on the knowledge of the spectrum of some linear approximations of $A$ and $B . \S 1$ is devoted to the study of these linear approximations; it is written in a self-consistent form, independent on the remaining part of the paper. We study there the classical inverse problem for the single layer potential: to determine the density of a single layer supported by a given surface $\Gamma_{z}$ from the knowledge of the potential created by this layer (on $\Gamma_{z}$ or on $\Gamma_{a}$ ).

Section 2 is devoted to our main problems I and II. First (§2.1) we prove the basic lemma which gives us a criterion for Hölder stability of a nonlinear map. Then ( $\S 2.2$ ) we prepare the problems I and II in such a way to apply this criterion; in §2.3 the main results (Theorems 2.7 and 2.8 ) are stated and proved, by taking account of the results of §1.

Remark about the notation. We shall use through this paper the Sobolev spaces $H^{s}(\Gamma)$ (for the definition and main properties of such spaces see, e.g., [2, Chap. 7]); we will use the notation

$$
\|u\|_{s} \quad \text { for }\|u\|_{H^{s}\left(\Gamma_{0}\right)} .
$$

1. The single layer potential. Let us consider a fixed surface $\Gamma_{z},(z \in \mathscr{A})$ and the single layer potential generated by a density distributed over $\Gamma_{z}$; in the region $\Gamma_{0} \times$ $\left(-z^{*}, z^{*}\right)$ let us use the coordinates $(\omega, t)$ to denote points $y=\omega+t n_{\omega}, \omega \in \Gamma_{0}, t \in$ $\left(-z^{*}, z^{*}\right)$; let $j(\omega, t)$ be the jacobian of the transformation $y \rightarrow(\omega, t)$. Now by using surface coordinates on $\Gamma_{0}$, let us consider the potential written in the form (the reasons for this form will appear clear in §2):

$$
\begin{equation*}
W_{z} \rho(x) \equiv \int_{\Gamma_{0}} \frac{\rho(\omega) j(\omega, z(\omega)) d \omega}{\left|x-\left(\omega+z(\omega) n_{\omega}\right)\right|} . \tag{1.1}
\end{equation*}
$$

We shall consider two circumstances: i) the potential is measured on $\Gamma_{z}$; ii) the potential is measured on $\Gamma_{a}$. Consequently we pose

$$
\begin{align*}
M_{z}[\rho] & \equiv W_{z} \rho \circ \Phi_{z},  \tag{1.2}\\
N_{z}[\rho] & \equiv W_{z} \rho \circ \Phi_{a} \tag{1.3}
\end{align*}
$$

and formulate two problems:
Problem i (resp. ii). Find $\rho: M_{z}[\rho]=u$ (resp. $N_{z}[\rho]=u$ ), where $u$ is a given function defined on $\Gamma_{0}{ }^{1}$
1.1. Problem i): existence, uniqueness and instability. A classical solution to problem i) is given by the following theorem.

Theorem 1.1. For every $u \in H^{1}\left(\Gamma_{0}\right)$ there exists a unique $\rho \in L^{2}\left(\Gamma_{0}\right)$ satisfying the equation

$$
\begin{equation*}
M_{z}[\rho]=u . \tag{1.4}
\end{equation*}
$$

Moreover the estimate

$$
\begin{equation*}
\|\rho\|_{0} \leqq c(z)\|u\|_{1}, \tag{1.5}
\end{equation*}
$$

holds where $c(z)$ denotes a constant depending only on the surface $\Gamma_{z}$.
Proof. First we prove the assertion in case $\Gamma_{z}$ is a spherical surface, $\Gamma_{0}$ say; next we prove for any $z$ the a priori estimate

$$
\begin{equation*}
\|\rho\|_{0} \leqq c(z)\left\|M_{z}[\rho]\right\|_{1} . \tag{1.6}
\end{equation*}
$$

Hence the assertion of the theorem follows from standard principles of functional analysis. The first step proves via a spherical harmonics expansion (for a standard reference on spherical harmonics see, e.g., [5]). If we expand $\rho$ :

$$
\rho(\omega)=\sum \alpha_{h j} r_{0}^{n} S_{n j}(\theta, \varphi)
$$

( $\theta, \varphi$ are the geographical coordinates of a point $\omega \in \Gamma_{0}$; in the sum $n$ goes from 0 to $+\infty$ and $j$ from 1 to $2 n+1$ ), we get

$$
M_{0}[\rho](\omega)=4 \pi \sum r_{0}^{n+1}(2 n+1)^{-1} \alpha_{n j} S_{n j}(\theta, \varphi)
$$

${ }^{1}$ If $\tilde{u}(y)$ is the potential measured on $\Gamma_{z}$, we pose $u(\omega)=\tilde{u}\left(\omega+z(\omega) n_{\omega}\right)$; analogously for Problem ii.

Now, if $\beta_{n j}$ are the coefficients of the expansion of $u$, (1.4) (with $z=0$ ) is uniquely solved by choosing

$$
\alpha_{n j}=\frac{1}{4 \pi r_{0}}(2 n+1) \beta_{n j} .
$$

Then we get

$$
\|\rho\|_{0}=\left(\sum r_{0}^{2 n+2} \alpha_{n j}^{2}\right)^{1 / 2}=\frac{1}{4 \pi}\left(\sum r_{0}^{2 n}(2 n+1)^{2} \beta_{n j}^{2}\right)^{1 / 2} \leqq c\|u\|_{1} .
$$

To prove the second step we can use a representation formula for $\rho$; we know in fact that, if $W$ is the potential due to a single layer of charge of density $\sigma$ on a surface $\Gamma$, then $W$ is continuous across $\Gamma$ and the normal derivative suffers a jump of magnitude $4 \pi \rho$. Now, let $w_{+}$be the solution of the boundary problem

$$
\begin{aligned}
& \Delta w_{+}=0 \quad \text { in } G_{z}, \\
& w_{+}=M_{z}[\rho] \circ \Phi_{z}^{-1} \quad \text { on } \Gamma_{z}
\end{aligned}
$$

and $w_{-}$be the solution of the corresponding exterior problem. Then $W_{z} \rho=w_{+}$on $G_{z}$ and $w_{-}$on the complement of $G_{z}$. Therefore $\rho$ equals the difference in the normal derivatives

$$
\rho=\frac{\partial w_{+}}{\partial n} \circ \Phi_{z}-\frac{\partial w_{-}}{\partial n} \circ \Phi_{z}
$$

(at least within a geometric factor), where $n$ is the outward unit normal to $\Gamma_{z}$.
Now, let $z \in C^{2+s}\left(\Gamma_{0}\right)(s \geqq 0)$. Then, we know (cf. e.g. [2, Chap. 2]) that if $M_{z}[\rho] \in$ $H^{s+1}\left(\Gamma_{0}\right)$ (so the boundary datum in the previous Dirichlet problem belongs to $H^{s+1}\left(\Gamma_{z}\right)$ ), then $w_{+} \in H^{s+3 / 2}\left(G_{z}\right)$ and its normal derivative belongs to $H^{s}\left(\Gamma_{z}\right)$; analogous statements hold for $w_{-}$. Finally we have

$$
\|\rho\|_{s} \leqq c_{s}(z)\left\|M_{z}[\rho]\right\|_{s+1} .
$$

For the sake of completeness notice also that the converse inequality is true: if $z \in$ $C^{2+s}\left(\Gamma_{0}\right)(s \geqq 0)$ operator $M_{z}$ acts continuously from $H^{s}\left(\Gamma_{0}\right)$ to $H^{s+1}\left(\Gamma_{0}\right)$ and the estimate holds:

$$
\begin{equation*}
\left\|M_{z}[\rho]\right\|_{s+1} \leqq c_{s}(z)\|\rho\|_{s} . \tag{1.7}
\end{equation*}
$$

This assertion is immediately deducible from the results of [4, §5]. Estimate (1.5) shows a dependence of the density $\rho$ on the gradient of the potential. But an error in the measure of the potential prevents us from having any information on its derivatives, hence on the solution. That is what we called instability.
1.2. Problem i): stabilization. As is known in the theory of ill-posed problems, supplementary information on the solutions can help to restore stability. Such information is usually supplied in the form of a priori bounds on the solutions themselves.

Lemma 1.2. Let $z \in C^{(2-\alpha) /(1-\alpha)}\left(\Gamma_{0}\right) \quad(0<\alpha<1)$. Then every function $\rho \in$ $H^{\alpha /(1-\alpha)}\left(\Gamma_{0}\right)$ satisfies the inequality

$$
\begin{equation*}
\|\rho\|_{0} \leqq c_{\alpha}(z)\left\|M_{z}[\rho]\right\|_{0}^{\alpha}\|\rho\|_{\alpha /(1-\alpha)}^{1-\alpha} . \tag{1.8}
\end{equation*}
$$

Let us define the convex set

$$
\begin{equation*}
H_{\alpha}(E) \equiv\left\{\rho \in L^{2}\left(\Gamma_{0}\right):\|\rho\|_{\alpha /(1-\alpha)} \leqq E\right\} \tag{1.9}
\end{equation*}
$$

where $E$ is a given positive constant. Then we immediately deduce the following theorem.

Theorem 1.3. Let $z \in C^{(2-\alpha) /(1-\alpha)}\left(\Gamma_{0}\right)$; every pair of solutions $\rho_{1}, \rho_{2}$, to problem i) corresponding to data $u_{1}, u_{2}$ and belonging to the set $H_{\alpha}(E)$ satisfies the inequality

$$
\begin{equation*}
\left\|\rho_{1}-\rho_{2}\right\|_{0} \leqq c_{\alpha}(z) E^{1-\alpha}\left\|u_{1}-u_{2}\right\|_{0}^{\alpha} . \tag{1.10}
\end{equation*}
$$

Expression (1.10) is a stability estimate. It shows that the restriction of the map $M_{z}$ to the (non-linear) set $H_{\alpha}(E)$ has a continuous inverse in $L^{2}\left(\Gamma_{0}\right)$ and the continuity of the inverse map is Hölderian (with exponent $\alpha$ ). In such cases we speak of Hölder stability.

Proof of Lemma 1.2. The proof follows from: i) the "a priori" estimate (1.6); ii) inequality (1.7), that we shall use with $s=\alpha /(1-\alpha)$; iii) the estimate

$$
\begin{equation*}
\|\psi\|_{1} \leqq c_{\alpha}\|\psi\|_{1 /(1-\alpha)}^{1-\alpha}\|\psi\|_{0}^{\alpha} \tag{1.11}
\end{equation*}
$$

valid for every function $\psi \in H^{1 /(1-\alpha)}\left(\Gamma_{0}\right)$; this estimate is easy to prove by using spherical harmonic expansion and the Hölder inequality. Combining i), iii), and ii), one then gets

$$
\begin{aligned}
\|\rho\|_{0} & \leqq c(z)\left\|M_{z}[\rho]\right\|_{1} \\
& \leqq c_{\alpha}(z)\left\|M_{z}[\rho]\right\|_{1 /(1-\alpha)}^{1-\alpha}\left\|M_{z}[\rho]\right\|_{0}^{\alpha} \\
& \leqq c_{\alpha}(z)\|\rho\|_{\alpha /(1-\alpha)}^{1-\alpha}\left\|M_{z}[\rho]\right\|_{0}^{\alpha} .
\end{aligned}
$$

The lemma is proved.
1.3. Problem ii): existence, uniqueness and instability. Let $\Gamma$ be a spherical surface of radius $r$; let us define a class of real analytic functions on $\Gamma$. Let $u$ be a $L^{2}(\Gamma)$ function whose coefficients, when expanded in spherical harmonics, are $\beta_{n j}$. For reals $s \geqq 0, \gamma \geqq 1$ consider the linear space spanned by such functions $u$ that

$$
\begin{equation*}
\sum\left(1+n^{2}\right)^{s} \gamma^{2 n} r^{2 n+2} \beta_{n j}^{2}<+\infty . \tag{1.12}
\end{equation*}
$$

Notice that, by writing $\gamma^{2 n}=\sum_{0 k}^{\infty}(2 n \log \gamma)^{k} / k$ !, we get

$$
\begin{equation*}
\operatorname{series}(1.12) \leqq \sum_{0}^{\infty} \frac{2^{k}(\log \gamma)^{k}}{k!}\|u\|_{H^{k / 2+s}(\Gamma)}^{2} \tag{1.13}
\end{equation*}
$$

Definition. We call $\mathscr{U}_{\gamma}^{s}(\Gamma)$ the Banach space consisting of those functions $u \in L^{2}(\Gamma)$ satisfying (1.12) and whose norm is given by the square root of the expression appearing in (1.12). Notice that, if $\gamma=1$, this space can be identified with $H^{s}(\Gamma)$. In particular we will use the following values for $\gamma: \gamma_{+}=\left(r_{0}+a\right) /\left(r_{0}+\sup z\right), \gamma_{-}=\left(r_{0}+a\right) /\left(r_{0}+\inf z\right)$. We will use the notation:

$$
|u ; \gamma|_{s} \quad \text { for }\|u\|_{U_{\gamma}}^{s}\left(\Gamma_{0}\right) .
$$

Remark. For every $\rho \in H^{s}\left(\Gamma_{0}\right), s \geqq 0$, if $z \in C^{2+s}\left(\Gamma_{0}\right)$, then $N_{z}[\rho] \in \mathscr{U}_{\gamma_{+}}^{s+1}\left(\Gamma_{0}\right)$ and

$$
\begin{equation*}
\left|N_{z}[\rho] ; \gamma_{+}\right|_{s+1} \leqq c_{s}(z)\|\rho\|_{s} . \tag{1.14}
\end{equation*}
$$

This assertion can be easily checked for spheres (i.e., $z=$ constant); for general surfaces, consider the restrictions of the potential $W_{z} \rho$ to $\Gamma_{0}\left(\varphi\right.$ say ) and to $\Gamma_{a}(\psi$ say, obviously related to $N_{z}[\rho]$ via the map $\left.\Phi_{a}\right)$. From [4, §5] we deduce that $\varphi \in H^{s+1}\left(\Gamma_{0}\right)$ and $\|\varphi\|_{s+1} \leqq c_{s}(z)\|\rho\|_{s}$; then we check that $\|\psi\|_{\mathscr{U}_{+}^{s+1}\left(\Gamma_{a}\right)}=\|\varphi\|_{s+1}$ and finally that

$$
\left|N_{z}[\rho] ; \gamma_{+}\right|_{s+1}=\frac{1}{\gamma_{+}}\|\psi\| \|_{\gamma_{+}+1}^{s+1}\left(\Gamma_{a}\right) .
$$

Now, if we take $u \in \mathscr{U}_{\gamma-}^{1}\left(\Gamma_{0}\right)$, i.e. $u(\omega)=\sum \alpha_{n j} r_{0}^{n} S_{n j}(\theta, \varphi)$ with $\Sigma\left(1+n^{2}\right) \alpha_{n j}^{2} \gamma_{-}^{2 n} r_{0}^{2 n+2}<$ $+\infty$, then the function $U$ :

$$
U(x)=\sum \alpha_{n j}\left(\frac{r_{0}+a}{|x|}\right)^{n} r_{0}^{n} S_{n j}(\theta, \varphi)
$$

is harmonic for $|x|>r_{0}+\inf z, U \circ \Phi_{a}(\omega)=u(\omega)$, and

$$
U \circ \Phi_{\inf z}(\omega)=\sum \alpha_{n j} \gamma_{-}^{n} r_{0}^{n} S_{n j}(\theta, \varphi)
$$

belongs to $H^{1}\left(\Gamma_{0}\right)$. Thus $U \circ \Phi_{z}$ also belongs to $H^{1}\left(\Gamma_{0}\right)$ and there exists a unique density $\rho \in L^{2}\left(\Gamma_{0}\right)$ (Theorem 1.1) which creates a potential whose restriction to $\Gamma_{z}$ is $U \circ \Phi_{z}$; this single layer potential coincides with $U(x)$ in the region exterior to $\Gamma_{z}$. Thus we have proved the following

Theorem 1.4. For every $u \in \mathscr{U}_{\gamma_{-}}^{1}\left(\Gamma_{0}\right)$, there exists a unique $\rho \in L^{2}\left(\Gamma_{0}\right)$ satisfying the equation

$$
\begin{equation*}
N_{z}[\rho]=u . \tag{1.15}
\end{equation*}
$$

Moreover the estimate holds

$$
\begin{equation*}
\|\rho\|_{0} \leqq c(z)\left|u ; \gamma_{-}\right|_{1} . \tag{1.16}
\end{equation*}
$$

Inequality (1.16) shows that problem ii), as was expected, is much more unstable than Problem i); nevertheless, it can be stabilized in the same class $H_{\alpha}(E)$ as before, as we now show by an example.

### 1.4. Problem ii): stabilization.

ASSERTION. Every pair of solutions $\rho_{1}, \rho_{2}$ (corresponding to data $u_{1}, u_{2}$ ) of the equation $N_{0}[\rho]=u$ belonging to the set $H_{1 / 2}(E)$ satisfy the inequality

$$
\begin{equation*}
\left\|\rho_{1}-\rho_{2}\right\|_{0} \leqq 2 E\left\{q\left(\left\|u_{1}-u_{2}\right\|_{0}^{2} / 4 E^{2}\right)\right\}^{1 / 2} \tag{1.17}
\end{equation*}
$$

Here $0 \leqq t \rightarrow q(t)$ is a certain concave function, increasing from $q(0)=0$ to $q(+\infty)$ $=+\infty$ and exhibiting the following behavior near the origin.

$$
\begin{equation*}
q(t) \approx\left(2 \log \left(\frac{r_{0}}{r_{0}+a}\right) / \log t\right)^{2} \quad \text { as } t \approx 0+ \tag{1.18}
\end{equation*}
$$

Inequality (1.17) shows that the restriction of the map $N_{0}$ to $H_{1 / 2}(E)$ does have a continuous inverse in $L^{2}\left(\Gamma_{0}\right)$, but the continuity of the inverse operator is now very poor, namely of logarithmic type.

Proof of the assertion. The proof follows, via spherical harmonic expansion, from the application of Jensen's inequality for convex functions. Let $0<\lambda \rightarrow p(\lambda)$ be the function given by

$$
\begin{equation*}
p(\lambda)=\frac{r_{0}^{2}}{4} \lambda^{2} \gamma^{-2 / \sqrt{\lambda}} \quad\left(\gamma_{-}=\gamma_{+}=\gamma\right) \tag{1.19}
\end{equation*}
$$

One can easily verify that $p$ is convex; notice also that $p(\lambda)$ and $p(\lambda) / \lambda$ are positive increasing.

The following chain of inequalities holds:

$$
p\left(\frac{\|\rho\|_{0}^{2}}{\|\rho\|_{1}^{2}}\right)=p\left(\frac{\sum r_{0}^{2 n+2} \alpha_{n j}^{2}}{\sum r_{0}^{2 n+2}(n(n+1)+1) \alpha_{n j}^{2}}\right)
$$

( $\alpha_{n j}$ are the coefficients of the expansion of $\rho$ in spherical harmonics)

$$
\leqq \frac{\frac{1}{4} \sum r_{0}^{2} r^{-2 \sqrt{n(n+1)+1}} r_{0}^{2 n+2} \alpha_{n j}^{2}}{\sum r_{0}^{2 n+2}(n(n+1)+1) \alpha_{n j}^{2}}
$$

(Jensen's inequality)

$$
\leqq \frac{\left\|N_{0}[\rho]\right\|_{0}^{2}}{\|\rho\|_{1}^{2}}
$$

Thus (1.17) follows by taking $q=p^{-1}$.
On the other hand, we are looking for classes of Hölder stable solutions. Then, let us define the convex set

$$
\begin{equation*}
K_{\alpha}(E) \equiv\left\{\rho \in C^{\infty}\left(\Gamma_{0}\right):\left|N_{z}[\rho] ; \gamma_{1}\right|_{1 /(1-\alpha)} \leqq E\right\} \tag{1.20}
\end{equation*}
$$

where $\gamma_{1}=\gamma^{1 / 1-\alpha}$. Notice that, because $\gamma_{1}>\gamma_{-} \geqq \gamma_{+}$, form $N_{z}[\rho]$ belong to some $\mathscr{U}_{\gamma_{1}}^{s+1}\left(\Gamma_{0}\right)$ one requires that $\rho$ and $z$ belong to some class of analytic functions; e.g., if $z$ is constant, $\rho$ must belong to $\mathscr{U}_{\gamma_{1} / \gamma_{+}}^{s}\left(\Gamma_{0}\right)$.

Theorem 1.5. Every pair of solutions $\rho_{1}, \rho_{2}$ to problem ii) corresponding to data $u_{1}$, $u_{2}$ and belonging to the set $K_{\alpha}(E)$ satisfy the inequality

$$
\begin{equation*}
\left\|\rho_{1}-\rho_{2}\right\|_{0} \leqq c_{\alpha}(z) E^{1-\alpha}\left\|u_{1}-u_{2}\right\|_{0}^{\alpha} \tag{1.21}
\end{equation*}
$$

Proof of the theorem. The proof follows, analogously to the proof of Lemma 1.2, from inequality (1.16) and from the following:

$$
\begin{equation*}
\left|\psi ; \gamma_{-}\right|_{1} \leqq c_{\alpha}\left|\psi ; \gamma_{1}\right|_{1 /(1-\alpha)}^{1-\alpha}\|\psi\|_{0}^{\alpha} \tag{1.22}
\end{equation*}
$$

This one proves by using spherical harmonics and Hölder's inequality. Combining (1.16) and (1.22), one gets

$$
\begin{aligned}
\|\rho\|_{0} & \leqq c(z)\left|N_{z}[\rho] ; \gamma_{-}\right|_{1} \\
& \leqq c_{\alpha}(z)\left|N_{z}[\rho] ; \gamma_{1}\right|_{1 /(1-\alpha)}^{1-\alpha}\left\|N_{z}[\rho]\right\|_{0}^{\alpha},
\end{aligned}
$$

from which (1.21) immediately follows.

## 2. The nonlinear Problems I and II.

2.1. A criterion for Hölder stability.

Assumptions. a) $X, Y$ are Banach spaces, $x_{1}$ is an element of $X$; for every $x_{2} \in X$ belonging to some neighborhood of $x_{1}$ we write $x_{2}=x_{1}+h$.
b) Let $C: X \rightarrow Y$ be a map continuously differentiable in a neighborhood of $x_{1}$ and such that

$$
\begin{equation*}
\left\|C\left[x_{1}+h\right]-C\left[x_{1}\right]-C^{\prime}\left(x_{1}\right)[h]\right\|_{Y} \leqq c\left(x_{1}\right)\|h\|_{Y}^{1+\varepsilon} \tag{2.1}
\end{equation*}
$$

for some $\varepsilon>0$. c) The linear map $C^{\prime}\left(x_{1}\right): X \rightarrow Y$ is not invertible; but there exists a linear operator $S: X \rightarrow X$ such that, if we define the set

$$
\begin{equation*}
\mathscr{H}(E) \equiv\left\{x \in X ;\|S[x]\|_{X} \leqq E\right\} \tag{2.2}
\end{equation*}
$$

the estimate

$$
\begin{equation*}
\|h\|_{X \leqq c}\left(x_{1}, E, \gamma\right)\left\|C^{\prime}\left(x_{1}\right)[h]\right\|_{Y}^{\gamma} \tag{2.3}
\end{equation*}
$$

is valid for some $\gamma: 0<\gamma<1$ and every $x_{2} \in X$ with $h=x_{2}-x_{1} \in \mathscr{H}(E)$.
Lemma 2.1. Assuming that a), b), c) hold, the following assertion is valid: if

$$
\begin{equation*}
(1+\varepsilon) \gamma>1 \tag{2.4}
\end{equation*}
$$

then there exist numbers $R=R\left(x_{1}, E, \gamma\right)$ and $c=c\left(x_{1}, E, \gamma\right)$ such that the estimate

$$
\begin{equation*}
\|h\|_{X \leqq c} c\left\|C\left[x_{1}+h\right]-C\left[x_{1}\right]\right\|_{Y}^{\gamma} \tag{2.5}
\end{equation*}
$$

holds for every $h \in \mathscr{H}(E)$ with $\|h\|_{X} \leqq R$.
As a consequence, if $x_{1}, x_{2}$ are solutions to the equation $C[x]=f$ with $f=f_{1}, f_{2}$ respectively (and all the previous hypotheses hold), we get, by linearizing around $x_{1}$, the stability estimate

$$
\begin{equation*}
\left\|x_{2}-x_{1}\right\|_{X} \leqq c\left(x_{1}, E, \gamma\right)\left\|f_{2}-f_{1}\right\|_{Y}^{\gamma} \tag{2.6}
\end{equation*}
$$

We emphasize that the determination of the stability class $\mathscr{H}(E)$ depends only on the linear approximation $C^{\prime}$ of $C$, provided that this class is of Hölder type (with suitable Hölder exponent). A counterexample to the lemma is given in [8]; it shows that, if hypothesis (2.4) is not satisfied, then a bound (on the solutions) which is sufficient to stabilize the linear problem is completely inadequate to stabilize the nonlinear operator.

Proof of Lemma 2.1. Let us consider the identity

$$
C^{\prime}\left(x_{1}\right)[h]=C\left[x_{1}+h\right]-C\left[x_{1}\right]-\left(C\left[x_{1}+h\right]-C\left[x_{1}\right]-C^{\prime}\left(x_{1}\right)[h]\right)
$$

Now we apply first inequality (2.3), then the triangular inequality, finally (2.1); we get:

$$
\begin{aligned}
\|h\|_{X} & \leqq c\left(x_{1}, E, \gamma\right)\left\{\left\|C\left[x_{1}+h\right]-C\left[x_{1}\right]\right\|_{Y}+\left\|C\left[x_{1}+h\right]-C\left[x_{1}\right]-C^{\prime}\left(x_{1}\right)[h]\right\|_{Y}\right\}^{\gamma} \\
& \leqq c\left(x_{1}, E, \gamma\right)\left\{\left\|C\left[x_{1}+h\right]-C\left[x_{1}\right]\right\|_{Y}^{\gamma}+\|h\|_{X}^{\gamma(1+\varepsilon)}\right\} .
\end{aligned}
$$

Because of (2.4) the last term at the right of the previous inequality is dominated by the terms at the left when $\|h\|_{X} \rightarrow 0$. That proves the lemma.
2.2. Linear approximations of $\boldsymbol{A}$ and $\boldsymbol{B}$. Let us recall the definition of the potential $U_{z} \tilde{\sigma}$, given in (0.4), and write it by using surface coordinates

$$
\begin{equation*}
U_{z} \tilde{\sigma}(x)=\int_{\Gamma_{0}} d \omega \int_{0}^{z(\omega)} \frac{\tilde{\sigma}\left(\omega+t n_{\omega}\right) j(\omega, t) d t}{\left|x-\left(\omega+t n_{\omega}\right)\right|} \tag{2.7}
\end{equation*}
$$

We recall that the given function $\tilde{\sigma}$ is smooth ( $C^{\infty}$ say) and strictly positive, so that the product $\tilde{\sigma}\left(\omega+t n_{\omega}\right) j(\omega, t)$ is also smooth and there exist positive constants $c_{1}, c_{2}$ such
that

$$
\begin{equation*}
c_{1} \leqq\left|\tilde{\sigma}\left(\omega+n_{\omega}\right) j(\omega, t)\right| \leqq c_{2} . \tag{2.8}
\end{equation*}
$$

In what follows $\tilde{\sigma}$ is considered as fixed and perfectly known and we will ignore the dependence of the relevant quantities of $\tilde{\boldsymbol{\sigma}}$. As we said in the introduction, the map $A$, defined in (0.5), with domain in $\mathscr{A}$, has values in $H^{3 / 2}\left(\Gamma_{0}\right)$; while the map $B$, defined in (0.6), has values in $C^{\infty}\left(\Gamma_{0}\right)$. The next two lemmas describe a linear approximation of $A$ and $B$.

Lemma 2.2. The map $A: \mathscr{A} \subset L^{2}\left(\Gamma_{0}\right) \rightarrow L^{2}\left(\Gamma_{0}\right)$ is differentiable at the origin; its Fréchet derivative, $A^{\prime}(0)$ say, is given by

$$
\begin{equation*}
A^{\prime}(0)[\rho]=M_{0}[\tilde{\rho} \rho] \tag{2.9}
\end{equation*}
$$

(here is $\tilde{\rho}(\omega)=\tilde{\sigma}(\omega)$, see Lemma 2.3). Moreover the estimates hold:

$$
\begin{equation*}
\|A[z]\|_{0} \leqq c\left(z^{*}\right)\|z\|_{0} \tag{2.10}
\end{equation*}
$$

for every $z \in \mathscr{A}$, and

$$
\begin{equation*}
\left\|A[\rho]-M_{0}[\tilde{\rho} \rho]\right\|_{0} \leqq c\|\rho\|_{0}^{1+\varepsilon} \tag{2.11}
\end{equation*}
$$

for every $\varepsilon: 0<\varepsilon<\frac{1}{3}$. The constant appearing in (2.11) depends on $z^{*}$ and on the $W^{1, \infty}\left(\Gamma_{0}\right)$ norm of $\rho$.

Lemma 2.3. The map B: $\mathscr{A} \subset L^{2}\left(\Gamma_{0}\right) \rightarrow L^{2}\left(\Gamma_{0}\right)$ is continuously Fréchet differentiable at any point $\bar{z} \in \mathscr{A} ;$ its Fréchet derivative, $B^{\prime}(\bar{z})$ say, is given by

$$
\begin{equation*}
B^{\prime}(\bar{z})[\rho]=N_{\bar{z}}[\tilde{\rho} \rho] \tag{2.12}
\end{equation*}
$$

where $\tilde{\rho}(\omega)=\tilde{\sigma}\left(\omega+\bar{z}(\omega) n_{\omega}\right)$; the estimates

$$
\begin{align*}
& \|B[z]\|_{0} \leqq c\left(z^{*}\right)\|z\|_{0}  \tag{2.13}\\
& \left\|B[\bar{z}+\rho]-B[\bar{z}]-N_{\bar{z}}[\tilde{\rho} \rho]\right\|_{0} \leqq c\|\rho\|_{0}^{1+\varepsilon} \tag{2.14}
\end{align*}
$$

hold for every $\varepsilon: 0<\varepsilon<\frac{1}{3}$. The constant appearing in (2.14) depends on $z^{*}, \bar{z}$, and on the $W^{1, \infty}\left(\Gamma_{0}\right)$ norm of $\rho$.

Remark. For the operator $A$ we can prove a more complete result, as we did for $B$ :
The map $A$ is continuously Fréchet differentiable at any point $\bar{z} \in \mathscr{A}$; we have

$$
A^{\prime}(\bar{z})[\rho]=M_{z}[\tilde{\rho} \rho]+g_{\bar{z}} \rho
$$

where $g_{\bar{z}}: \Gamma_{0} \rightarrow R$ is the function so defined

$$
\begin{equation*}
g_{\bar{z}}(\omega)=-\int_{R_{\bar{z}}} \frac{\left\langle\omega+\bar{z}(\omega) n_{\omega}-y, n_{\omega}\right\rangle \tilde{\sigma}(y) d y}{\left|\omega+\bar{z}(\omega) n_{\omega}-y\right|^{3}} \tag{2.15}
\end{equation*}
$$

and $R_{\bar{z}}$ is the symmetric difference between $G_{0}$ and $G_{\bar{z}}$. Moreover it holds an estimate quite analogous to (2.11).

The proof of this assertion is rather lengthy; we refrain from writing it out, and observe that in the next section we will use only the partial result stated in Lemma 2.2.

The next three lemmas are technical and will be useful in the proofs of Lemma 2.2 and 2.3.

Lemma 2.4. Let $\omega, \omega^{\prime} \in \Gamma_{0}, t, t^{\prime}, t_{1}, t_{2}, \delta$ reals, $0 \leqq \delta \leqq 2,|t|,\left|t_{1}\right|,\left|t_{2}\right|<z^{*}$. The following inequalities hold:

$$
\begin{align*}
& \left|\omega-\omega^{\prime}+t n_{\omega}-t^{\prime} n_{\omega^{\prime}}\right| \geqq c\left|\omega-\omega^{\prime}\right|,  \tag{2.16}\\
& \left|\omega-\omega^{\prime}+t n_{\omega}-t^{\prime} n_{\omega^{\prime}}\right| \geqq c\left|t-t^{\prime}\right|,  \tag{2.17}\\
& \left|\omega-\omega^{\prime}+t n_{\omega}-t^{\prime} n_{\omega^{\prime}}\right|^{2} \geqq c\left|\omega-\omega^{\prime}\right|^{\delta}\left|t-t^{\prime}\right|^{2-\delta}  \tag{2.18}\\
& \left|\omega-\omega^{\prime}+t^{\prime} n_{\omega^{\prime}}-t_{1} n_{\omega}\right|^{-1}-\left|\omega-\omega^{\prime}+t^{\prime} n_{\omega^{\prime}}-t_{2} n_{\omega}\right|^{-1}  \tag{2.19}\\
& \qquad \leqq c\left|t_{1}-t_{2}\right|^{\delta-1}\left|\omega-\omega^{\prime}\right|^{-\delta}
\end{align*}
$$

for some positive constants c, possibly depending on $z^{*}$.
Lemma 2.5. For every real valued functions $\rho, \sigma \in L^{2}\left(\Gamma_{0}\right)$ and a real number $\delta<2$ one gets

$$
\begin{align*}
& \int_{\Gamma_{0}} d \omega^{\prime}\left(\int_{\Gamma_{0}} \frac{\rho(\omega)^{2} d \omega}{\left|\omega-\omega^{\prime}\right|^{\delta}}\right)^{2} \leqq c \int_{\Gamma_{0}} \rho(\omega)^{4} d \omega,  \tag{2.20}\\
& \int_{\Gamma_{0}} \sigma\left(\omega^{\prime}\right)^{2} d \omega^{\prime}\left(\int_{\Gamma_{0}} \frac{\rho(\omega) d \omega}{\left|\omega-\omega^{\prime}\right|^{\delta}}\right)^{2} \leqq c\left(\int_{\Gamma_{0}} \sigma(\omega)^{4} d \omega\right)^{1 / 2}\left(\int_{\Gamma_{0}} \rho(\omega)^{4} d \omega\right)^{1 / 2} .
\end{align*}
$$

Lemma 2.6. For every real valued function $\rho \in C^{1}\left(\Gamma_{0}\right)$ and positive $\delta \leqq 3$ one gets

$$
\begin{equation*}
\int_{\Gamma_{0}}|\rho(\omega)|^{2 \delta} d \omega \leqq c\left(\|\rho\|_{W^{1, \infty}\left(\Gamma_{0}\right)}\right)\left(\int_{\Gamma_{0}} \rho(\omega)^{2} d \omega\right)^{2 \delta / 3} \tag{2.21}
\end{equation*}
$$

Proof of Lemma 2.3. First we prove (2.13). We have

$$
\begin{aligned}
\left|B[z]\left(\omega^{\prime}\right)\right| & =\left|\int_{\Gamma_{0}} d \omega \int_{0}^{z(\omega)} \frac{\tilde{\sigma}\left(\omega+t n_{\omega}\right) j(\omega, t) d t}{\left|\omega^{\prime}+a n_{\omega^{\prime}}-\left(\omega+t n_{\omega}\right)\right|}\right| \\
& \leqq c\left(z^{*}\right) \int_{\Gamma_{0}} \frac{|z(\omega)| d \omega}{\left|\omega-\omega^{\prime}\right|} .
\end{aligned}
$$

Here we have used (2.8) and (2.16). Then (2.13) follows from known properties of the single layer potential.

To justify (2.12) and prove (2.14) it is sufficient, because of the definition of $B$, to estimate the difference

$$
\begin{equation*}
U_{\bar{z}+\rho} \tilde{\rho}(x)-U_{\tilde{z}} \tilde{\sigma}(x)-W_{\bar{z}} \tilde{\rho} \tilde{\rho}(x) . \tag{2.22}
\end{equation*}
$$

We write it as follows:

$$
\begin{aligned}
& \int_{\Gamma_{0}} d \omega \int_{\bar{z}(\omega)}^{\bar{z}(\omega)+\rho(\omega)} d t\left[\frac{\tilde{\boldsymbol{\sigma}}\left(\omega+t n_{\omega}\right) j(\omega, t)}{\left|x-\left(\omega+t n_{\omega}\right)\right|}-\frac{\tilde{\rho}(\omega) j(\omega, \bar{z}(\omega))}{\left|x-\left(\omega+\bar{z}(\omega) n_{\omega}\right)\right|}\right] \\
& \quad=\int_{\Gamma_{0}} d \omega \int_{\bar{z}(\omega)}^{\bar{z}(\omega)+\rho(\omega)} d t \frac{\tilde{\boldsymbol{\sigma}}\left(\omega+t n_{\omega}\right) j(\omega, t)-\tilde{\rho}(\omega) j(\omega, \bar{z}(\omega))}{\left|x-\left(\omega+t n_{\omega}\right)\right|} \\
& \quad+\int_{\Gamma_{0}} d \omega \int_{\bar{z}(\omega)}^{\bar{z}(\omega)+\rho(\omega)} d t \tilde{\rho}(\omega) j(\omega, \bar{z}(\omega))\left[\left|x-\left(\omega+t n_{\omega}\right)\right|^{-1}-\left|x-\left(\omega+\bar{z}(\omega) n_{\omega}\right)\right|^{-1}\right] .
\end{aligned}
$$

In the last equality the integrand of the first integral is estimated by $\left|t-\bar{z}(\omega) \| \omega-\omega^{\prime}\right|^{-1}$, having put $x=\omega^{\prime}+a n_{\omega^{\prime}}, \omega^{\prime} \in \Gamma_{0}$; we took account of (2.16) and the smoothness of $\tilde{\sigma}$ and $j$. The integrand of the second integral is estimated by $|t-\bar{z}(\omega)|^{\delta-1}\left|\omega-\omega^{\prime}\right|^{-\delta}$, ( $0<\delta<2$ ), thanks to (2.19). Then we get
|expression (2.22)|

$$
\begin{aligned}
& \leqq c\left(z^{*}\right)\left[\int_{\Gamma_{0}} d \omega \int_{\bar{z}(\omega)}^{\bar{z}(\omega)+\rho(\omega)} d t \frac{|t-\bar{z}(\omega)|}{\left|\omega-\omega^{\prime}\right|}+\int_{\Gamma_{0}} d \omega \int_{\bar{z}(\omega)}^{\bar{z}(\omega)+\rho(\omega)} d t \frac{|t-\bar{z}(\omega)|^{\delta-1}}{\left|\omega-\omega^{\prime}\right|^{\delta}}\right] \\
& \leqq c\left(z^{*}\right)\left[\int_{\Gamma_{0}} \frac{\rho(\omega)^{2} d \omega}{\left|\omega-\omega^{\prime}\right|}+\int_{\Gamma_{0}} \frac{|\rho(\omega)|^{\delta} d \omega}{\left|\omega-\omega^{\prime}\right|^{\delta}}\right] .
\end{aligned}
$$

Now the $L^{2}\left(\Gamma_{0}\right)$ norm of the first integral (in the last inequality) is plainly estimated by $\left\|\rho^{2}\right\|_{0}$, while the $L^{2}\left(\Gamma_{0}\right)$ norm of the second integral, thanks to Lemma (2.5), is estimated by $\left\||\rho|^{\delta}\right\|_{0}$. So we got, for $0<\delta<2$,

$$
\left\|B[\bar{z}+\rho]-B[\bar{z}]-N_{\bar{z}}[\tilde{\rho} \rho]\right\|_{0} \leqq c\left(z^{*}\right)\left\||\rho|^{\delta}\right\|_{0} .
$$

Now (2.14) follows from Lemma 2.6. Lemma 2.3 is proved.
Proof of Lemma 2.2. Inequality (2.10) is proved in a quite analogous manner as (2.13). To justify (2.9) and prove (2.11) we have to estimate the difference $A[\rho]-M_{0}[\tilde{\rho} \rho]$, that we write as follows:

$$
\left[U_{\rho} \tilde{\sigma} \circ \Phi_{\rho}-U_{\rho} \tilde{\sigma} \circ \Phi_{0}\right]+\left[\left(U_{\rho} \tilde{\sigma}-W_{0} \tilde{\rho} \rho\right) \circ \Phi_{0}\right] .
$$

The expression in the second bracket handles exactly as we did before in the proof of Lemma 2.3; then its $L^{2}\left(\Gamma_{0}\right)$ norm is estimated by $\|\rho\|_{0}^{1+\varepsilon}$ with $\varepsilon<\frac{1}{3}$. The expression in the first bracket is

$$
\int_{\Gamma_{0}} d \omega \int_{0}^{\rho(\omega)} d t j(\omega, t) \tilde{\sigma}\left(\omega+t n_{\omega}\right)\left[\left|\omega^{\prime}+\rho\left(\omega^{\prime}\right) n_{\omega^{\prime}}-\left(\omega+t n_{\omega}\right)\right|^{-1}-\left|\omega^{\prime}-\left(\omega+t n_{\omega}\right)\right|^{-1}\right] .
$$

The integrand is estimated by $\left|\rho\left(\omega^{\prime}\right)\right|^{\delta-1}\left|\omega-\omega^{\prime}\right|^{-\delta}$, thanks to (2.19). Then all the expression is estimated by

$$
\left|\rho\left(\omega^{\prime}\right)\right|^{\delta-1} \int_{\Gamma_{0}} \frac{|\rho(\omega)| d \omega}{\left|\omega-\omega^{\prime}\right|^{\delta}}
$$

and its $L^{2}\left(\Gamma_{0}\right)$ norm by $\left\||\rho|^{\delta}\right\|_{0}$, because of (2.20'). Then (2.11) follows by applying Lemma 2.6. Lemma 2.2 is proved.

Proof of Lemma 2.4. Inequalities (2.16) and (2.17) are almost trivial; (2.18) is a simple consequence of the first two; (2.19) is derived from (2.18) by observing that

$$
\frac{d}{d t}\left|\omega^{\prime}+t^{\prime} n_{\omega^{\prime}}-\left(\omega+t n_{\omega}\right)\right|^{-1} \leqq\left|\omega^{\prime}+t^{\prime} n_{\omega^{\prime}}-\left(\omega+t n_{\omega}\right)\right|^{-2}
$$

and applying the fundamental theorem of calculus.
Proof of Lemma 2.5. From the Schwarz inequality, by taking $\delta-1<\alpha<1$, we have

$$
\begin{equation*}
\left(\int_{\Gamma_{0}} \frac{\rho(\omega)^{2} d \omega}{\left|\omega-\omega^{\prime}\right|^{\delta}}\right)^{2} \leqq \int_{\Gamma_{0}} \frac{d \omega}{\left|\omega-\omega^{\prime}\right|^{2(\delta-\alpha)}} \int_{\Gamma_{0}} \frac{\rho(\omega)^{4} d \omega}{\left|\omega-\omega^{\prime}\right|^{2 \alpha}}=c \int_{\Gamma_{0}} \frac{\rho(\omega)^{4} d \omega}{\left|\omega-\omega^{\prime}\right|^{2 \alpha}} . \tag{2.23}
\end{equation*}
$$

Then

$$
\int_{\Gamma_{0}} d \omega^{\prime}\left(\int_{\Gamma_{0}} \frac{\rho(\omega) d \omega}{\left|\omega-\omega^{\prime}\right|^{\delta}}\right)^{2} \leqq c \int_{\Gamma_{0}} \rho(\omega)^{4} d \omega \int_{\Gamma_{0}} \frac{d \omega^{\prime}}{\left|\omega-\omega^{\prime}\right|^{2 \alpha}}=c \int_{\Gamma_{0}} \rho(\omega)^{4} d \omega .
$$

To prove ( $2.20^{\prime}$ ) we proceed analogously, by first applying the Schwarz inequality

$$
\int_{\Gamma_{0}} \sigma\left(\omega^{\prime}\right)^{2} d \omega^{\prime}\left(\int_{\Gamma_{0}} \frac{\rho(\omega) d \omega}{\left|\omega-\omega^{\prime}\right|^{\delta}}\right)^{2} \leqq\left(\int_{\Gamma_{0}} \sigma\left(\omega^{\prime}\right)^{4} d \omega^{\prime}\right)^{1 / 2}\left(\int_{\Gamma_{0}} d \omega^{\prime}\left(\int_{\Gamma_{0}} \frac{\rho(\omega) d \omega}{\left|\omega-\omega^{\prime}\right|^{\delta}}\right)^{4}\right)^{1 / 2} ;
$$

then, by applying repeatedly (2.23), we get

$$
\int_{\Gamma_{0}} d \omega^{\prime}\left(\int_{\Gamma_{0}} \frac{\rho(\omega) d \omega}{\left|\omega-\omega^{\prime}\right|^{\delta}}\right)^{4} \leqq \int_{\Gamma_{0}} \rho(\omega)^{4} d \omega .
$$

Lemma 2.5 is proved.
Proof of Lemma 2.6. In the Sobolev inequality

$$
\left(\int_{\Gamma_{0}}|u(\omega)|^{p} d \omega\right)^{1 / p} \leqq c \int_{\Gamma_{0}}(|u(\omega)|+|D u(\omega)|) d \omega
$$

which holds with $p \leqq 2$, take $u=|\rho|^{3}$; then choose $p=2 \delta / 3$; so we get

$$
\int_{\Gamma_{0}}|\rho(\omega)|^{2 \delta} d \omega \leqq c(\max |\rho|+3 \max |D \rho|)^{2 \delta / 3}\left(\int_{\Gamma_{0}} \rho(\omega)^{2} d \omega\right)^{2 \delta / 3} .
$$

Lemma 2.6 is proved.
2.3. Stability results for Problems I and II. Now we are in the position to draw some conclusions about the stability of the solutions of Problems I and II, for the results of $\S 1$ give us information about the Hölder stability of the linear operators $A^{\prime}$ and $B^{\prime}$. That is true for $B^{\prime}(z)$, which substantially coincides with $N_{z}$, while $A^{\prime}(z)$, as we noted in the remark after Lemma 2.3, differs from $M_{z}$ by the perturbation term $g_{z}$; so the linearized equation $A^{\prime}(z)[\rho]=f$ is an integral equation of the second kind. This equation presents problems of instability analogous to those exhibited by the first kind equation: $M_{z}[\rho]=f$ discussed in $\S 1$; for the term $g_{z}$ is actually small, and it can vanish (if $z \equiv 0$, then, as we saw, $g_{z} \equiv 0$ ). Now, using the results of $\S 1$ directly, we will take, for Problem I, $\bar{z}=0$; thus we will get a stability result for solutions of Problem I which are close to the origin.

Theorem 2.7. Let $v \in L^{2}\left(\Gamma_{0}\right)$ be a given function and $z \in \mathscr{A}$ a solution of the equation $A[z]=v$ belonging to the set $H_{\alpha}(E)$ with $\alpha>\frac{3}{4}$. Then there exist numbers $R=R(\alpha, E)$ and $c=c(\alpha)$ such that the estimate

$$
\begin{equation*}
\|z\|_{0} \leqq c E^{1-\alpha}\|v\|_{0}^{\alpha} \tag{2.24}
\end{equation*}
$$

is valid for every $z$ with $\|z\|_{0} \leqq R$.
Proof. We have only to verify that the hypotheses of Lemma 2.1 are fulfilled. We apply Lemma 2.1 by taking $X=Y=L^{2}\left(\Gamma_{0}\right)$ and $x_{1}=0$. Inequality (2.1) is satisfied with $\varepsilon<\frac{1}{3}$ (cf. inequality (2.11)). The stability class $\mathscr{H}(E)$ is the set $H_{\alpha}(E)$ defined in (1.9) and inequality (2.3) is satisfied with $\gamma=\alpha$ (cf. inequality (1.10)); notice that the dependence of the constant appearing in (2.3) on $E$ is explicit in (1.10). Then the hypothesis
$(1+\varepsilon) \gamma>1$ can be satisfied with $\alpha>\frac{3}{4}$; so (2.24) follows. Notice that the dependence of the constants on $\|z\|_{W^{1, \infty}\left(\Gamma_{0}\right)}$ (coming from (2.11)) has disappeared, because the stability constraint: $\|z\|_{\alpha / 1-\alpha} \leqq E$ with $\alpha>\frac{3}{4}$ also bounds the $W^{1, \infty}$ norm of $z$ by the same constant $E$. A more complete stability result can be proved for Problem II.

Theorem 2.8. Let $v_{1}, v_{2} \in L^{2}\left(\Gamma_{0}\right)$ be given functions and $z_{1}, z_{2} \in \mathscr{A}$ be the corresponding solutions of the equation $B[z]=v$. If $z_{2}-z_{1} \in K_{\alpha}(E)$ with $\alpha>\frac{3}{4}$ then there exist numbers $R=R\left(\alpha, E, z_{1}\right)$ and $c=c\left(\alpha, z_{1}\right)$ such that the estimate

$$
\begin{equation*}
\left\|z_{2}-z_{1}\right\|_{0} \leqq c E^{1-\alpha}\left\|v_{2}-v_{1}\right\|_{0}^{\alpha} \tag{2.25}
\end{equation*}
$$

is valid for $\left\|z_{2}-z_{1}\right\|_{0} \leqq R$.
The proof follows from Lemma 2.1 in a way analogous to the previous theorem.
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# ABSOLUTELY CONTINUOUS SPECTRA OF SECOND ORDER DIFFERENTIAL OPERATORS WITH SHORT AND LONG RANGE POTENTIALS* 

D. B. HINTON ${ }^{\dagger}$ AND J. K. SHAW ${ }^{\ddagger}$


#### Abstract

For ordinary second order differential operators with one or two singular endpoints, the problem is considered of determining when a continuous spectrum is absolutely continuous or is of class $C^{(1)}$. Operators are considered which have a smooth part plus perturbation terms. The perturbation terms considered are short and long range type potentials and also potentials of a highly oscillatory character. The absolutely continuous spectrum found is either a ray $\left[\lambda_{0}, \infty\right)$ or a whole line $(-\infty, \infty)$. For a certain class of equations, the spectrum is also found to be bounded below. The theory developed is applied to the energy operator of the hydrogen atom.


1. Introduction. As is well known, singular boundary value problems often have continuous spectra. It is of interest in applications to know if this spectrum is absolutely continuous. We consider here a class of such problems for second order ordinary differential equations in both the half line and whole line cases. One version of the problem may be described as follows. Let

$$
\begin{align*}
& L(y)=w^{-1}\left\{-\left(p y^{\prime}\right)^{\prime}+q y\right\}=\lambda y, \quad a \leqq x<\infty,  \tag{1.1}\\
& \sin \alpha y(a)+\cos \alpha\left(p y^{\prime}\right)(a)=0 \tag{1.2}
\end{align*}
$$

be an eigenvalue problem such that $L$ is in the limit point case at infinity. Let $\psi(x, \lambda)$ be the solution of (1.1) defined by $\psi(a, \lambda)=\cos \alpha,\left(p \psi^{\prime}\right)(a, \lambda)=-\sin \alpha$. Then there is a nondecreasing function $\rho$ on $(-\infty, \infty)$ such that the equations

$$
\begin{aligned}
& g(\lambda)=\int_{a}^{\infty} f(x) w(x) \psi(x, \lambda) d x, \\
& f(x)=\int_{-\infty}^{\infty} g(\lambda) \psi(x, \lambda) d \rho(\lambda),
\end{aligned}
$$

define a linear isometry between the Hilbert spaces

$$
\begin{aligned}
& \mathscr{L}_{w}^{2}(a, \infty)=\left\{\left.f\left|\int_{a}^{\infty} w\right| f\right|^{2} d x<\infty\right\}, \\
& \mathscr{L}^{2}(-\infty, \infty)=\left\{\left.g\left|\int_{-\infty}^{\infty}\right| g\right|^{2} d \rho<\infty\right\} .
\end{aligned}
$$

We refer the reader to [7. Chap. 9]. The above isometry is a unitary transformation which takes the self-adjoint operator $T$ associated with (1.1)-(1.2) to the self-adjoint transformation in $\mathscr{L}_{p}^{2}(-\infty, \infty)$ which is multiplication by the independent variable $\lambda$. We may then characterize the spectrum of $T, \sigma(T)$, as the points of increase of $\rho$. Further the eigenvalues of $T, \operatorname{D\sigma }(T)$, are the jumps of $\rho$, and the essential spectrum of $T, E \sigma(T)$, is the set of limit points of $\sigma(T)$. We define the continuous spectrum $C \sigma(T)$

[^17]as $\operatorname{E\sigma }(T) \backslash D \sigma(T)$. The problem we consider is to find conditions on the coefficients of (1.1) so that if $[a, b] \subset C \sigma(T)$, then $[a, b]$ is an absolutely continuous spectrum, i.e., $\rho$ is absolutely continuous on $[a, b]$. Our conditions will in fact imply $\rho$ is of class $C^{(1)}$.

In order to consider equations like (1.1), we define below a generalization of the equation,

$$
\begin{equation*}
y^{\prime \prime}+\left[\lambda+v_{1}(x)+v_{2}(x)+v_{3}(z)\right] y=0, \quad a \leqq x<\infty \tag{1.3}
\end{equation*}
$$

which will include (1.1) after a change of independent and dependent variables. In (1.3) regard $v_{1}$ as absolutely continuous with $\int_{a}^{\infty}\left|v_{1}^{\prime}\right|<\infty, v_{2}$ as having a small integral, and $v_{3}$ as being small in the sense of $\int_{a}^{\infty}\left|v_{3}\right|<\infty$. Such $v_{1}, v_{3}$ are called long and short range potentials, respectively. An example of the type of equation we wish to consider is,

$$
y^{\prime \prime}+\left[\lambda+(x+1)^{-1}+x \sin x^{4}+e^{-x} x^{-1 / 2}\right] y=0, \quad 0 \leqq x<\infty
$$

This work is motivated by recent work of S. Itatsu and H. Kaneta [10], as well as by classical work of E. C. Titchmarsh [16, pp. 116-128]. In [16], the case $v_{1}=v_{2} \equiv 0$ is considered as well as certain equations in which a change of variable is made. The change of independent variable is nonreal and places restrictions on the coefficients. In particular, perturbation terms are not allowed. We are able to avoid many of these restrictions by making the change of independent variable real. This however, may make the terms $v_{1}, v_{2}$, and $v_{3} \lambda$-dependent. In [10], (1.3) is considered with $v_{2} \equiv 0$, and the authors use the method of singular integral equations to obtain asymptotics for (1.3). We find it more advantageous to develop the theory along the lines of Titchmarsh.

A different approach to showing continuous spectrum is absolutely continuous has been taken by J. Weidmann [18] and J. Walter [17]. They approximate the singular problem by a sequence of regular problems and apply estimates on the number of eigenvalues lying in a given interval. It does not appear that this method can be used to show additional smoothness properties of $\rho$, e.g., to show $\rho$ is of class $C^{(1)}$. In [18], (1.3) is considered with $\int_{a}^{\infty}\left|d v_{1}\right|<\infty, \int_{a}^{\infty}\left|v_{3}\right|<\infty$, and $v_{2} \equiv 0$. In [17], (1.1) is considered with $p=w \equiv 1$ and $q$ sufficiently smooth.

Also related to the resutls here are those of M. Ben-Artzi and A. Devinatz [2] and M. Ben-Artzi [3], [4]. In [2], [3], [4], the operator $-\Delta+V$ is considered on $R^{n}$ where $V$ is spherically symmetric. In addition to the question of absolute continuity of the spectrum, the existence and completeness of wave operators is discussed. The ordinary differential operators considered are defined on $(0, \infty)$, with both endpoints being singular. In [2], [3] an operator of type (1.3) is considered. The singularity at infinity has $v_{2}=0$, but allows a $v_{1}$ term more general than that considered here. The singularity at zero has more stringent growth conditions than that required by Theorem 4.2 below. In [4], similar questions are discussed for (1.1) with $p=w=1$ and $q$ sufficiently smooth.

Additional criteria for the continuous spectrum to be absolutely continuous may be found in P. A. Rejto [13], [15], and P. A. Rejto and K. Sinha [14]. These operators are of type (1.1) with $p=w=1$, but with two singular endpoints. In [13], [15] operators are considered on $(0, \infty)$, and in [14] they are considered on $(-\infty, \infty)$. The method in these papers is to apply an abstract criterion for absolute continuity based on the resolvent operator. In [2], [3], [4] the criterion is similar but based on the Green's function. The method employed here uses a numerical component of the Green's function-the Titchmarsh-Weyl coefficient whose singular structure yields the various components of the spectrum (cf. [6]).

For two singular endpoint problems we follow the method of [10] which treats each singular endpoint separately. This allows greater flexibility in placing constraints on the coefficients. This permits, for example, a generalization of [13, Thm. 2.1] along the lines of $\S 6$ where the singularity at zero is transformed to infinity.

A problem related to this paper is showing the absence of eigenvalues embedded in the continuous spectrum. Some sharp bounds for cutoff of eigenvalues may be found in the paper of F. V. Atkinson and W. N. Everitt [1].

In $\S 2$ below we define a generalization of (1.3) and show how it relates to transformed equations. In §3 we develop the necessary asymptotics for solutions. In §4, the Titchmarsh-Weyl $m$-coefficient is employed to obtain absolute continuity of the continuous spectrum. In $\S 5$, the theory of $\S 4$ is applied to analyze the two-singular endpoint problem, and a connection is made with recent work of R. Carmona [5]. In §6, the theory is applied to the hydrogen atom.

By the norm of a vector we mean the Euclidean norm; by the norm of a matrix we mean the corresponding operator norm. Standard notation is used for the components of vectors and matrices. For $w(x)>0$ and Lebesgue measurable, $\mathscr{L}_{w}^{p}(I)$ denotes the Banach space of all equivalence classes of complex-valued functions $f$ satisfying $\int_{I} w|f|^{p}$ $<\infty$.
2. A general equation. The equation considered is

$$
\begin{equation*}
y^{\prime \prime}+\left[a(\lambda)^{2}+v_{1}(x, \lambda)+v_{2}(x, \lambda)+v_{3}(x, \lambda)\right] y=0, \quad a \leqq x<\infty, \tag{2.1}
\end{equation*}
$$

where the conditions on $a, v_{1}, v_{2}$, and $v_{3}$ are given below. To motivate the form of (2.1) considered, we return to (1.1) with a singular point at $b, b \leqq \infty$, i.e.

$$
\begin{equation*}
-\left(p y^{\prime}\right)^{\prime}+q y=\lambda w y, \quad a \leqq x<b \tag{2.2}
\end{equation*}
$$

Suppose in (2.2) we make the Kummer-Liouville change of variables,

$$
y(x)=h(x) z(t), \quad h=(p w)^{-1 / 4}, \quad t=f(x)=\int_{a}^{x}\left(\frac{w}{p}\right)^{1 / 2}
$$

where $p, w$ are positive and sufficiently smooth and $\int_{a}^{b}(w / p)^{1 / 2}=\infty$. Then (2.2) becomes

$$
\begin{equation*}
-\ddot{z}(t)+Q(t) z(t)=\lambda z(t), \quad 0 \leqq t<\infty, \tag{2.3}
\end{equation*}
$$

with $Q(t)=\left[q / w-h\left(p h^{\prime}\right)^{\prime} / f^{\prime}\right](x)$. For appropriate $p, q$, and $w$, (2.3) is of type (2.1). Using the Titchmarsh-Weyl $m$-coefficient below to analyze the spectrum of (2.2), we need only know the asymptotics of (2.3).

Suppose now in (2.2), $q=-n-r$ where $n(x)>0$ is a smooth part of $q$ and $r$ is a perturbation part. If we make the change of variables

$$
y(x)=h(x) z(t), \quad h=(p n)^{-1 / 4}, \quad t=f(x)=\int_{a}^{x}\left(\frac{n}{p}\right)^{1 / 2}
$$

where $\int_{a}^{\infty}(n / p)^{1 / 2}=\infty$, then (2.2) becomes

$$
\begin{equation*}
-\ddot{z}(t)-[1+Q(t)] z(t)=0, \quad 0 \leqq t<\infty, \tag{2.4}
\end{equation*}
$$

with $Q(t)=\left[r / n+h\left(p h^{\prime}\right)^{\prime} / f^{\prime}+\lambda w / n\right](x)$; hence the $\lambda$-dependence is changed to a $v$ term in (2.1), and $a(\lambda)$ is constant. The case $n(x)<0$ above is not considered since it typically leads to an empty continuous spectrum.

Let $C_{+}=\{\lambda \mid \operatorname{Im} \lambda \geqq 0\}$ and $C_{0}=\left\{\lambda \in C_{+} \mid \operatorname{Re} \lambda \geqq 0\right\}$. Our assumptions for (2.1) are:
$\left(\mathrm{A}_{1}\right)$ For $i=1,2,3, v_{i}(x, \lambda)=v_{i 1}(x)+\lambda v_{i 2}(x)$ where each $v_{i j}$ is real and locally Lebesgue integrable. Further
a) For $j=1,2, v_{1 j}(x) \rightarrow 0$ as $x \rightarrow \infty, v_{1 j}$ is absolutely continuous with $v_{1 j}^{\prime} \in \mathscr{L}(a, \infty)$; $v_{12}(x) \geqq 0$.
b) For $j=1,2, \int_{a}^{\infty} v_{2 j}$ exists (conditionally), $V_{2 j}(x)=\int_{x}^{\infty} v_{2 j}$ is in $\mathscr{L}(a, \infty) ; W_{s j}(x)$ $=\int_{x}^{\infty}\left|v_{1 s}^{\prime} V_{2 j}\right|$ is in $\mathscr{L}(a, \infty)$ for $s, j=1,2$.
(c) For $j=1,2, v_{3 j} \in \mathscr{L}(a, \infty)$.
$\left(\mathrm{A}_{2}\right) a(\lambda)$ is continuous on $C_{+}$, analytic on the interior of $C_{+}$, and $a\left(C_{+}\right) \subset C_{0}$. There is a number $\lambda_{0} \in C_{+}$such that if $U$ is a closed subset of $C_{+}$not containing $\lambda_{0}$, then $a(U)$ is bounded away from zero.

Note that if $U$ is as in $\left(\mathrm{A}_{2}\right)$, then $|a(\lambda)|^{2} \geqq \varepsilon>0$ on $U$ for some $\varepsilon>0$. Now if $U$ is compact or $v_{12}(x) \equiv 0$ we may, by redefining $v_{3}$ if necessary, assume $\left|v_{1}(x, \lambda)\right| \leqq \varepsilon / 2$ for $a \leqq x<\infty, \lambda \in U$. Without loss of generality we will always make this assumption for $U$ in $\left(\mathrm{A}_{2}\right)$ compact or $v_{12}(x) \equiv 0$.
3. Asymptotic theory of (2.1). We suppose in this section that $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{2}\right)$ hold and $U$ is a closed subset of $C_{+}$not containing $\lambda_{0}$, and that either $U$ is compact or $v_{12}(x) \equiv 0$. Hence

$$
\begin{equation*}
K=K(x, \lambda)=\left[a(\lambda)^{2}+v_{1}(x, \lambda)\right]^{1 / 2} \tag{3.1}
\end{equation*}
$$

is a well-defined element of $C_{0}$ and satisfies for some $\varepsilon>0$

$$
\begin{equation*}
|K(x, \lambda)| \geqq\left(\frac{\varepsilon}{2}\right)^{1 / 2}, \quad \lambda \in U, \quad a \leqq x<\infty . \tag{3.2}
\end{equation*}
$$

Write (2.1) in system form as

$$
\binom{y}{y^{\prime}}^{\prime}=\left\{\left(\begin{array}{cc}
0 & 1  \tag{3.3}\\
-K^{2} & 0
\end{array}\right)-\left(v_{2}+v_{3}\right)\left(\begin{array}{cc}
0 & 0 \\
1 & 0
\end{array}\right)\right\}\binom{y}{y^{\prime}} .
$$

First we transform (3.3) as in [10]. Set

$$
S=\left(\begin{array}{cc}
1 & 1 \\
i K & -i K
\end{array}\right), \quad \psi=S^{-1}\binom{y}{y^{\prime}}=\frac{1}{2}\left(\begin{array}{cc}
1 & 1 / i K \\
1 & -1 / i K
\end{array}\right)\binom{y}{y^{\prime}}
$$

hence (3.3) becomes

$$
\psi^{\prime}=\left\{i K\left(\begin{array}{rr}
1 & 0  \tag{3.4}\\
0 & -1
\end{array}\right)-\left(\frac{v_{2}+v_{3}}{2 i K}\right)\left(\begin{array}{rr}
1 & 1 \\
-1 & -1
\end{array}\right)-\frac{K^{\prime}}{2 K}\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right)\right\} \psi .
$$

Define

$$
\begin{aligned}
& N=\left(\begin{array}{rr}
1 & 1 \\
-1 & -1
\end{array}\right), \quad R=\left(\frac{-v_{3}}{2 i K}\right) N-\frac{K^{\prime}}{2 K}\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right), \\
& E=E(x, \lambda)=\left(\begin{array}{cc}
\exp \left(\int_{a}^{x} i K\right) & 0 \\
0 & \exp \left(\int_{a}^{x}-i K\right)
\end{array}\right), \\
& W=W(x, \lambda)=\int_{x}^{\infty} \frac{v_{2}}{2 i K} .
\end{aligned}
$$

Then by the variation of constants formula, (3.4) can be written as

$$
\begin{equation*}
\psi(x, \lambda)=E(x, \lambda)\left\{\psi(a)+\int_{a}^{x} E^{-1}\left[W^{\prime} N+R\right] \psi\right\} . \tag{3.5}
\end{equation*}
$$

Integrating the term $\int_{a}^{x} E^{-1} W^{\prime} N \psi$ in (3.5) by parts and using $\psi^{\prime}=\left[E^{\prime} E^{-1}+W^{\prime} N+R\right] \psi$, we obtain after simplifying that

$$
\begin{align*}
& {[I-W(x, \lambda) N] \psi(x, \lambda)} \\
& =E(x, \lambda)\{[I-W(a, \lambda) N] \psi(a, \lambda)  \tag{3.6}\\
& \\
& \left.\quad+\int_{a}^{x} E^{-1}\left[R+E^{\prime} E^{-1} W N-W N E^{\prime} E^{-1}\right] \psi\right\} .
\end{align*}
$$

Equation (3.6) simplifies to

$$
\begin{align*}
& {[I-W(x, \lambda) N] \psi(x, \lambda)} \\
& \quad=E(x, \lambda)\left\{[I-W(a, \lambda) N] \psi(a, \lambda)+\int_{a}^{x} E^{-1} R_{1} \psi\right\} \tag{3.7}
\end{align*}
$$

where

$$
R_{1}=R_{1}(x, \lambda)=R(x, \lambda)+2 i K(x, \lambda) W(x, \lambda)\left(\begin{array}{ll}
0 & 1  \tag{3.8}\\
1 & 0
\end{array}\right)
$$

The definition of $W$ and an integration by parts yields that

$$
\begin{equation*}
W(x, \lambda)=\frac{V_{2}(x, \lambda)}{2 i K(x, \lambda)}-\int_{x}^{\infty}\left(V_{2} v_{1}^{\prime} / 4 i K^{3}\right) \tag{3.9}
\end{equation*}
$$

where $V_{2}(x, \lambda)=\int_{x}^{\infty} v_{2}$. Thus by $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{2}\right)$ we have for each compact set $F$ in $C_{+}$a constant $M_{F}$ such that for all $\lambda \in U \cap F$,

$$
\begin{equation*}
\int_{a}^{\infty}\left\|R_{1}(x, \lambda)\right\| d x \leqq M_{F}, \quad|W(x, \lambda)| \leqq M_{F} . \tag{3.10}
\end{equation*}
$$

In case $v_{2 j}(x) \equiv 0$ for $j=1,2,3,(3.10)$ holds for $F=C_{+}$. Set

$$
\begin{equation*}
\binom{c_{1}}{c_{2}}=[I-W(a, \lambda) N] \psi(a, \lambda), \quad \psi_{1}(x, \lambda)=\left[\exp \left(\int_{a}^{x} i K\right)\right] \psi(x, \lambda) \tag{3.11}
\end{equation*}
$$

Then (3.7) becomes

$$
\begin{align*}
& {[I-W(x, \lambda) N] \psi_{1}(x, \lambda)} \\
& \quad=\left(\begin{array}{cc}
\exp \left(2 i \int_{a}^{x} K\right) & 0 \\
0 & 1
\end{array}\right)\binom{c_{1}}{c_{2}}  \tag{3.12}\\
& \\
& \quad+\int_{a}^{x}\left(\begin{array}{cc}
\exp \left(2 i \int_{s}^{x} K\right) & 0 \\
0 & 1
\end{array}\right) R_{1}(s, \lambda) \psi_{1}(x, \lambda) d s .
\end{align*}
$$

Note that by (3.10), for $\lambda \in U \cap F$.

$$
\begin{equation*}
\left\|[I-W(x, \lambda) N]^{-1}\right\|=\|[I+W(x, \lambda) N]\| \leqq 1+M_{F}\|N\| . \tag{3.13}
\end{equation*}
$$

Lemma 3.1. Suppose $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{2}\right)$ hold, $U$ is as above, $F \subset C_{+}$is compact and (3.11) holds. Then for $\lambda \in U \cap F$ and $a \leqq x<\infty$,

$$
\begin{equation*}
\left\|\psi_{1}(x, \lambda)\right\| \leqq \gamma\left\|\binom{c_{1}}{c_{2}}\right\| e^{\gamma M_{F}} \tag{3.14}
\end{equation*}
$$

where $\gamma=1+M_{F}\|N\|$.
Proof. Recall $\operatorname{Im} K(x, \lambda) \geqq 0$. Thus by (3.12) and (3.13),

$$
\left\|\psi_{1}(x, \lambda)\right\| \leqq \gamma\left[\left\|\binom{c_{1}}{c_{2}}\right\|+\int_{a}^{x}\left\|R_{1}(x, \lambda)\right\|\left\|\psi_{1}(s, \lambda)\right\| d s\right]
$$

Equation (3.14) now follows by an application of Gronwall's inequality.
Lemma 3.1 yields asymptotic behavior of $\psi_{1}$ as $x \rightarrow \infty$ and hence of $y, y^{\prime}$. First we rewrite (3.12) as

$$
\begin{align*}
{[I-W(x, \lambda) N] \psi_{1}(x, \lambda)=} & \binom{0}{A(\lambda)}-\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) \int_{x}^{\infty} R_{1} \psi_{1}  \tag{3.15}\\
& +\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\left\{\left[\exp \left(2 i \int_{a}^{x} K\right)\right]\binom{c_{1}}{c_{2}}+\int_{a}^{x}\left[\exp \left(2 i \int_{s}^{x} K\right)\right] R_{1} \psi_{1}\right\}
\end{align*}
$$

where

$$
\binom{0}{A(\lambda)}=\left(\begin{array}{ll}
0 & 0  \tag{3.16}\\
0 & 1
\end{array}\right)\left\{\binom{c_{1}}{c_{2}}+\int_{a}^{\infty} R_{1} \psi_{1}\right\} .
$$

Lemma 3.2. Suppose $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{2}\right)$ hold, $U$ is as above, and $y(\cdot, \lambda)$ is a solution of (2.1) with $y(0, \lambda)$ and $y^{\prime}(0, \lambda)$ independent of $\lambda$. Then $A(\lambda)=A_{y}(\lambda)$ defined by (3.16) is continuous in $\lambda$ for $\lambda$ in $U$ and analytic on the interior of $U$.

Proof. The method of successive approximations for existence of solutions shows $y(x, \lambda)$ is jointly continuous in $x$ and $\lambda$ and entire in $\lambda$ for fixed $x$. Since $K$ is analytic in $\lambda$ for $\lambda$ in the interior of $U$ and continuous in $\lambda$ for $\lambda$ in $U$, the functions $R_{1}(x, \lambda)$ and $\psi_{1}(x, \lambda)$ have the same properties for fixed $x$; further they are jointly continuous in $x$ and $\lambda$. Hence by the bounds (3.10) and (3.14), $A(\lambda)$ is the limit of a sequence of functions which are (i) continuous on $U$, (ii) analytic on interior $U$, and (iii) uniformly bounded on compact sets. By Vitali's theorem, $A(\lambda)$ is analytic on interior $U$. Further, $\left(A_{1}\right)$ implies that $\int_{n}^{\infty}\left\|R_{1}(s, \lambda)\right\| d s \rightarrow 0$ as $n \rightarrow \infty$, uniformly for $\lambda$ in compact sets. Thus $A(\lambda)$ is continuous on $U$.

Fix now $\lambda \in U$. If $a(\lambda)$ is in the interior of $C_{0}$ or $a(\lambda)$ is on the positive imaginary axis, then $K(x, \lambda) \rightarrow a(\lambda)$ as $x \rightarrow \infty$. Then $\exp \int_{a}^{x} i K \rightarrow 0$ as $x \rightarrow \infty$, and we have the following asymptotic behavior. (Note that $W(x, \lambda) \rightarrow 0$ as $x \rightarrow \infty$.) As $x \rightarrow \infty$,

$$
\begin{gather*}
\psi_{1}(x, \lambda)=\binom{0}{A(\lambda)}+o(1) \\
\binom{y}{y^{\prime}}(x, \lambda)=\left[\exp \left(-\int_{a}^{x} i K\right)\right] A(\lambda)\binom{1+o(1)}{-i K+o(1)} \tag{3.17}
\end{gather*}
$$

If $a(\lambda)$ is in the positive real axis, then

$$
K=\left(a(\lambda)^{2}+v_{1}\right)^{1 / 2}=a(\lambda)\left(1+v_{1} / a(\lambda)^{2}\right)^{1 / 2}
$$

from which we conclude that

$$
\int_{a}^{\infty} \operatorname{Im} K(x, \lambda) d x=\infty \Leftrightarrow \int_{a}^{\infty} \operatorname{Im} v_{1}(x, \lambda) d x=\infty
$$

If $\int_{a}^{\infty} \operatorname{Im} v_{1}=\infty$, then (3.17) holds. If $\int_{a}^{\infty} \operatorname{Im} v_{1}<\infty$, then from (3.15) we conclude that as $x \rightarrow \infty$,

$$
\begin{gather*}
\psi_{1}(x, \lambda)=\binom{0}{A(\lambda)}+\exp \left(2 i \int_{a}^{x} K\right)\binom{B(\lambda)}{0}+o(1),  \tag{3.18}\\
\binom{y}{y^{\prime}}(x, \lambda)=\exp \left(-\int_{a}^{x} i K\right) A(\lambda)\binom{1+o(1)}{-i K+o(1)} \\
+\exp \left(\int_{a}^{x} i K\right) B(\lambda)\binom{1+o(1)}{i K+i(1)}
\end{gather*}
$$

where

$$
\binom{B(\lambda)}{0}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\left\{\binom{c_{1}}{c_{2}}+\int_{0}^{\infty} \exp \left(-2 i \int_{a}^{s} K\right) R_{1} \psi_{1}\right\} .
$$

If now in (3.18), $y(x, \lambda)$ is real and $K(x, \lambda)$ is real, then from $\operatorname{Im} y(x, \lambda) \equiv 0$ we conclude that $B(\lambda)=\bar{A}(\lambda)$.
4. Application to half-line problems. Consider first equation (1.1) with the boundary condition (1.2). Define a fundamental set of solutions $\theta_{\alpha}$, $\phi_{\alpha}$ of (1.1) by the initial values

$$
\left(\begin{array}{cc}
\theta_{\alpha} & \phi_{\alpha}  \tag{4.1}\\
p \theta_{\alpha}^{\prime} & p \phi_{\alpha}^{\prime}
\end{array}\right)(a, \lambda)=\left(\begin{array}{cc}
\sin \alpha & -\cos \alpha \\
\cos \alpha & \sin \alpha
\end{array}\right)
$$

If $L$ is in the limit point case at infinity, then the limit, for $\operatorname{Im} \lambda \neq 0$,

$$
\begin{equation*}
\lim _{x \rightarrow \infty}-\frac{\theta_{\alpha}(x, \lambda)}{\phi_{\alpha}(x, \lambda)}=m_{\alpha}(\lambda) \tag{4.2}
\end{equation*}
$$

exists and is analytic on $\operatorname{Im} \lambda \neq 0$. Further the self-adjoint operator $T$ determined by (1.1)-(1.2) has spectral function $\rho_{\alpha}$ related to $m_{\alpha}$ by

$$
\begin{equation*}
\rho_{\alpha}(t)-\rho_{\alpha}(s)=\lim _{\varepsilon \downarrow 0} \frac{1}{\pi} \int_{s}^{t} \operatorname{Im} m_{\alpha}(u+i \varepsilon) d u \tag{4.3}
\end{equation*}
$$

at points of continuity $s, t$ of $\rho_{\alpha}$. (cf. [7, Chap. 9]).
Detailed relations between the singular structure of $m_{\alpha}$ and the spectrum have been established by J. Chandhuri and W. N. Everitt [6]. In particular we note that the isolated eigenvalues coincide with the poles of $m_{\alpha}$.

In this section we solve the half-line problem for (1.3) and then show how the Kummer-Liouville transformation, together with the asymptotic theory of $\S 3$ solves a wider class of problems. For (1.3), we take in $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{2}\right)$ for some real $\lambda_{0}$ that

$$
\begin{equation*}
a(\lambda)=\sqrt{\lambda-\lambda_{0}}, \quad v_{12}=v_{22}=v_{32} \equiv 0 . \tag{4.4}
\end{equation*}
$$

The set $U$ used in $\S 3$ may be taken to be any closed subset of $C_{+}$not containing $\lambda_{0}$. Let $A_{\phi}, A_{\theta}$ be the functions defined by (3.16) for $\phi_{\alpha}, \theta_{\alpha}$ respectively. Then $A_{\phi}, A_{\theta}$ are continuous on $C_{+} \backslash\left\{\lambda_{0}\right\}$ and analytic on the interior of this set. Further for $\lambda$ real, $\lambda<\lambda_{0}, i K$ and hence $A_{\phi}, A_{\theta}$ are real. Thus by reflection, $A_{\phi}, A_{\theta}$ have analytic continuations into $\left\{\lambda: \operatorname{Re} \lambda<\lambda_{0}\right\}$.

For real $\lambda, \lambda>\lambda_{0}$, write

$$
\begin{equation*}
A_{\phi}=a_{\phi}+i b_{\phi}, \quad A_{\theta}=a_{\theta}+i b_{\theta}, \tag{4.5}
\end{equation*}
$$

where $a_{\phi}, b_{\phi}, a_{\theta}, b_{\theta}$ are real. From the asymptotic formula (3.18) we have as $x \rightarrow \infty$, $\lambda>\lambda_{0}$,

$$
\begin{align*}
& \phi_{\alpha}(x, \lambda)=2 a_{\phi}(\lambda) \cos \int_{a}^{x} K+2 b_{\phi}(\lambda) \sin \int_{a}^{x} K+o(1), \\
& \phi_{\alpha}^{\prime}(x, \lambda)=2 K(x, \lambda)\left[-a_{\phi}(\lambda) \sin \int_{a}^{x} K+2 b_{\phi}(\lambda) \cos \int_{a}^{x} K\right]+o(1), \tag{4.6}
\end{align*}
$$

with similar formulas for $\theta_{\alpha}, \theta_{\alpha}^{\prime}$. From the Wronskian,

$$
1 \equiv\left|\begin{array}{ll}
\theta_{\alpha} & \phi_{\alpha} \\
\theta_{\alpha}^{\prime} & \phi_{\alpha}^{\prime}
\end{array}\right|(x, \lambda)=4 K(x, \lambda)\left[a_{\theta}(\lambda) b_{\phi}(\lambda)-a_{\phi}(\lambda) b_{\theta}(\lambda)\right]+o(1),
$$

we conclude that for $\lambda>\lambda_{0}$,

$$
\begin{equation*}
a_{\theta}(\lambda) b_{\phi}(\lambda)-a_{\phi}(\lambda) b_{\theta}(\lambda)=\frac{1}{4\left(\lambda-\lambda_{0}\right)^{1 / 2}} . \tag{4.7}
\end{equation*}
$$

This shows that $A_{\phi}(\lambda), A_{\theta}(\lambda)$ do not vanish for real $\lambda>\lambda_{0}$ and hence also for $\lambda$ sufficiently near this set. For $\operatorname{Im} \lambda>0$ such that $A_{\phi}(\lambda) \neq 0$, we have from the asymptotic formula (3.18) and (4.2) that

$$
\begin{equation*}
m_{\alpha}(\lambda)=-\lim _{x \rightarrow \infty} \frac{\exp \left(-i \int_{a}^{x} K\right)\left[A_{\theta}(\lambda)+o(1)\right]}{\exp \left(-i \int_{a}^{x} K\right)\left[A_{\phi}(\lambda)+o(1)\right]}=-\frac{A_{\theta}(\lambda)}{A_{\phi}(\lambda)} . \tag{4.8}
\end{equation*}
$$

Recall that $A_{\theta}, A_{\phi}$ are analytic on $\operatorname{Im} \lambda>0$ and $\operatorname{Re} \lambda<\lambda_{0}$ and that they are continuous on $C_{+} \backslash\left\{\lambda_{0}\right\}$. From (4.5), (4.7), and (4.8), we have that for $\mu>\lambda_{0}$,

$$
\begin{align*}
\lim _{\varepsilon \downarrow 0+} \operatorname{Im} m_{\alpha}(\mu+i \varepsilon) & =-\operatorname{Im} \frac{A_{\theta}(\mu)}{A_{\phi}(\mu)} \\
& =-\frac{-a_{\theta} b_{\phi}+a_{\phi} b_{\theta}}{a_{\phi}^{2}+b_{\phi}^{2}}(\mu)  \tag{4.9}\\
& =\frac{1}{4\left(\mu-\lambda_{0}\right)^{1 / 2}\left[a_{\phi}^{2}(\mu)+b_{\phi}^{2}(\mu)\right]} .
\end{align*}
$$

Since $A_{\phi}(\mu) \neq 0$, and the limit in (4.9) is uniform on compact subintervals of $\left(\lambda_{0}, \infty\right)$, we have from (4.3) that for $\mu>\lambda_{0}, \rho_{\alpha}$ is class $C^{(1)}$ with

$$
\rho_{\alpha}^{\prime}(\mu)=\frac{1}{4\left(\mu-\lambda_{0}\right)^{1 / 2}\left[a_{\phi}^{2}(\mu)+b_{\phi}^{2}(\mu)\right]} .
$$

On the other hand $A_{\theta}, A_{\phi}$ are real for $\mu<\lambda_{0}$. Thus $m_{\alpha}(\lambda)$ is meromorphic on $\operatorname{Re} \lambda<\lambda_{0}$, and on a compact subinterval of $\left(-\infty, \lambda_{0}\right), \rho_{\alpha}$ is a step function with a finite number of jumps.

Theorem 4.1. Assume in (1.3) that $v_{1}, v_{2}, v_{3}$ are locally Lebesgue integrable and (i) $v_{1}(x) \rightarrow-\lambda_{0}$ as $x \rightarrow \infty$. (ii) $V_{2}(x)=\int_{x}^{\infty} v_{2}$ exists, and (iii) $v_{1}^{\prime}, v_{3}, V_{2}$, and $W_{0}$ are in $\mathscr{L}(a, \infty)$ where $W_{0}(x)=\int_{x}^{\infty}\left|v_{1}^{\prime} V_{2}\right|$. Let $0 \leqq \alpha<\pi$ and $T_{\alpha}$ in $\mathscr{L}^{2}(a, \infty)$ be defined by

$$
T_{\alpha}(y)=-\left(y^{\prime \prime}+\left[v_{1}+v_{2}+v_{3}\right] y\right)
$$

with domain $T_{\alpha}$ being all $y \in \mathscr{L}^{2}(a, \infty)$ such that $y, y^{\prime}$ are locally absolutely continuous, $T_{\alpha}(y) \in \mathscr{L}^{2}(a, \infty)$, and $y$ satisfies the boundary condition $\sin \alpha y(a)+\cos \alpha y^{\prime}(a)=0$. Then $T_{\alpha}$ is self-adjoint, on $\left(\lambda_{0}, \infty\right)$ its spectral function $\rho_{\alpha}$ is $C^{(1)}$ with $\rho_{\alpha}^{\prime}(\mu)>0$, on each compact subinterval of $\left(-\infty, \lambda_{0}\right)$, the spectrum of $T_{\alpha}$ is either empty or consists of a finite number of eigenvalues, and the spectrum of $T_{\alpha}$ is bounded below.

Proof. The asymptotic form of solutions (4.6) shows that for $\lambda>\lambda_{0}$, (1.3) has no solutions in $\mathscr{L}^{2}(a, \infty)$. Thus $T_{\alpha}$ is of limit point type at infinity, and the theory of self-adjoint extensions of symmetric operators shows $T_{\alpha}$ is self-adjoint. The only part of Theorem 4.1 not proved above is that the spectrum is bounded below. We now prove that under the above assumptions, a solution $y$ of (1.3), with $y(a \lambda)$ and $y^{\prime}(a, \lambda)$ independent of $\lambda$, satisfies

$$
\begin{equation*}
\lim _{\lambda \rightarrow-\infty} A_{y}(\lambda)=y(a) / 2 \tag{4.10}
\end{equation*}
$$

where $A(\lambda)=A_{y}(\lambda)$ is given by (3.16). First we show that (4.10) implies the spectrum of $T_{\alpha}$ is bounded below. Since $m_{\alpha}$ is meromorphic on $\operatorname{Re} \lambda<\lambda_{0}$, the conclusion follows by showing $m_{\alpha}$ has a limit as $\lambda \rightarrow-\infty$. For $\alpha \neq \pi / 2$, (4.10) implies $m_{\alpha}(\lambda) \rightarrow$ $-\theta_{\alpha}(a, \lambda) / \phi_{\alpha}(a, \lambda)=\tan \alpha$ as $\lambda \rightarrow-\infty$. For $\alpha=\pi / 2, \phi_{\alpha}(a, \lambda)=0$ and $\theta_{\alpha}(a, \lambda)=1$ so that (4.10) implies $m_{\alpha}(\lambda)^{-1} \rightarrow 0$ as $\lambda \rightarrow-\infty$.

Thus the zeros of $m_{\alpha}(\lambda)$ are bounded below; hence the poles of $m_{\alpha}(\lambda)$ are bounded below since $m_{\alpha}(\lambda)$ is real on $\left(-\infty, \lambda_{0}\right)$. Further, $\operatorname{Im} m_{\alpha}(\lambda)>0$ for $\operatorname{Im} \lambda>0$, and we have by orientation preserving properties of analytic functions that $m_{\alpha}(\lambda) \rightarrow$ $-\infty$ as $\lambda \rightarrow-\infty$.

To establish (4.10) we first note that in this case the bounds (3.10) hold for $F=C_{+}$, $U=\left\{\lambda \in C_{+} \mid \operatorname{Re} \lambda \leqq \lambda_{0}-1\right\}$. This is because of the way $\lambda$ enters the various terms of $R_{1}(x, \lambda)$.

From (3.11) and (3.16)

$$
\begin{equation*}
A_{y}(\lambda)=\left[\frac{1}{2}+W(a, \lambda)\right] y(a)-\frac{1}{2} \frac{y^{\prime}(a)}{i K(a, \lambda)}+\int_{a}^{\infty}\left(R_{1} \psi_{1}\right)_{2} . \tag{4.11}
\end{equation*}
$$

The definition of $K$ and (3.9) show that for each $x$,

$$
\lim _{\lambda \rightarrow-\infty} W(x, \lambda)=0
$$

The definition of $R$ shows $\int_{a}^{\infty}\|R(x, \lambda)\| d x \rightarrow 0$ as $\lambda \rightarrow-\infty$. Since $\psi_{1}$ is uniformly bounded on $a \leqq x<\infty, \lambda \leqq \lambda_{0}-1$, we conclude that

$$
\int_{a}^{\infty}\left\|R(x, \lambda) \psi_{1}(x, \lambda)\right\| d x \rightarrow 0 \quad \text { as } \lambda \rightarrow \infty .
$$

Thus to complete the proof of (4.10), we have from (4.11) and (3.8) that it is sufficient to prove as $\lambda \rightarrow-\infty$,

$$
\int_{a}^{\infty}\left\{2 i K W\left(\begin{array}{ll}
0 & 1  \tag{4.12}\\
1 & 0
\end{array}\right) \psi_{1}\right\}_{2}=\int_{a}^{\infty} 2 i K W\left(\psi_{1}\right)_{1} \rightarrow 0
$$

Since $i K(x, \lambda)=i\left(\lambda-\lambda_{0}+v_{1}(x)\right)^{1 / 2}$, we have from the equation (3.15) that $\left(\psi_{1}(x, \lambda)\right)_{1} \rightarrow 0$ as $\lambda \rightarrow-\infty$. Now from (3.9), we see that there is a constant $k$ such that for $a \leqq x<\infty,-\infty<\lambda \leqq \lambda_{0}-1$,

$$
\begin{equation*}
|K(x, \lambda) W(x, \lambda)| \leqq k\left[\left|V_{2}(x)\right|+W_{0}(x)\right] \tag{4.13}
\end{equation*}
$$

Since $\left(\psi_{1}(x, \lambda)\right)_{1}$ is uniformly bounded for $a \leqq x<\infty,-\infty<\lambda \leqq \lambda_{0}-1$, and for fixed $x$ tends to zero as $\lambda \rightarrow-\infty$, application of (4.13) and the Lebesgue dominated convergence theorem yields (4.12).

An example of an equation of type (2.2) to which Theorem 4.1 applies is

$$
\begin{equation*}
-y^{\prime \prime}+\left[\frac{c}{x^{2}(\ln x)}+r(x)\right] y=\lambda x^{-2} y, \quad e \leqq x<\infty \tag{4.14}
\end{equation*}
$$

where $x$ is a constant and $\int_{e}^{\infty} x|r(x)| d x<\infty$. The transformed equation (2.3) is $(t=$ $\left.\ln x, h(x)=x^{1 / 2}, y(x)=h(x) z(t)\right)$,

$$
-\ddot{z}(t)+\left[\frac{c}{t}+x^{2} r(x)+\frac{1}{4}\right] z(t)=\lambda z(t), \quad 1 \leqq t<\infty
$$

which satisfies the conditions of Theorem 4.1. A calculation shows that the change of variable is a unitary map from $\mathscr{L}_{w}^{2}(e, \infty)$ onto $\mathscr{L}^{2}(1, \infty)$. Thus the spectral function $\rho$ of a self-adjoint operator associated with (4.14) satisfies $\rho^{\prime}(\mu)>0$ on $\left(\frac{1}{4}, \infty\right)$.

Examples given by M. S. P. Eastham and H. Kalf [8, p. 89] show that $v$ terms in (1.3) cannot be much larger without possibly introducing an eigenvalue in the continuous spectrum. As shown in [8], the equation, on $1 \leqq x<\infty$,

$$
y^{\prime \prime}(x)+\left[1-4 x^{-1} \sin 2 x+x^{-2}\left(2 \cos ^{2} x+4 \cos ^{4} x\right)\right] y=0
$$

has a solution $y(x)=O\left(x^{-1}\right)$. Thus $\lambda=1$ is an eigenvalue in the continuous spectrum [0, $\infty$ ) for an appropriate boundary condition imposed at $x=1$.

As a second application of the asymptotic theory of $\S 3$, we allow the potential to go to infinity.

Theorem 4.2. Suppose $p, n, r$, and $w$ are real locally Lebesgue integrable functions on $[a, b)$ with $p, n$, and $w$ positive. Suppose $p$ and $n$ are of class $C^{(2)}[a, \infty), \int_{a}^{b}(n / p)^{1 / 2}=\infty$, and $\int_{a}^{b} w h^{2}=\infty$ where $h=(p n)^{-1 / 4}$. Set $t=f(x)=\int_{a}^{x}(n / p)^{1 / 2}$ and suppose

$$
\begin{aligned}
& {\left[\frac{h\left(p h^{\prime}\right)^{\prime}}{f^{\prime}}+\frac{r}{n}\right](x)=v_{11}(t)+v_{21}(t)+v_{31}(t),} \\
& \left(\frac{w}{n}\right)(x)=v_{12}(t)+v_{22}(t)+v_{32}(t)
\end{aligned}
$$

where the $v_{i j}(t)$ satisfy the hypothesis $\left(\mathrm{A}_{1}\right)$. Define an operator $T_{\alpha}$ in $\mathscr{L}_{w}^{2}(a, b)$ by $T_{\alpha}(y)=w^{-1}\left[-\left(p y^{\prime}\right)^{\prime}-(n+r) y\right]$ where the domain of $T_{\alpha}$ is the set of all $y$ in $\mathscr{L}_{w}^{2}(a, b)$ such that $y, y^{\prime}$ are locally absolutely continuous, $T_{\alpha}(y) \in \mathscr{L}_{w}^{2}(a, b)$, and $y$ satisfies the boundary condition $\sin \alpha y(a)+\cos \alpha\left(p y^{\prime}\right)(a)=0$. Then $T_{\alpha}$ is self-adjoint and its spectral function $\rho_{\alpha}$ is of class $C^{(1)}(-\infty, \infty)$ with $\rho_{\alpha}^{\prime}(\mu)>0$ for all real $\mu$.

Proof. As in (2.2), make the transformation

$$
\begin{equation*}
y(x)=h(x) z(t), \quad h=(p n)^{-1 / 4}, \quad t=f(x)=\int_{a}^{x}(n / p)^{1 / 2}, \tag{4.15}
\end{equation*}
$$

so that $z$ satisfies

$$
\begin{equation*}
\ddot{z}(t)+[1+Q(t)] z(t)=0 \tag{4.16}
\end{equation*}
$$

with, using the above notation,

$$
Q(t)=\left[v_{11}(t)+v_{21}(t)+v_{31}(t)\right]+\lambda\left[v_{12}(t)+v_{22}(t)+v_{32}(t)\right]
$$

With $a(\lambda)=1$, the theory of $\S 3$ is applicable. Since

$$
\int_{0}^{\infty} v_{12}(t) d t=\int_{a}^{b}(w / n)(n / p)^{1 / 2} d x-\int_{0}^{\infty}\left[v_{22}(t)+v_{32}(t)\right] d t=\infty,
$$

we obtain from (3.17) and (3.18) that for a solution $z(t, \lambda)$ of (4.16), as $t \rightarrow \infty$,

$$
\begin{align*}
\operatorname{Im} \lambda> & 0: z(t, \lambda)=\exp \left(-\int_{0}^{t} i K\right)\left[A_{z}(\lambda)+o(1)\right] \\
\operatorname{Im} \lambda= & 0: z(t, \lambda)=\exp \left(-\int_{0}^{t} i K\right)\left[A_{z}(\lambda)+o(1)\right]  \tag{4.17}\\
& +\exp \left(\int_{0}^{t} i K\right)\left[\overline{A_{z}(\lambda)}+o(1)\right]
\end{align*}
$$

As in the proof of Theorem 4.1, it follows that $A_{z}(\lambda) \neq 0$ for $\lambda$ real. Since the Wronskian of two solutions of (4.16) is constant, it follows from the asymptotic form of $z, \dot{z}$ for $\operatorname{Im} \lambda=0$ that $A_{z_{1}}(\lambda) / A_{z_{2}}(\lambda)$ is not real for linearly independent solutions $z_{1}, z_{2}$ of (4.16). After some calculations it follows that for some $\delta>0,0 \leqq t<\infty$,

$$
\left|z_{1}(t, \lambda)\right|^{2}+\left|z_{2}(t, \lambda)\right|^{2} \geqq \delta
$$

If $y_{1}$ and $y_{2}$ are the corresponding solutions of (2.2),

$$
\int_{a}^{b} w\left[\left|y_{1}\right|^{2}+\left|y_{2}\right|^{2}\right] \geqq \delta \int_{a}^{b} w(p n)^{-1 / 2}=\infty
$$

Thus (2.2) is of limit point type at $b$; hence $T_{\alpha}$ as defined above is self-adjoint.
Consider the solutions $\theta_{\alpha}, \phi_{\alpha}$ of (2.2) defined by the initial conditions

$$
\left(\begin{array}{cc}
\theta_{\alpha} & \phi_{\alpha} \\
\theta_{\alpha}^{\prime} & \phi_{\alpha}^{\prime}
\end{array}\right)(a, \lambda)=\left(\begin{array}{cc}
\sin \alpha & -\cos \alpha \\
\cos \alpha & \sin \alpha
\end{array}\right)
$$

and let $z_{\theta}, z_{\phi}$ be the corresponding solutions of (4.16). Now for $\operatorname{Im} \lambda>0$ in (4.17),

$$
\begin{equation*}
m_{\alpha}(\lambda)=-\lim _{x \rightarrow b} \frac{\theta_{\alpha}(x, \lambda)}{\phi_{\alpha}(x, \lambda)}=-\lim _{t \rightarrow \infty} \frac{z_{\theta}(t, \lambda)}{z_{\phi}(t, \lambda)}=\frac{-A_{z_{\theta}}(\lambda)}{A_{z \phi}(\lambda)} . \tag{4.18}
\end{equation*}
$$

Since $A_{z_{\theta}}, A_{z_{\phi}}$ are continuous on $C_{+}$and do not vanish for $\lambda$ real, it follows as in (4.9) that $\operatorname{Im} m_{\alpha}(\mu+i \varepsilon)$ has a positive limit as $\varepsilon \downarrow 0$. This completes the proof.

The proof shows that the condition $\int_{a}^{b} w(p n)^{-1 / 2}=\infty$ is required to prevent the equation (2.2) from being of limit circle type at $b$. In this case the essential spectrum would be empty. It is also required to produce the asymptotic behavior (4.17) for $\operatorname{Im} \lambda>0$ which in turn implies (4.18).

An example of an equation which satisfies the hypothesis of Theorem 4.2 is:

$$
y^{\prime \prime}+\left[\lambda+x^{2}+a x^{\alpha} \sin x^{\beta}+b x f(x)\right] y=0, \quad 1 \leqq x<\infty,
$$

with $\beta>\alpha+2, \int_{1}^{\infty}|f|<\infty, a$ and $b$ constants.
5. Application to whole-line problems. We consider here only the equation

$$
\begin{equation*}
y^{\prime \prime}+\left[\lambda+v_{1}(x)+v_{2}(x)+v_{3}(x)\right] y=0, \quad-\infty<x<\infty, \tag{5.1}
\end{equation*}
$$

where the $v_{i}$ satisfy the conditions of Theorems 4.1 at each of $\pm \infty$. The methods employed here will apply to other classes of equations. Following [10], let

$$
v_{ \pm}=\lim _{x \rightarrow \pm \infty}-v_{1}(x)
$$

Since (5.1) is in the limit point case at $\pm \infty$, a self-adjoint operator $T$ is defined in $\mathscr{L}^{2}(-\infty, \infty)$ by

$$
T(y)=-\left(y^{\prime \prime}+\left[v_{1}(x)+v_{2}(x)+v_{3}(x)\right] y\right)
$$

where the domain of $T$ consists of all $y \in \mathscr{L}^{2}(-\infty, \infty)$ with $y, y^{\prime}$ locally absolutely continuous and $T(y) \in \mathscr{L}^{2}(-\infty, \infty)$. We define a basis $\theta, \phi$ of (5.1) by the initial values

$$
\left(\begin{array}{cc}
\theta & \phi \\
\theta^{\prime} & \phi^{\prime}
\end{array}\right)(0, \lambda)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) .
$$

The Titchmarsh-Weyl $m$-coefficients $m_{ \pm}$are defined on $\operatorname{Im} \lambda>0$ by

$$
m_{ \pm}(\lambda)=-\lim _{x \rightarrow \pm \infty} \frac{\theta(x, \lambda)}{\phi(x, \lambda)} .
$$

Then for $\operatorname{Im} \lambda>0, \operatorname{Im} m_{+}(\lambda)>0$ and $\operatorname{Im} m_{-}(\lambda)<0$ (cf. [9]). The spectral function $\rho$ of $T$ is a $2 \times 2$ matrix and depends on the choice of basis [7, Chap. 9]. However, any two such $\rho$ 's are similar [9]. For the basis above, we have at points of continuity $t, s$,

$$
\begin{equation*}
\rho(t)-\rho(s)=\lim _{\varepsilon \downarrow 0} \frac{1}{\pi} \int_{s}^{t} \operatorname{Im} M(u+i \varepsilon) d u \tag{5.2}
\end{equation*}
$$

where $M$ is given by

$$
\begin{align*}
M & =\left(\begin{array}{cc}
1 /\left(m_{-}-m_{+}\right) & \left(m_{+}+m_{-}\right) / 2\left(m_{-}-m_{+}\right) \\
\left(m_{+}+m_{-}\right) / 2\left(m_{-}-m_{+}\right) & m_{+} m_{-} /\left(m_{-}-m_{+}\right)
\end{array}\right)  \tag{5.3}\\
& =\left(\begin{array}{ll}
m_{11} & m_{12} \\
m_{21} & m_{22}
\end{array}\right) .
\end{align*}
$$

Suppose we write for $\operatorname{Im} \lambda>0$, with $a, b, c, d$ real,

$$
m_{+}(\lambda)=a(\lambda)+i b(\lambda), \quad m_{-}(\lambda)=c(\lambda)+i d(\lambda)
$$

Then a straightforward calculation yields

$$
\begin{align*}
& \operatorname{Im} m_{11}=\frac{b-d}{D}, \quad D=(c-a)^{2}+(b-d)^{2}, \\
& \operatorname{Im} m_{12}=\operatorname{Im} m_{21}=\frac{b c-a d}{D}, \\
& \operatorname{Im} m_{22}=\frac{b c^{2}-a^{2} d+b d^{2}-b^{2} d}{D},  \tag{5.4}\\
& \operatorname{det} \operatorname{Im} M=\frac{-b d}{D} .
\end{align*}
$$

Now apply Theorem 4.1 to $T$. Note that to apply Theorem 4.1 to (5.1) on $\left(-\infty, 0\right.$ ], the change of variable $t=f(x)=-x$ is made. This results in $m_{-}(\lambda) \rightarrow \infty$ as $\lambda \rightarrow-\infty$. Assume $v_{-}<v_{+}$(the other cases are similar). From the equations (5.4) we can now draw the following conclusions. Note that $a, b(c, d)$ have a continuous extension to the real axis except at poles of $m_{+}\left(m_{-}\right)$(by the proof of Theorem (4.1)). Further, (4.9) implies $b(\lambda)>0$ on $\left(v_{+}, \infty\right)$ and $d(\lambda)<0$ on $\left(v_{-}, \infty\right)$. The argument below follows that of [10] in cases (1) and (2).

1. $v_{+}<\mu<\infty$. Then $\rho$ is of class $C^{(1)}\left(v_{+}, \infty\right)$; further $\rho_{11}^{\prime}(\mu)>0, \rho_{22}^{\prime}(\mu)>0$ since $b(\mu)>0, d(\mu)<0$. Also rank $\rho^{\prime}(\mu)=2$.
2. $v_{-}<\mu<v_{+}$. If $\mu$ is not a pole of $m_{+}$, then

$$
\operatorname{Im} M(\mu)=\left(\begin{array}{cc}
-d / D & -a d / D \\
-a d / D & -a^{2} d / D
\end{array}\right)(\mu)
$$

If $\mu$ is a pole of $m_{+}$, then as $\lambda \rightarrow \mu$

$$
M(\lambda) \rightarrow\left(\begin{array}{cc}
0 & -1 / 2 \\
-1 / 2 & m_{-}(\mu)
\end{array}\right), \quad \operatorname{Im} M(\mu) \rightarrow\left(\begin{array}{cc}
0 & 0 \\
0 & -d(\mu)
\end{array}\right)
$$

Thus $\rho \in C^{(1)}\left(v_{-}, v_{+}\right)$, rank $\rho^{\prime}(\mu)=1$ on $\left(v_{-}, v_{+}\right)$. Also $\rho_{11}^{\prime}(\mu)>0$ except at a pole of $m_{+}$ in which case $\rho_{11}^{\prime}(\mu)=0, \rho_{22}^{\prime}(\mu)>0 ; \rho_{22}^{\prime}(\mu)>0$ except at zeros of $m_{+}$.
3. $\mu<v_{-} . m_{+}$and $m_{-}$are meromorphic on $\operatorname{Re} \lambda<v_{-}$. Thus $\operatorname{Im} M=0$ except at poles of $M$. These poles occur either where $a(\mu)=c(\mu)$ or where $m_{+}$and $m_{-}$have a simultaneous pole. The poles of $M$, which are the eigenvalues of $T$, are bounded below since $m_{+}(\lambda) \rightarrow-\infty, m_{-}(\mu) \rightarrow \infty$ as $\lambda \rightarrow-\infty$. Thus $v_{-}$is the only possible accumulation point of these poles.

Finally we show at a pole $\mu_{0}$ of $M, \mu_{0}<v_{-}$, the residue of $M$ at $\mu_{0}$ is of rank one. This means the eigenspace is of dimension one. If $\mu_{0}$ is a pole of both $m_{+}$and $m_{-}$, with residues $\sigma_{+}$and $\sigma_{-}$respectively, then a calculation using (5.3) shows that the residue of $M$ is

$$
\lim _{\varepsilon \rightarrow 0} i \varepsilon M\left(\mu_{0}+i \varepsilon\right)=\left(\begin{array}{cc}
0 & 0 \\
0 & \sigma_{+} \sigma_{-} /\left(\sigma_{-}-\sigma_{+}\right)
\end{array}\right)
$$

If $m_{-}\left(\mu_{0}\right)=m_{+}\left(\mu_{0}\right)$ and $m_{ \pm}$are analytic at $\mu_{0}$, then

$$
m_{ \pm}(\lambda)=a_{0}^{ \pm}+a_{1}^{ \pm}\left(\lambda-\mu_{0}\right)+\cdots
$$

where all the $a_{i}^{ \pm}$are real. Further, $a_{1}^{+}>0$ since $\operatorname{Im} m_{+}(\lambda)>0$ on $\operatorname{Im} \lambda>$; similarly $a_{1}^{-}<0$. A calculation using (5.3) again gives the residue of $M$ at $\mu_{0}$ as

$$
\left(\begin{array}{cc}
\left(a_{1}^{+}-a_{1}^{-}\right)^{-1} & \left(a_{0}^{+}+a_{0}^{-}\right) / 2\left(a_{1}^{+}-a_{1}^{-}\right) \\
\left(a_{0}^{+}+a_{0}^{-}\right) / 2\left(a_{1}^{+}-a_{1}^{-}\right) & a_{0}^{+} a_{0}^{-} /\left(a_{1}^{+}-a_{1}^{-}\right)
\end{array}\right) .
$$

In both cases the residue has rank one.
The above calculations show a connection with recent work of $R$. Carmona [5]. Return to (5.3) and suppose on an interval $I$, one of $m_{+}, m_{-}$, say $m_{+}$, has $\operatorname{Im} m_{+}(\lambda)$ continuous on

$$
I_{\varepsilon}=\{\lambda \mid \operatorname{Re} \lambda \in I, 0<\operatorname{Im} \lambda \leqq \varepsilon\}
$$

with a continuous extension to the closure of the above set. Further suppose on $\bar{I}_{\varepsilon}$, $\operatorname{Im} m_{+}(\lambda)>0$. Hence on $I_{\varepsilon}, \operatorname{Im} m_{+}(\lambda)$ is bounded above and below by positive numbers. An examination of the formulas (5.4) shows that there is a constant $k$ so that

$$
\left|\operatorname{Im} m_{i j}(\lambda)\right| \leqq k
$$

for $\lambda \in I_{\varepsilon}, i, j=1,2$. This means that $\rho_{i j}$ is absolutely continuous on $I$ and has Lipschitz constant $k$. Thus the behavior of the potential at the other singular point cannot prevent the spectrum from being absolutely continuous on $I$. This phenomenon has been reported by R. Carmona [5] for a class of random polynomials which are of class $\mathscr{L}^{p}, p=1$, at one singular endpoint.
6. The hydrogen atom. In this section we consider the energy operator of the hydrogen atom and show how the results of $\S \S 4$ and 5 apply. The equation is [11, Chap. 10].

$$
\begin{equation*}
y^{\prime \prime}+\left[\lambda+\frac{a}{x}-\frac{b}{x^{2}}\right] y=0, \quad 0<x<\infty, \tag{6.1}
\end{equation*}
$$

where $a>0$ and $b=l(l+1) \geqq 0$. We split $0<x<\infty$ at $x=1$ and use any basis to define $m_{+}$and $m_{-}$. First consider (6.1) on $1 \leqq x<\infty$. Then $a / x$ is a $v_{1}$ type term of Theorem 4.1 and $-b / x^{2}$ is a $v_{3}$ type term. Thus $m_{+}$behaves as follows. (i) On $0<\lambda<\infty$, $\lim \operatorname{Im} m_{+}(\lambda+i \varepsilon)$ exists as $\varepsilon \downarrow 0$ and defines a continuous and positive function. (ii) On $\operatorname{Re} \lambda<0, m_{+}$is meromorphic and its poles are bounded below. If we appeal to the connection between oscillation theory and spectral theory [12, p. 163], we conclude that $m_{+}$has an infinite number of poles on ( $-\infty, 0$ ) (thus they converge to 0 ) because (6.1) is oscillatory at infinity for $\lambda=0$. The oscillation test $\int_{1}^{x}\left(a s^{-1}-b s^{-2}\right) d x \rightarrow \infty$ as $x \rightarrow \infty$ shows (6.1) is oscillatory at infinity for $\lambda=0$ (cf. [12, p. 208]).

To consider $m_{-}$, we transform the singular point at $x=0$. Let

$$
y(x)=x^{1 / 2} z(t), \quad t=-\ln x, \quad 0<x \leqq 1 .
$$

Then $x=0$ is transformed to $t=\infty$, and a calculation shows that $z$ satisfies the equation,

$$
\begin{equation*}
\ddot{z}(t)+\left[-\left(b+\frac{1}{4}\right)+a e^{-t}+\lambda e^{-2 t}\right] z(t)=0, \quad 0 \leqq t<\infty . \tag{6.2}
\end{equation*}
$$

By the Sturm comparison theorem (6.2) is nonoscillatory at infinity for every $\lambda$. Thus (6.1) is nonoscillatory at 0 for every $\lambda$. This means (cf. [12, p. 163]) any eigenvalue problem associated with (6.1) on $0<x \leqq 1$ has as spectrum a sequence of eigenvalues increasing to infinity. Thus $m_{-}$is meromorphic on the complex plane with poles a sequence on the real axis increasing to infinity.

Thus by the argument of $\S 5$, we have for the spectral matrix of (6.1):
(i) On $(0, \infty): \rho \in C^{(1)}(0, \infty) ; \operatorname{rank} \rho^{\prime}(\mu)=1 ; \rho_{11}^{\prime}(\mu)>0$ except at a pole of $m_{-}$ where $\rho_{11}^{\prime}=0, \rho_{22}^{\prime}>0$; $\rho_{22}^{\prime}(\mu)>0$ except at a zero of $m_{-}$.
(ii) On $(-\infty, 0)$ : The sequence of (6.1) is purely discrete with spectrum bounded below. The eigenvalues cluster at 0 . This latter point follows from considering a graph of $\operatorname{Re} m_{+}, \operatorname{Re} m_{-}$on $(-\infty, 0) . m_{+}$(which has negative residues) has a sequence of poles clustering at $0 . m_{-}$(which has positive residues) has a finite number of poles on $(-\infty, 0)$. The two graphs have a finitely number of intersections with cluster point zero. Alternatively, oscillation theory may be applied as in [12].

By the theory of $\S 4$ we could add perturbation terms to (6.1), such as $x \sin x^{4}$, without changing the basic conclusions above.

Acknowledgments. The authors gratefully acknowledge helpful discussions concerning this work with Professor S. G. Halvorsen of the University of Trondheim, Norway.

## REFERENCES

[1] F. V. Atkinson and W. N. Everitt, Bounds for the point spectrum for a Sturm-Liouville equation, Proc. Roy. Soc. Edinburgh, 80A (1978), pp. 57-66.
[2] M. Ben-Artzi and A. Devinatz, Spectral and scattering theory for the adiabatic oscillator and related potentials, J. Math. Phys. 20 (1979), pp. 594-607.
[3] M. Ben-Artzi, On the absolute continuity of Schrödinger operators with spherically symmetric, long range potentials, I, J. Differential Equations 38 (1980), pp. 41-50.
[4] _, On the absolute continuity of Schrödinger operators with spherically symmetric, long range potentials, II, J. Differential Equations 38 (1980), pp. 51-60.
[5] R. Carmona, One-dimensional Schrödinger operators with random or deterministic potentials: New spectral types, J. Functional Anal., 51 (1983), pp. 229-258.
[6] J. Chandhuri and W. N. Everitt, On the spectrum of ordinary second order differential operators, Proc. Roy. Soc. Edinburgh, 68A (1968), pp. 95-119.
[7] E. A. Coddington and N. Levinson, Theory of Ordinary Differential Equations, McGraw-Hill, New York, 1955.
[8] M. S. P. Eastham and H. Kalf, Schrödinger-type operators with continuous spectra, in Research Notes in Mathematics, vol. 65, Pitman, London, 1982.
[9] D. Hinton and J. K. Shaw, On the spectrum of a singular Hamiltonian system, II, submitted.
[10] S. Itatsu and H. Kaneta, Spectral matrices for first and second order self-adjoint ordinary differential operators with long range potentials, Funkcialaj Ekvacioj, 24 (1981), pp. 23-45.
[11] E. Merzbacker, Quantum Mechanics, John Wiley, New York, 1961.
[12] E. MUller-Pfeiffer, Spectral Theory of Ordinary Differential Operators, Ellis Harwood, Chichester, 1981.
[13] P. A. Rejto, On a theorem of Titchmarsh-Kodaira-Weidmann concerning absolutely continuous operators, II, Indiana Univ. Math. J., 25 (1976), p. 629-658.
[14] P. A. Rejto and K. Sinha, Absolute continuity for a one-dimensional model of the Stark-Hamiltonian, Helv. Phys. Acta, 49 (1976), pp. 389-413.
[15] P. A. Rejto, An application of the third order JWKB approximation method to prove absolute continuity, I, II, Helv. Phys. Acta, 50 91977), pp. 479-494; pp. 495-508.
[16] E. C. Titchmarsh, Eigenfunction Expansions Associated with Second-Order Differential Equations, Part I, Oxford University Press, Oxford, 1982.
[17] J. Walter, Absolute continuity of the essential spectrum of $-d^{2} / d t^{2}+q(t)$ without monotony of $q$, Math. Z., 129 (1972), pp. 83-94.
[18] J. Weidmann, Zur Spektraltheorie von Sturm-Liouville Operatoren, Math. Z., 98 (1967), pp. 268-302.

# ASYMPTOTIC BEHAVIOR OF PERIODIC STRAIN STATES* 

KENNETH B. HOWELL ${ }^{\dagger}$


#### Abstract

The asymptotic behavior of the general periodic strain elastic state is discussed. The components of the elastic state are initially assumed to be bounded by an arbitrary polynomial. It is then shown that many of the components-for the case of plane strain, all of the components-can be approximated by second degree polynomials whose coefficients can be readily computed from data generally available in such problems. The error in using the approximation at different points in the elastic body is on the order of the reciprocal of any polynomial of the distance to the boundary of the body.

Consequences of these results are then discussed with regard to Saint-Venant's principle, the periodicity of solutions to periodic boundary value problems, the uniqueness of the solutions to periodic and "slightly periodic" boundary value problems, and various formulations of the theorem of work and energy.


1. Introduction. When dealing with problems involving infinite domains, one must have some concern about the asymptotic behavior of the functions "near infinity". Often, for example, it is desired-and assumed-that one or more of the functions and their derivatives rapidly and uniformly approach well defined (and computable) limits "at infinity". Muskhelishvili [6] and Gurtin and Sternberg [1] have shown the extent to which this type of asymptotic behavior can be expected in classical elastostatic problems on domains exterior to some compact set. (See also Knops and Payne [5, Chap. 6] for a discussion of similar problems on the whole- and half-space.) Unfortunately, it is not always clear that the asymptotic behavior one would desire or expect can be guaranteed on more complex domains. Indeed, in many cases just determining what behavior should be desired or expected is a significant problem in itself. The problem is often complicated by the fact that the asymptotic behavior may be strongly dependent on the direction along which "infinity" is approached. One class of problems in which this difficulty arises is the class of periodic and slightly periodic boundary value problems in elasticity. In this paper we shall examine the behavior of periodic strain states at great distances from the boundary of the elastic body. It shall be discovered-in Lemma 6.1 and Theorem 7.1-that certain (in some cases, all) components of the elastic state rapidly approach fixed values as the components are measured at increasing distances from the boundary of the domain. This "asymptotic state" is easily computed from the values of the displacement and traction on a portion of the boundary. In spite of the rather strong bounds which will be derived, the bounds initially assumed are quite weak-namely that the components of the elastic state are bounded by some arbitrary polynomial. After the derivation of these results, the implications of this asymptotic behavior will be discussed (in $\S \S 8$ and 9 ) with regard to such issues as Saint-Venant's principle, the periodicity of solutions to periodic boundary value problems, and the uniqueness of solutions to slightly periodic boundary value problems. In addition, extensions of the theorem of work and energy will be discussed.

This is the second of two papers dealing with directionally dependent asymptotic behavior of biharmonic functions. In the first (Howell [4]) bounds were derived on the derivatives of the general biharmonic function based on bounds assumed for the original function. The major results of this first paper will be used extensively here, and are summarized here in $\S 3$.

[^18]2. Preliminaries: Elasticity. Whenever convenient, the points in $k$-dimensional Euclidean space will be identified with the vectors in $\mathbb{R}^{k}$ in the standard manner-i.e., through the agency of a suitably chosen Cartesian coordinate system. The induced orthonormal frame of vectors will be denoted by $\left\{\mathbf{e}^{1}, \mathbf{e}^{2}, \cdots, \mathbf{e}^{k}\right\}$. As usual, if $\mathbf{v}$ and $\mathbf{T}$ are, respectively, a vector and a (second rank) tensor, then $v_{i}$ will denote $\mathbf{v} \cdot \mathbf{e}^{i}$ and $T_{i j}$ will denote $\mathbf{e}^{i} \cdot \mathbf{T e}^{j}$.

The (elastic) body will be denoted by $\mathscr{B}$ and its closure by cl $\mathscr{B}$. It occupies an open connected subset of $k$-dimensional Euclidean space such that, if $\mathscr{D}$ is any ball of finite radius, then $\partial(\mathscr{B} \cap \mathscr{D})$ consists of a finite union of smooth $(k-1)$-dimensional manifolds with boundaries. In this paper, it will be assumed that the ambient space is either two- or three-dimensional and (within this range) $k$, the dimension of the space, will be arbitrary unless otherwise noted. The terms "volume" and "area" are to be interpreted accordingly. In particular, if $k=2$ then "volume" actually refers to area and "surface area" actually refers to arc length.

The outward pointing unit normal vector field on the boundary of $\mathscr{B}$ (or any subbody of $\mathscr{B}$ under discussion) will be denoted by $\mathbf{n}$.

The displacement, strain, and stress fields of an elastic state will be denoted by $\mathbf{u}$, $\mathbf{E}$, and $\mathbf{S}$, respectively, and are related throughout $\mathscr{B}$ by

$$
\begin{aligned}
& \mathbf{E}=\operatorname{sym} \nabla \mathbf{u}, \\
& \mathbf{S}=\mathbf{C}[\mathbf{E}], \\
& \operatorname{div} \mathbf{S}+\mathbf{b}=\mathbf{0}
\end{aligned}
$$

where $\mathbf{C}$ is the elasticity tensor field on $\mathscr{B}$ and $\mathbf{b}$ denotes the body forces. If $\mathbf{n}$ is defined, $\mathbf{s}$ will denote the corresponding surface traction field, Sn. Unless otherwise noted, the standard continuity and differentiability conditions assumed in classical treatments will be assumed here. The reader is reminded that $\mathbf{S}$ is a symmetric tensor field, that $\mathbf{C}[\mathbf{W}]$ vanishes whenever $\mathbf{W}$ is a skew tensor, and that if $\mathbf{E}$ vanishes in some region, then $\mathbf{u}$ is a rigid displacement in that region (i.e., $\nabla \mathbf{u}$ is a fixed skew tensor).

In this paper it shall always be assumed that the media composing $\mathscr{B}$ is homogeneous and isotropic. Thus, there will be two constants, $\mu$ and $\lambda$ (the Lame moduli) such that for any strain field, $\mathbf{E}$,

$$
\mathbf{S}=\mathbf{C}[\mathbf{E}]=2 \mu \mathbf{E}+\lambda(\operatorname{tr} \mathbf{E}) \mathbf{I d}
$$

where Id denotes the identity tensor. The corresponding displacement satisfies Navier's equation:

$$
\mu \nabla \mathbf{u}+(\mu+\lambda) \nabla \operatorname{div} \mathbf{u}+\mathbf{b}=\mathbf{0} .
$$

In addition, it is to be understood that $\mu(\lambda+2 \mu) \neq 0$. Under these assumptions, it is well-known that, if $\mathbf{b}$ is both curl-free and divergence-free, then $\mathbf{u}, \mathbf{E}$, and $\mathbf{S}$ are biharmonic and infinitely differentiable on $\mathscr{B}$.

At times, additional assumptions will be made on the elasticity field, C. One common assumption will be that $\mathbf{C}$ is positive definite. This means there exists a positive constant, $c$, such that given any symmetric tensor, $\mathbf{E}$, then

$$
\mathbf{E} \cdot \mathbf{C}[\mathbf{E}]>c|\mathbf{E}|^{2} .
$$

If $\mathscr{B}$ is two-dimensional, then $\mathbf{C}$ is positive definite if both $\mu>0$ and $\lambda+2 \mu>0$. For three-dimensional bodies positive definiteness is equivalent to the Lame moduli satisfying $\mu>0$ and $3 \lambda+2 \mu>0$. Occasionally, the slightly weaker assumption that $\mathbf{C}$ is strongly elliptic will be made. In this case the Lamé moduli satisfy $\mu(\lambda+2 \mu)>0$, regardless of the dimension of the space.

For a given (mixed) boundary value problem, the Lamé moduli, $\mu$ and $\lambda$ and the body force field, $\mathbf{b}$, are specified and the boundary of $\mathscr{B}$ is partitioned into two subsurfaces, $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$, each of which is the domain of a predetermined vector field, $\mathbf{u}$ and $\hat{\mathbf{s}}$, respectively. A solution to the boundary value problem consists of an elastic state, (u, E,S) satisfying

$$
\begin{array}{ll}
\mathbf{u}=\hat{\mathbf{u}} & \text { on } \mathscr{S}_{1}, \\
\mathbf{s}=\hat{\mathbf{s}} & \text { on } \mathscr{S}_{2} .
\end{array}
$$

If $\mathscr{S}_{1}$ consists of the entire boundary of $\mathscr{B}$, the problem is referred to as a (surface) displacement problem, while if $\mathscr{S}_{2}$ equals the boundary of $\mathscr{B}$ (up to a set of surface measure zero), then the problem is termed a (surface) traction problem. If the body is unbounded, one also usually desires that the elastic state at the point $\mathbf{x}$ behaves "reasonably" as $|\mathbf{x}|$ approaches infinity along one or more paths in $\mathscr{B}$. Precisely what is meant by "reasonable" and the extent to which "reasonable behavior" can be expected, depends on the particular problem at hand and is the main object of much of the study presented in this paper.

Given any mixed boundary value problem, there exists the corresponding null boundary value problem in which $\hat{\mathbf{u}}, \hat{\mathbf{s}}$, and $\mathbf{b}$ all vanish on their respective domains ( $\mu$, $\lambda, \mathscr{S}_{1}$, and $\mathscr{S}_{2}$ are as in the original problem). An obvious, but important, fact is that the difference between two solutions to the same mixed boundary value problem is a solution to the corresponding null boundary value problem.

Other types of boundary value problems can be described. In this paper the term "boundary value problem" implies that $\mu, \lambda$, and $\mathbf{b}$ are prescribed and that if ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ) is the difference between any two solutions to the problem then $\mathbf{u} \cdot \mathbf{s}$ vanishes almost everywhere on the boundary of $\mathscr{B}$. It is trivial to verify that this includes the mixed boundary value problems described above. For this more general class of boundary value problems, the corresponding null boundary value problem is defined in the obvious manner.

The uniqueness of the solutions to various boundary value problems is discussed in the following two theorems. They will be used and refined later on in this paper.

Theorem 2.1. Let $\mathscr{B}$ be an unbounded body with positive definite elasticity field. Suppose that $(\mathbf{u}, \mathbf{E}, \mathbf{S})$ is the difference between two solutions to the same general boundary value problem on $\mathscr{B}$ and that

$$
\int_{\mathscr{D} \cap \partial \mathscr{D}_{R}}|\mathbf{u}|^{2} d a=O(R) \quad \text { as } R \rightarrow \infty
$$

where $\mathscr{D}_{R}$ is the ball of radius $R$ about the origin. Then $\mathbf{E}$ and $\mathbf{S}$ vanish on $\mathscr{B}$ and $\mathbf{u}$ is a rigid displacement.

Theorem 2.2. Let $\mathscr{B}$ be a two-dimensional unbounded body whose Lamé moduli satisfy

$$
\mu(2 \mu+\lambda)(\mu+\lambda) \neq 0
$$

and for which there exists a fixed vector, $\mathbf{v}^{0}$, such that

$$
\mathbf{v}^{0} \cdot \mathbf{n}>0
$$

almost everywhere (in the surface measure) on $\partial \mathscr{B}$. If $(\mathbf{u}, \mathbf{E}, \mathbf{S})$ is the difference between two solutions to the same traction problem on $\mathscr{B}$ such that

$$
\int_{\mathscr{R} \cap \partial \mathscr{Q}_{R}}|\nabla \mathbf{u}||\mathbf{S}| d a=o(1) \quad \text { as } R \rightarrow \infty
$$

where $\mathscr{D}_{R}$ is the ball of radius $R$ about the origin, and

$$
|\mathbf{S}(\mathbf{x})|=o(1) \quad \text { as }|\mathbf{x}| \rightarrow \infty,
$$

then $\mathbf{E}$ and $\mathbf{S}$ vanish on $\mathscr{B}$ and $\mathbf{u}$ is a rigid displacement.
The above two theorems, in somewhat more general form, appear in Howell [2] (Theorems 2.1 and 5.2, respectively). In the same paper is a theorem very similar to Theorem 2.1 dealing with the displacement problem on bodies with a strongly elliptic elasticity (Theorem 4.1). It is not difficult, in fact, to show that all the results in the present paper involving a "general boundary value problem" on a body with "positive definite elasticity" will hold equally well for a "displacement problem" on a body with "strongly elliptic elasticity". This will be left to the interested reader.
3. Preliminaries: Asymptotic behavior of biharmonic functions. We are specifically concerned with the behavior of elastic states "near infinity". Since the components of the states which will be discussed are biharmonic, it is appropriate to quickly review the notation and major results reported in Howell [4] concerning the behavior of biharmonic functions "near infinity".

Let $\mathbf{x}$ be a fixed point in space, $\mathbf{v}$ a unit vector, and $\theta$ a scalar satisfying $0<\theta<\pi / 2$. The corresponding cone, $\mathscr{K}=\mathscr{K}(\mathbf{x}, \mathbf{v}, \boldsymbol{\theta})$, is the region in space given by

$$
\mathscr{K}=\{\mathbf{y}:(\mathbf{y}-\mathbf{x}) \cdot \mathbf{v}<|\mathbf{y}-\mathbf{x}| \cos \theta\} .
$$

This corresponds, of course, to the standard notion of a solid cone with vertex at $\mathbf{x}$, axis in the direction of $\mathbf{v}$, and whose sides make an angle of $\theta$ with the axis.

If, instead, one has a set of points in space, $\Sigma$, and a unit vector field on $\Sigma, \mathbf{v}(\mathbf{x})$, and a single fixed $\theta$ with $0<\theta<\pi / 2$, then the corresponding cone, $\mathscr{K}=\mathscr{K}(\Sigma, \mathbf{v}, \theta)$, is given by

$$
\mathscr{K}(\Sigma, \mathbf{v}, \theta)=\bigcup_{\mathbf{x} \in \Sigma} \mathscr{K}(\mathbf{x}, \mathbf{v}(\mathbf{x}), \theta) .
$$

Finally, if $n$ is a nonnegative integer, the $n$th subcone, $\mathscr{K}_{n}$, of $\mathscr{K}(\Sigma, \mathbf{v}, \theta)$ is defined by

$$
\mathscr{K}_{n}=\mathscr{K}\left(\Sigma, \mathbf{v}, 2^{-n} \theta\right) .
$$

It may be noted that $\mathscr{K}_{0}=\mathscr{K}$.
Theorem 3.1. Let $\Sigma$ be a set of points in space, $\mathbf{v}$ a unit vector field on $\Sigma, \theta$ a constant with $0<\theta \leqq \pi / 2$, and $\mathscr{K}=\mathscr{K}(\Sigma, \mathbf{v}, \theta)$, and assume that

$$
\Sigma \subseteq \mathrm{cl} \mathscr{K}
$$

Let $f$ be a positive-valued, locally integrable, nonincreasing function on $[0, \infty)$; let $\mathbf{m}$ be some fixed unit vector, and let $\zeta, \nu$, and $c$ be real constants with c positive and $-1<\nu$. Finally, let $\rho(\mathbf{x})$ denote the minimum distance from $\mathbf{x}$ to the closure of $\Sigma$.
i. If $-1<\nu \leqq 0$ and $\phi$ is a biharmonic function on $\mathscr{K}$ satisfying

$$
|\phi(\mathbf{x})| \leqq c(1+|\mathbf{m} \cdot \mathbf{x}|)^{\nu}[\rho(\mathbf{x})]^{\zeta} f(\rho(\mathbf{x}))
$$

for all $\mathbf{x}$ in $\mathscr{K}$, then

$$
|\nabla \phi(\mathbf{x})| \leqq B c(1+|\mathbf{m} \cdot \mathbf{x}|)^{\nu}[\rho(\mathbf{x})]^{\zeta-1} f\left(\frac{1}{2} \alpha \rho(\mathbf{x})\right)
$$

for all $\mathbf{x}$ in $\mathscr{K}_{1}$, where

$$
\alpha=\sin \left(\frac{1}{2} \theta\right), \quad B=\frac{9}{2}\left[\frac{2}{\alpha}\right]^{|\xi|+1} C_{\nu}
$$

and $C_{\nu}$ is a constant depending on $\nu$ only.
ii. If $0<\nu$ and $\phi$ and $\psi$ are biharmonic functions on $\mathscr{K}$ satisfying

$$
\begin{aligned}
& |\phi(\mathbf{x})| \leqq c(1+|\mathbf{m} \cdot \mathbf{x}|)^{\nu}[\rho(\mathbf{x})]^{\xi} f(\rho(\mathbf{x})), \\
& |\psi(\mathbf{x})| \leqq c\left\{[\rho(\mathbf{x})]^{\zeta+\nu}+(1+|\mathbf{m} \cdot \mathbf{x}|)^{\nu}[\rho(\mathbf{x})]^{\xi}\right\} f(\rho(\mathbf{x}))
\end{aligned}
$$

for all $\mathbf{x}$ in $\mathscr{K}$, then

$$
\begin{aligned}
& |\nabla \phi(\mathbf{x})| \leqq B c\left\{[\rho(\mathbf{x})]^{\zeta+\nu-1}+(1+|\mathbf{m} \cdot \mathbf{x}|)^{\nu}[\rho(\mathbf{x})]^{\xi-1}\right\} f\left(\frac{1}{2} \alpha \rho(\mathbf{x})\right), \\
& |\nabla \psi(\mathbf{x})| \leqq M c\left\{[\rho(\mathbf{x})]^{\xi+\nu-1}+(1+|\mathbf{m} \cdot \mathbf{x}|)^{\nu}[\rho(\mathbf{x})]^{\xi-1}\right\} f\left(\frac{1}{2} \alpha \rho(\mathbf{x})\right)
\end{aligned}
$$

for all $\mathbf{x}$ in $\mathscr{K}_{1}$, where

$$
\begin{aligned}
& \alpha=\sin \left(\frac{1}{2} \theta\right), \\
& B=\frac{9}{2^{\nu+1}}\left[\frac{2}{\alpha}\right]^{|\xi|+\nu+1} C_{\nu}, \\
& M=\frac{9\left[2^{|\xi|+\nu} C_{0}+2^{|S|} C_{\nu}\right]}{2^{|\xi|+\nu+1}}
\end{aligned}
$$

and $C_{0}$ and $C_{\nu}$ are constants depending only on $\nu$.
4. Preliminaries: Periodicity. Let $\mathbf{p}$ be a fixed nonzero vector. A scalar-, vector-, or tensor-valued function, $\phi$, with domain $\Omega$ is said to be periodic (with period $\mathbf{p}$ ) if both of the following hold:

1. $\mathbf{x}$ is in $\Omega$ if and only if $\mathbf{x}+\mathbf{p}$ is in $\Omega$.
2. $\phi(\mathbf{x}+\mathbf{p})=\phi(\mathbf{x})$ for every $\mathbf{x}$ in $\Omega$.

For convenience, the following conventions will be implicit for the remainder of this paper:

1. The Cartesian coordinant system mentioned in the first paragraph of $\S 2$ is chosen so that

$$
\mathbf{p}=p \mathbf{e}^{1}
$$

where $p=|\mathbf{p}|$.
2. Unless otherwise stated, all periodic functions have the same period, $\mathbf{p}$.

A periodic boundary value problem is a boundary value problem in which the prescribed data ( $\mathbf{b}$ and the boundary data) is given by periodic functions. An elastic state, ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ), on $\mathscr{B}$ may have periodic displacement, periodic strain, or periodic stress. Clearly, if the displacement is periodic so is the strain, and if the strain is periodic so is the stress. Likewise, if $\mathbf{C}$ (when restricted to the symmetric tensors) is invertible, then periodic stress implies periodic strain. Periodic strain, however, does not necessarily imply periodic displacement. A trivial example would be an elastic state in which $\mathbf{u}$ is a rigid displacement and $\mathbf{E}$ vanishes everywhere. Less trivial examples will be found in the next section. Perhaps even more disconcerting is an example of a solution to a periodic boundary value problem in which the strain is not periodic. Such an example may be found in Howell [3, §3].

A somewhat more general class of problems is the class of slightly periodic boundary value problems. A problem is said to be "slightly periodic" if its corresponding null boundary value problem-but not necessarily the original problem-is a periodic boundary value problem. An obvious example of a slightly periodic problem would be any traction problem on a half-space.

For many slightly periodic problems it will be convenient to define corresponding "period sections". Let $\mathbf{x}$ be any point in space and let $\mathscr{L}_{\mathbf{x}}^{0}$ be any plane through $\mathbf{x}$ which is not parallel to $\mathbf{p}$-that is, $(\mathbf{y}-\mathbf{x}) \cdot \mathbf{p}$ is nonzero for every $\mathbf{y} \neq \mathbf{x}$ in $\mathscr{L}_{\mathbf{x}}^{0} . \mathscr{L}_{\mathbf{x}}$ will denote the intersection of $\mathscr{L}_{\mathbf{x}}^{0}$ with $\mathscr{B}$, while $\mathscr{P}_{\mathbf{x}}$ and $\mathscr{P}$ will both denote the set

$$
\mathscr{P}=\left\{\mathbf{y} \in \mathscr{B}: \text { for some } 0<\alpha<1, \mathbf{y}-\alpha \mathbf{p} \in \mathscr{L}_{\mathbf{x}}^{0}\right\}
$$

$\mathscr{P}$ will also be referred to as a period section. It should be obvious that the boundary of $\mathscr{P}$ is the disjoint union of $\partial \mathscr{P} \cap \partial \mathscr{B}$ with the two parallel "faces" of $\mathscr{P}, \mathscr{L}_{\mathbf{x}}$ and $\mathscr{L}_{\mathbf{x}+\mathbf{p}}$. It should also be clear that if $\mathbf{n}$ is the outward normal vector field to $\mathscr{P}$ on $\partial \mathscr{P}$ and $\mathbf{y}$ is a point on $\mathscr{L}_{\mathbf{x}}$, then $\mathbf{n}(\mathbf{y})=-\mathbf{n}(\mathbf{y}+\mathbf{p})$.

Proofs of the following two theorems may be found in Howell [3, Lemma 4.1 and Thm. 3.1, respectively]. The first discusses the extent to which the displacement corresponding to a periodic strain state may, itself, fail to be periodic. The second theorem deals with the uniqueness of solutions to certain slightly periodic boundary value problems.

Theorem 4.1. Let (u, $\mathbf{E}, \mathbf{S})$ be an elastic state on $\mathscr{B}$ with periodic strain, $\mathbf{E}$. Then, there is a fixed skew tensor, $\overline{\mathbf{W}}$, a constant, $\kappa$, and a fixed vector, $\overline{\mathbf{u}}$, such that

$$
\mathbf{p} \cdot \overline{\mathbf{u}}=0
$$

and, for each $\mathbf{x}$ in $\mathscr{B}$,

$$
\mathbf{u}(\mathbf{x}+\mathbf{p})-\mathbf{u}(\mathbf{x})=\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}+\overline{\mathbf{u}} .
$$

Furthermore, if $\mathbf{w}$ is the rigid displacement given by

$$
\mathbf{w}(\mathbf{x})=p^{-2}[(\mathbf{p} \otimes \overline{\mathbf{u}})-(\overline{\mathbf{u}} \otimes \mathbf{p})] \mathbf{x}
$$

and $\mathbf{u}$ given by

$$
\tilde{\mathbf{u}}(\mathbf{x})=\mathbf{u}(\mathbf{x})+\mathbf{w}(\mathbf{x})
$$

then, for every $\mathbf{x}$ in $\mathscr{B}$,

$$
\tilde{\mathbf{u}}(\mathbf{x}+\mathbf{p})-\tilde{\mathbf{u}}(\mathbf{x})=\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}
$$

Theorem 4.2. Assume that the elasticity tensor is positive definite. Let (u, $\mathbf{E}, \mathbf{S}$ ) be the difference between two solutions to the same general boundary value problem on $\mathscr{B}$ and assume that $\mathbf{u}$ is periodic. If, letting $\mathscr{D}_{R}$ be the circular cylinder of radius $R$ about the $X_{1}$-axis,

$$
\begin{equation*}
\int_{\mathscr{P} \cap \partial \mathscr{D}_{R}}|\mathbf{u}|^{2} d a=O(R) \quad \text { as } R \rightarrow \infty \tag{4.1}
\end{equation*}
$$

then $\mathbf{E}$ and $\mathbf{S}$ vanish on $\mathscr{B}$ and $\mathbf{u}$ is a rigid displacement.
Henceforth, whenever ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ) is a periodic strain state, $\overline{\mathbf{W}}, \kappa$, and $\overline{\mathbf{u}}$ will denote, respectively, the skew tensor, constant, and vector whose existence is guaranteed by Theorem 4.1. In addition, if $\mathscr{B}$ is two-dimensional, then $\omega$ will denote the constant such that

$$
\overline{\mathbf{W}}=\left(\begin{array}{cc}
0 & \omega \\
-\omega & 0
\end{array}\right)
$$

while if $\mathscr{B}$ is three-dimensional, then $\omega_{1}, \omega_{2}$, and $\omega_{3}$ will denote the constants such that

$$
\overline{\mathbf{W}}=\left(\begin{array}{ccc}
0 & \omega_{1} & \omega_{2} \\
-\omega_{1} & 0 & \omega_{3} \\
-\omega_{2} & -\omega_{3} & 0
\end{array}\right)
$$

It should be observed that the proof of Theorem 4.2, above, required a rather straightforward modification of the proof of Theorem 2.1. A similar modification can easily be made in the proof of Theorem 5.2 from Howell [2]. The resulting theorem (for two-dimensional problems) is given below. The details of the proof are left to the reader.

Theorem 4.3. Let $\mathscr{B}$ be a two-dimensional unbounded body whose Lamé moduli satisfy

$$
\mu(2 \mu+\lambda)(\mu+\lambda) \neq 0
$$

and for which there exists a fixed vector, $\mathbf{v}^{0}$, such that

$$
\mathbf{v}^{0} \cdot \mathbf{n}>0
$$

almost everywhere (in the surface measure) on $\partial \mathscr{B}$. Let $(\mathbf{u}, \mathbf{E}, \mathbf{S})$ be the difference between two solutions to the same slightly periodic traction problem on $\mathscr{B}$ such that

$$
\begin{equation*}
\int_{\mathscr{P} \cap \partial \mathscr{D}_{R}}|\nabla \mathbf{u}||\mathbf{S}| d a=o(1) \quad \text { as } R \rightarrow \infty \tag{4.2}
\end{equation*}
$$

where $\mathscr{D}_{R}$ is the cylinder of radius $R$ about the $X_{1}$-axis, and

$$
\begin{equation*}
|\mathbf{S}(\mathbf{x})|=o(1) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P} . \tag{4.3}
\end{equation*}
$$

If the stress field, $\mathbf{S}$, is periodic and the corresponding skew tensor, $\overline{\mathbf{W}}$, is the zero tensor, then $\mathbf{E}$ and $\mathbf{S}$ vanish on $\mathscr{B}$ and $\mathbf{u}$ is a rigid displacement.

For virtually every case of interest, Lemma 5.3 from Howell [3] can be employed to show that in Theorem 4.3, above, the assumption that $\overline{\mathbf{W}}$ vanish is unnecessary. In §6 of this paper, however, the asymptotic behavior of periodic strain states shall be studied in great detail. As a corollary of this study and Theorem 3.1, it shall be seen that, in many cases, uniqueness theorems comparable to the above two can be proven without assuming a periodic strain and with conditions (4.1), (4.2), and (4.3) replaced by much weaker assumptions.
5. Three important periodic strain states. Three special examples of periodic strain states will now be presented. To distinguish these states from the others, they shall be termed "base periodic strain states." While of some interest as counterexamples demonstrating the limitations of Theorems 4.2 and 4.3, the main reason for introducing these states-especially the first state below-will be their intimate relationship with the asymptotic behavior "near infinity" of other elastic states.

The base periodic strain state associated with two-dimensional periodic strain states. If ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ) is a two-dimensional periodic strain state with

$$
\mathbf{u}(\mathbf{x}+\mathbf{p})-\mathbf{u}(\mathbf{x})=\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}+\overline{\mathbf{u}}
$$

then the associated base periodic strain state $\left(\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}\right)$ is given by:

$$
\begin{aligned}
& \mathbf{u}^{*}(x, y)=\frac{\omega}{2 p}\binom{2 x y}{-x^{2}}+\kappa\binom{x}{0}-\frac{\lambda}{2(2 \mu+\lambda) p}\binom{0}{\omega y^{2}+2 p \kappa y}+\left[\frac{\omega}{2}+\frac{\bar{u}_{2}}{p}\right]\binom{-y}{x}, \\
& \mathbf{E}^{*}=\operatorname{sym} \nabla \mathbf{u}^{*}, \\
& \mathbf{S}^{*}=2 \mu \mathbf{E}^{*}+\lambda\left(\operatorname{tr} \mathbf{E}^{*}\right) \mathbf{I d}=\frac{4 \mu(\mu+\lambda)}{(2 \mu+\lambda) p}\left(\begin{array}{cc}
\omega y+\kappa p & 0 \\
0 & 0
\end{array}\right) .
\end{aligned}
$$

The following are easily verified:

1) ( $\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}$ ) is a periodic strain state corresponding to zero body force (i.e. $\operatorname{div} \mathbf{S}^{*}=\mathbf{0}$ ).
2) $\mathbf{u}^{*}(\mathbf{x}+\mathbf{p})-\mathbf{u}^{*}(\mathbf{x})=\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}+\overline{\mathbf{u}}=\mathbf{u}(\mathbf{x}+\mathbf{p})-\mathbf{u}(\mathbf{x})$.
3) $\left[\nabla \mathbf{u}^{*}(\mathbf{x})\right] \mathbf{p}=\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}+\overline{\mathbf{u}}+\frac{1}{2} \omega \mathbf{p}$.
4) The surface traction, $\mathbf{s}^{*}=\mathbf{S}^{*} \mathbf{n}$, vanishes on any line parallel to the $X_{1}$-axis. Hence, ( $\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}$ ) is a nontrivial solution to the null traction problem on any twodimensional body whose boundary is parallel to the $X_{1}$-axis.

The base periodic strain state associated with three-dimensional periodic strain states. If ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ) is a three-dimensional periodic strain state with

$$
\mathbf{u}(\mathbf{x}+\mathbf{p})-\mathbf{u}(\mathbf{x})=\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}+\overline{\mathbf{u}}
$$

then the associated base periodic strain state $\left(\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}\right)$ is given by:

$$
\begin{aligned}
& 2 p \mathbf{u}^{*}(x, y, z)=\left(\begin{array}{c}
0 \\
-\omega_{1} \\
-\omega_{2}
\end{array}\right) x^{2}+\left(\begin{array}{c}
2 \omega_{1} \\
0 \\
-2 \omega_{3}
\end{array}\right) x y+\left(\begin{array}{c}
2 \omega_{2} \\
2 \omega_{3} \\
0
\end{array}\right) x z \\
&+\frac{\lambda}{2(\mu+\lambda)}\left\{-2 \kappa p\left(\begin{array}{l}
0 \\
y \\
z
\end{array}\right)+\left(\begin{array}{c}
0 \\
-\omega_{1} \\
\omega_{2}
\end{array}\right) y^{2}-\left(\begin{array}{c}
0 \\
2 \omega_{2} \\
2 \omega_{1}
\end{array}\right) y z+\left(\begin{array}{c}
0 \\
\omega_{1} \\
-\omega_{2}
\end{array}\right) z^{2}\right\} \\
&+\left(\begin{array}{c}
2 \kappa p \\
p \omega_{1} \\
p \omega_{2}
\end{array}\right) x+\left(\begin{array}{c}
-2 \omega_{3} y z-p \omega_{1} y-p \omega_{2} z \\
0 \\
0
\end{array}\right)-2 p^{-1}[(\mathbf{p} \otimes \overline{\mathbf{u}})-(\overline{\mathbf{u}} \otimes \mathbf{p})] \mathbf{x},
\end{aligned}
$$

$\mathbf{E}^{*}=\operatorname{sym} \nabla \mathbf{u}^{*}$,
$\mathbf{S}^{*}(x, y, z)=2 \mu \mathbf{E}^{*}+\lambda\left(\operatorname{tr} \mathbf{E}^{*}\right) \mathbf{I d}$

$$
=\left(\begin{array}{ccc}
\frac{\mu(2 \mu+3 \lambda)}{(\mu+\lambda) p}\left[\omega_{1} y+\omega_{2} z+\kappa p\right] & 0 & \frac{-\omega_{3} y}{p} \\
0 & 0 & 0 \\
\frac{-\omega_{3} y}{p} & 0 & 0
\end{array}\right) .
$$

The following are easily verified:

1) ( $\left.\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}\right)$ is a periodic strain state corresponding to zero body force (i.e., $\operatorname{div} \mathbf{S}^{*}=\mathbf{0}$ ).
2) $\mathbf{u}^{*}(\mathbf{x}+\mathbf{p})-\mathbf{u}^{*}(\mathbf{x})=\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}+\overline{\mathbf{u}}=\mathbf{u}(\mathbf{x}+\mathbf{p})-\mathbf{u}(\mathbf{x})$.
3) $\left[\nabla \mathbf{u}^{*}(\mathbf{x})\right] \mathbf{p}=\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}+\overline{\mathbf{u}}+\frac{1}{2} \omega_{1} p \mathbf{e}_{2}+\frac{1}{2} \omega_{2} p \mathbf{e}_{3}$.
4) $\left(\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}\right)$ is a nontrivial solution to the null traction problem on any body whose boundary is parallel to the $X_{1}-X_{3}$ plane.
5) If $\omega_{3}=0,\left(\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}\right)$ is a nontrivial solution to the null traction problem on any body whose boundary consists of straight lines parallel to the $X_{1}$-axis.

The alternate base periodic strain state associated with three-dimensional periodic strain states. If ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ) is a three-dimensional periodic strain state with

$$
\mathbf{u}(\mathbf{x}+\mathbf{p})-\mathbf{u}(\mathbf{x})=\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}+\overline{\mathbf{u}}
$$

then the alternate associated base periodic strain state, $\left(\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}\right)$ is given by

$$
\begin{aligned}
\mathbf{u}^{*}(x, y, z)= & \frac{\omega_{1}}{2 p}\left(\begin{array}{c}
2 x y \\
-x^{2} \\
0
\end{array}\right)+\frac{\omega_{2}}{2 p}\left(\begin{array}{c}
2 x z \\
0 \\
-x^{2}
\end{array}\right) \\
& +\frac{\omega_{3}}{p}\left(\begin{array}{c}
0 \\
x z \\
-x y
\end{array}\right)+\kappa\left(\begin{array}{l}
x \\
0 \\
0
\end{array}\right)-\frac{\lambda}{2 p(2 \mu+\lambda)}\left(\begin{array}{c}
0 \\
\omega_{1} y^{2} \\
\omega_{2} z^{2}
\end{array}\right) \\
& -\frac{\lambda \kappa}{2(\mu+\lambda)}\left(\begin{array}{l}
0 \\
y \\
z
\end{array}\right)+\left[\frac{\omega_{1}}{2}+\frac{\bar{u}_{2}}{p}\right]\left(\begin{array}{c}
-y \\
x \\
0
\end{array}\right)+\left[\frac{\omega_{2}}{2}+\frac{\bar{u}_{3}}{p}\right]\left(\begin{array}{c}
-z \\
0 \\
x
\end{array}\right),
\end{aligned}
$$

$$
\mathbf{E}^{*}=\operatorname{sym} \nabla \mathbf{u}^{*},
$$

$$
\mathbf{S}^{*}=2 \mu \mathbf{E}^{*}+\lambda\left(\operatorname{tr} \mathbf{E}^{*}\right) \mathbf{I d}
$$

$$
=p^{-1}\left(\begin{array}{ccc}
4 \mu \frac{\mu+\lambda}{2 \mu+\lambda}\left[\omega_{1} y+\omega_{2} z\right]+\mu \frac{2 \mu+3 \lambda}{\mu+\lambda} \kappa & \mu \omega_{3} z p & -\mu \omega_{3} y \\
\mu \omega_{3} z & \frac{2 \mu \lambda}{2 \mu+\lambda} \omega_{2} z & 0 \\
-\mu \omega_{3} y & 0 & \frac{2 \mu \lambda}{2 \mu+\lambda} \omega_{1} y
\end{array}\right)
$$

The following are easily verified:

1) ( $\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}$ ) is a periodic strain state corresponding to zero body force (i.e., $\operatorname{div} \mathbf{S}^{*}=\mathbf{0}$ ).
2) $\mathbf{u}^{*}(\mathbf{x}+\mathbf{p})-\mathbf{u}^{*}(\mathbf{x})=\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}+\overline{\mathbf{u}}=\mathbf{u}(\mathbf{x}+\mathbf{p})-\mathbf{u}(\mathbf{x})$.
3) $\left[\nabla \mathbf{u}^{*}(\mathbf{x})\right] \mathbf{p}=\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}+\overline{\mathbf{u}}+\frac{1}{2} \omega_{1} p \mathbf{e}_{2}+\frac{1}{2} \omega_{2} p \mathbf{e}_{3}$.
4) If $\omega_{2}=\omega_{3}=0,\left(\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}\right)$ is a nontrivial solution to the null traction problem on any body whose boundary is parallel to the $X_{1}-X_{3}$ plane.
5) If $\omega_{1}=\omega_{2}=0,\left(\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}\right)$ is a nontrivial solution to the null traction problem on any body whose boundary is a right circular cylinder centered on the $X_{1}$-axis.
6) If $\omega_{1}=\omega_{2}=\omega_{3}=0,\left(\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}\right)$ is a nontrivial solution to the null traction problem on any body whose boundary consists of straight lines parallel to the $X_{1}$-axis.

## 6. The major lemma.

Lemma 6.1. Suppose $\mathscr{K}=\mathscr{K}(\Sigma, \mathbf{v}, \theta)$ is a nontrivial cone $(\theta \neq 0)$ satisfying the following conditions:
i. $\Sigma$ is a nontrivial closed subset of $\partial \mathscr{K}$;
ii. for each real $\eta$ and each nonnegative integer, $m, \mathbf{x}+\eta \mathbf{e}^{1}$ is contained in $\mathscr{K}_{m}=$ $\mathscr{K}\left(\Sigma, \mathbf{v}, 2^{-m} \boldsymbol{\theta}\right)$ whenever $\mathbf{x}$ is a point in $\mathscr{K}_{1}$.

Let ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ) be a periodic strain state on $\mathscr{K}($ with period $\mathbf{p})$ corresponding to a body force with vanishing curl and divergence, and suppose that for some fixed $\beta \geqq 2$, either

$$
\begin{equation*}
\mathbf{u}(\mathbf{x})=O\left(|\mathbf{x}|^{\beta}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{K} \tag{6.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{E}(\mathbf{x})=O\left(|\mathbf{x}|^{\beta-1}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{K}_{1} . \tag{6.2}
\end{equation*}
$$

Then, given any integer, $n \geqq 2$,

$$
[\nabla \mathbf{u}(\mathbf{x})] \mathbf{p}-[\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}+\overline{\mathbf{u}}+\mathbf{h}]=O\left(\rho^{\beta-n}\right) \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{n}
$$

where $\rho=\rho(\mathbf{x})$ denotes the distance from $\mathbf{x}$ to $\Sigma$ and

$$
\mathbf{h}= \begin{cases}\frac{1}{2} p \omega \mathbf{e}^{2} & \text { if } \mathbf{E} \text { is a plane strain }, \\ \frac{1}{2} p \omega_{1} \mathbf{e}^{2}+\frac{1}{2} p \omega_{2} \mathbf{e}^{3} & \text { otherwise } .\end{cases}
$$

Proof. It should be noted that (6.1) and (6.2) both imply

$$
\begin{equation*}
\mathbf{E}(\mathbf{x})=O\left(\rho^{\beta-1}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{1} . \tag{6.3}
\end{equation*}
$$

To see this, first observe that if (6.1) holds, then there must exist some nonincreasing, locally integrable function, $f(\rho)$, such that

$$
|\mathbf{u}(\mathbf{x})| \leqq\left[\rho^{\beta}+\left(1+\left|x_{1}\right|\right)^{\beta}\right] f(\rho)
$$

for each $\mathbf{x}$ in $\mathscr{K}$. But, since $\mathbf{E}$ is the symmetric gradient of $\mathbf{u}$, Theorem 3.1 (with $\nu=0$ and $\zeta=\beta$ ) can be employed to show that

$$
|\mathbf{E}(\mathbf{x})| \leqq M\left[\rho^{\beta-1}+\left(1+\left|x_{1}\right|\right)^{\beta} \rho^{-1}\right] f\left(\frac{1}{2} \alpha \rho\right)
$$

for each $\mathbf{x}$ in $\mathscr{K}_{1}$ ( $M$ and $\alpha$ are constants from Theorem 3.1). Thus, by the geometry of the period sections,

$$
\begin{equation*}
\mathbf{E}(\mathbf{x})=O\left(\rho^{\beta-1}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{1} \cap \mathscr{P} \tag{6.4}
\end{equation*}
$$

where $\mathscr{P}$ is any period section. In a much more obvious manner, (6.4) also follows from (6.2). (6.3) now follows immediately since $\mathbf{E}$ is periodic on $\mathscr{K}_{1}$.

Now, let ( $\tilde{\mathbf{u}}, \tilde{\mathbf{E}}, \tilde{\mathbf{S}})$ be the elastic state defined by

$$
\tilde{\mathbf{u}}=\mathbf{u}-\mathbf{u}^{*}
$$

where $\left(\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}\right)$ is any of the corresponding base periodic strain states associated with (u,E,S). Clearly, ( $\tilde{\mathbf{u}}, \tilde{\mathbf{E}}, \tilde{\mathbf{S}})$ is a periodic displacement state on $\mathscr{K}_{1}$ which also satisfies (6.3), that is

$$
\begin{equation*}
\tilde{\mathbf{E}}(\mathbf{x})=O\left(\rho^{\beta-1}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{1} . \tag{6.5}
\end{equation*}
$$

Employing Theorem 3.1 again (this time with $\nu=0$ and $\zeta=\beta-1$ ), it can be seen that (6.5) implies

$$
\nabla \tilde{\mathbf{E}}(\mathbf{x})=O\left(\rho^{\beta-2}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{2} .
$$

But it is easily checked that

$$
\tilde{u}_{i, j k}=\tilde{E}_{i j, k}-\tilde{E}_{i k, j}+\tilde{E}_{j k, i}
$$

and, thus,

$$
\nabla \nabla \tilde{\mathbf{u}}(\mathbf{x})=O\left(\rho^{\beta-2}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{2}
$$

By this, the periodicity of $\tilde{\mathbf{u}}$, condition ii., and basic calculus:

$$
\begin{aligned}
{[\nabla \tilde{\mathbf{u}}(\mathbf{x})] \mathbf{p} } & =[\nabla \tilde{\mathbf{u}}(\mathbf{x})] \mathbf{p}-[\tilde{\mathbf{u}}(\mathbf{x}+\mathbf{p})-\tilde{\mathbf{u}}(\mathbf{x})] \\
& =\int_{\sigma=0}^{p}\left[\nabla \tilde{\mathbf{u}}(\mathbf{x})-\nabla \tilde{\mathbf{u}}\left(\mathbf{x}+\sigma \mathbf{e}^{1}\right)\right] \mathbf{e}^{1} d \boldsymbol{\sigma} \\
& =-\int_{\sigma=0}^{p} \int_{\tau=0}^{\sigma}\left[\nabla \tilde{\mathbf{u}}_{, 1}\left(\mathbf{x}+\tau \mathbf{e}^{1}\right)\right] \mathbf{e}^{1} d \tau d \sigma \\
& =O\left(\rho^{\beta-2}\right) \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{2},
\end{aligned}
$$

which, of course, is equivalent to

$$
\begin{equation*}
\tilde{\mathbf{u}}_{, 1}(\mathbf{x})=O\left(\rho^{\beta-2}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{2} \tag{6.6}
\end{equation*}
$$

since $\mathbf{p}=p \mathbf{e}^{1}$.
Theorem 3.1 can now be applied to $\mathbf{u}_{11}$ using the bounds indicated by (6.6). The result is that

$$
\nabla \tilde{\mathbf{u}}_{, 1}(\mathbf{x})=O\left(\rho^{\beta-3}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{3} .
$$

The above integration is still valid but now yields

$$
\begin{aligned}
{[\nabla \tilde{\mathbf{u}}(\mathbf{x})] \mathbf{p} } & =-\int_{\sigma=0}^{p} \int_{\tau=0}^{\sigma}\left[\nabla \tilde{\mathbf{u}}_{, 1}\left(\mathbf{x}+\tau \mathbf{e}^{1}\right)\right] \mathbf{e}^{1} d \tau d \sigma \\
& =O\left(\rho^{\beta-3}\right) \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{3} .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
[\nabla \tilde{\mathbf{u}}(\mathbf{x})] \mathbf{p}=O\left(\rho^{\beta-2}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{2} \tag{6.7}
\end{equation*}
$$

implies

$$
\begin{equation*}
[\nabla \tilde{\mathbf{u}}(\mathbf{x})] \mathbf{p}=O\left(\rho^{\beta-3}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{3} . \tag{6.8}
\end{equation*}
$$

Repeating the arguments which led from (6.7) to (6.8), one quickly discovers that (6.8) implies

$$
[\nabla \tilde{\mathbf{u}}(\mathbf{x})] \mathbf{p}=O\left(\rho^{\beta-4}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{4}
$$

which, in turn, leads to

$$
[\nabla \tilde{\mathbf{u}}(\mathbf{x})] \mathbf{p}=O\left(\rho^{\beta-5}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{5}
$$

and so forth. Taking the inductive leap, one obtains

$$
[\nabla \tilde{\mathbf{u}}(\mathbf{x})] \mathbf{p}=O\left(\rho^{\beta-n}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{n}
$$

for every integer, $n \geqq 2$. This essentially completes the proof since by the definition of $\tilde{\mathbf{u}}$

$$
[\nabla \tilde{\mathbf{u}}(\mathbf{x})] \mathbf{p}=[\nabla \mathbf{u}(\mathbf{x})] \mathbf{p}-\left[\nabla \mathbf{u}^{*}(\mathbf{x})\right] \mathbf{p}
$$

and, as was observed in §5,

$$
\left[\nabla \mathbf{u}^{*}(\mathbf{x})\right] \mathbf{p}=\overline{\mathbf{W}} \mathbf{x}+\kappa \mathbf{p}+\overline{\mathbf{u}}+\mathbf{h}
$$

for any of the base periodic strain states associated with ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ).

It should be observed that, often, $\mathscr{K}=\mathscr{K}_{1}=\mathscr{K}_{2}$, etc. In these cases, the above results are quite strong. Examples of such situations would be problems involving half-spaces and bodies exterior to cylinders (more generally, periodic fractional spaces and periodic exterior bodies, see Howell [4, §7]).

In the next section Lemma 6.1 will prove extremely useful in establishing completely the asymptotic behavior of periodic plane strain states. A somewhat simpler application of Lemma 6.1 can be found in the next corollary.

Corollary 6.2. Let $\mathscr{K}$ be as in Lemma 6.1 and let $f$ denote a locally integrable, nonincreasing function on $[0, \infty)$ such that

$$
f(\rho)=o(1) \quad \text { as } \rho \rightarrow \infty .
$$

Suppose that ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ) is a periodic strain state on a body containing $\mathscr{K}$ and suppose that either

$$
\begin{equation*}
|\mathbf{u}(\mathbf{x})| \leqq\left[\rho+\left(1+\left|x_{1}\right|\right)\right] f(\rho) \tag{6.9}
\end{equation*}
$$

for every $\mathbf{x}$ in $\mathscr{K}$ or that

$$
\begin{equation*}
|\mathbf{S}(\mathbf{x})| \leqq f(\rho) \tag{6.10}
\end{equation*}
$$

for every $\mathbf{x}$ in $\mathscr{K}_{1}$. Then $|\overline{\mathbf{W}}|=\kappa=0$.
Proof. Using the invertibility of the relationship between the strain and the stress, and arguments similar to those used in the proof of Lemma 6.1, it can be shown that either (6.9) or (6.10) implies that

$$
\nabla \nabla \mathbf{u}(\mathbf{x})=O\left(\rho^{-1}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{3}
$$

and

$$
E_{11}(\mathbf{x})=o(1) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{2} .
$$

It then follows that

$$
\begin{aligned}
\overline{\mathbf{W}} & =\nabla \mathbf{u}(\mathbf{x}+\mathbf{p})-\nabla \mathbf{u}(\mathbf{x}) \\
& =\int_{\sigma=0}^{p} \nabla \mathbf{u}_{, 1}\left(\mathbf{x}+\sigma \mathbf{e}^{1}\right) d \boldsymbol{\sigma}=O\left(\rho^{-1}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{3}
\end{aligned}
$$

which is possible only if $\overline{\mathbf{W}}$ is the zero tensor.
Now, since $\overline{\mathbf{W}}$ is the zero tensor, Lemma 6.1 implies that

$$
[\nabla \mathbf{u}(\mathbf{x})] \mathbf{p}-[\kappa \mathbf{p}+\mathbf{u}]=O\left(\rho^{-2}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{4} .
$$

Here, we have also used the fact that $\mathbf{h}$ vanishes if $\overline{\mathbf{W}}$ vanishes and the fact that by either (6.9) or (6.10), $\beta=2$. Taking the first component, rearranging slightly, and recalling that $E_{11}=u_{1,1}$ gives

$$
\kappa p=p E_{11}(\mathbf{x})+O\left(\rho^{-2}\right) \quad \text { as } \rho \rightarrow \infty \quad \text { on } \mathscr{K}_{4}
$$

which, since $E_{11}(\mathbf{x})$ also vanishes as $\rho \rightarrow \infty$, forces $\kappa$ to be zero.
7. Asymptotic behavior of periodic plane strain states. In this section and the next, attention will be restricted to plane strain states on bodies containing the upper half-plane, $\{\mathbf{x}=(x, y): y>0\}$. For convenience, the notation $(x, y)$ rather than $\left(x_{1}, x_{2}\right)$ will be adopted for the components of $\mathbf{x}$. It should be clear that the upper half-plane can be viewed as the cone $\mathscr{K}=\mathscr{K}\left(\Sigma_{0}, \mathbf{e}^{2}, \theta\right)$, where $\Sigma_{0}$ is the $X_{1}$-axis and $\theta$ is arbitrary. Thus, the results from the previous section can be applied. Let us also, at this time, take
note of the following two observations:

1. $\rho(\mathbf{x})$, the distance between $\Sigma_{0}$ and $\mathbf{x}=(x, y)$, is given by $|y|$.
2. For any nonnegative integer, $n, \mathscr{K}_{n}=\mathscr{K}$.

It will be shown that at great distances from the boundary, any periodic plane strain state, (u,E,S), can be closely approximated once four constants corresponding to the state have been determined. Not surprisingly, two of these constants are $\omega$ and $\kappa$. The other two constants are the components of the "negative mean surface traction," $\overline{\mathbf{s}}$, defined by

$$
\begin{equation*}
\overline{\mathbf{s}}=\lim _{y \rightarrow-\infty} \frac{-1}{p} \int_{\mathscr{S}_{y}} \mathbf{S n} d a \tag{7.1}
\end{equation*}
$$

where, for any period section, $\mathscr{P}$,

$$
\mathscr{S}_{y}=\partial(\mathscr{B} \cap\{(x, \hat{y}): \hat{y} \geqq y\}) \cap \mathrm{cl} \mathscr{P} .
$$

It will be seen that the negative mean surface traction does always exist.
Let ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ) be a periodic strain state with corresponding negative mean surface traction $\overline{\mathbf{s}}=\left(\bar{s}_{1}, \bar{s}_{2}\right)$ and corresponding base periodic strain state ( $\left.\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}\right)$ (as defined in $\S 5$ for plane strains). The "asymptotic state", $\left(\mathbf{u}^{0}, \mathbf{E}^{0}, \mathbf{S}^{0}\right)$, corresponding to ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ) is given by the following formulas:

$$
\begin{align*}
\mathbf{u}^{0}(x, y)= & \mathbf{u}^{*}(x, y)+\frac{\lambda}{\mu(2 \mu+\lambda)}\binom{[2 \mu+\lambda] \bar{s}_{1} y}{\mu \bar{s}_{2} y}  \tag{7.2}\\
= & \frac{\omega}{2 p}\binom{2 x y}{-x^{2}}+\frac{\lambda}{2 p(2 \mu+\lambda)}\binom{0}{\omega y^{2}+2 p \kappa y} \\
& +\kappa\binom{x}{0}+\left[\frac{\omega}{2}+\frac{\bar{u}_{2}}{p}\right]\binom{-y}{x}+\frac{1}{\mu(2 \mu+\lambda)}\binom{[2 \mu+\lambda] \bar{s}_{1} y}{\mu \bar{s}_{2} y},
\end{align*}
$$

$$
\begin{align*}
& \mathbf{E}^{0}=\operatorname{sym} \nabla \mathbf{u}^{0}=\mathbf{E}^{*}+\frac{1}{2 \mu(2 \mu+\lambda)}\left(\begin{array}{cc}
0 & (2 \mu+\lambda) \bar{s}_{1} \\
(2 \mu+\lambda) \bar{s}_{1} & 2 \mu \bar{s}_{2}
\end{array}\right),  \tag{7.3}\\
& \mathbf{S}^{0}(x, y)=2 \mu \mathbf{E}^{0}+\lambda\left(\operatorname{tr} \mathbf{E}^{0}\right) \mathbf{I d}=\left(\begin{array}{cc}
A[\omega y+\kappa p]+B \bar{s}_{2} & \bar{s}_{1} \\
\bar{s}_{1} & \bar{s}_{2}
\end{array}\right), \tag{7.4}
\end{align*}
$$

where

$$
A=\frac{4 \mu(\mu+\lambda)}{p(2 \mu+\lambda)}, \quad B=\frac{\lambda}{2 \mu+\lambda} .
$$

It is easily verified that $\left(\mathbf{u}^{0}, \mathbf{E}^{0}, \mathbf{S}^{0}\right)$ is a periodic strain state corresponding to zero body force (i.e. $\operatorname{div} \mathbf{S}^{0}=\mathbf{0}$ ) and that $\mathbf{u}-\mathbf{u}^{0}$ is a periodic displacement. The next theorem establishes much more, namely that ( $\mathbf{u}^{0}, \mathbf{E}^{0}, \mathbf{S}^{0}$ ) closely approximates ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ) at great distances from the boundary of the elastic body.

Theorem 7.1. Suppose that $\mathscr{B}$ is a two-dimensional elastic body containing the upper half plane, $\{(x, y): y>0\}$, and that $(\mathbf{u}, \mathbf{E}, \mathbf{S})$ is a periodic strain state on $\mathscr{B}$ corresponding to zero body force. Assume, also, that for some arbitrary real $\beta$ and some period section, $\mathscr{P}$, either

$$
\mathbf{u}(\mathbf{x})=O\left(|\mathbf{x}|^{\beta}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

or

$$
\mathbf{E}(\mathbf{x})=O\left(|\mathbf{x}|^{\beta}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P} .
$$

Then the negative mean surface traction, $\overline{\mathbf{s}}$, exists. Moreover, there is a fixed vector, $\mathbf{v}^{\mathbf{0}}$, such that, for any positive $\gamma$,

$$
\begin{align*}
& \mathbf{u}(x, y)-\mathbf{u}^{0}(x, y)-\mathbf{v}^{0}=0\left(y^{-\gamma}\right) \quad \text { as } y \rightarrow \infty,  \tag{7.5}\\
& \mathbf{E}(x, y)-\mathbf{E}^{0}(x, y)=O\left(y^{-\gamma}\right) \text { as } y \rightarrow \infty,  \tag{7.6}\\
& \mathbf{S}(x, y)-\mathbf{S}^{0}(x, y)=O\left(y^{-\gamma}\right) \quad \text { as } y \rightarrow \infty, \tag{7.7}
\end{align*}
$$

where $\left(\mathbf{u}^{0}, \mathbf{E}^{0}, \mathbf{S}^{0}\right)$ is the asymptotic state corresponding to (u,E,S) given by formulas (7.2), (7.3), and (7.4).

Proof. Let ( $\mathbf{u}^{*}, \mathbf{E}^{*}, \mathbf{S}^{*}$ ) be the base periodic strain state corresponding to (u,E,S) and let ( $\tilde{\mathbf{u}}, \tilde{\mathbf{E}}, \tilde{\mathbf{S}})$ be the elastic state on defined by

$$
\tilde{\mathbf{u}}(\mathbf{x})=\mathbf{u}(\mathbf{x})-\mathbf{u}^{*}(\mathbf{x}) .
$$

It is easily checked that ( $\tilde{\mathbf{u}}, \tilde{\mathbf{E}}, \tilde{\mathbf{S}})$ is a periodic displacement state on $\mathscr{B}$ corresponding to zero body force and, by Lemma 6.1,

$$
[\nabla \tilde{\mathbf{u}}(x, y)] \mathbf{p}=O\left(y^{-\gamma-1}\right) \quad \text { as } y \rightarrow \infty
$$

for all positive $\gamma$. By Theorem 3.1, then,

$$
\begin{equation*}
\tilde{u}_{i, j k}(x, y)=O\left(y^{-\gamma-2}\right) \quad \text { as } y \rightarrow \infty \tag{7.8}
\end{equation*}
$$

for all possible $i, j$, and $k$ except $i=j=2$. However, since the body force is zero, the two-dimensional Navier equation can be written

$$
\begin{aligned}
& \tilde{u}_{1,11}+\tilde{u}_{1,22}+\frac{\mu+\lambda}{\mu}\left(\tilde{u}_{1,11}+\tilde{u}_{2,12}\right)=0, \\
& \tilde{u}_{2,11}+\tilde{u}_{2,22}+\frac{\mu+\lambda}{\mu}\left(\tilde{u}_{1,12}+\tilde{u}_{2,22}\right)=0
\end{aligned}
$$

which can be solved for $\tilde{u}_{1,22}$ and $\tilde{u}_{2,22}$ in terms of the other second derivatives of $\tilde{u}$. But, it is for these other second derivatives that (7.8) holds. Thus,

$$
\begin{equation*}
\nabla \nabla \tilde{\mathbf{u}}(x, y)=O\left(y^{-\gamma-2}\right) \quad \text { as } y \rightarrow \infty \tag{7.9}
\end{equation*}
$$

for any positive $\gamma$.
Now, choose any pair of points $(x, y)$ and $(\bar{x}, \bar{y})$ with $|x-\bar{x}| \leqq p$ and $0<y \leqq \bar{y}$. Integrating $\nabla \nabla \tilde{u}$ along a straight line path between $(x, y)$ and $(\bar{x}, \bar{y})$ leads to

$$
\nabla \tilde{\mathbf{u}}(x, y)-\nabla \tilde{\mathbf{u}}(\bar{x}, \bar{y})=O\left(y^{-\gamma-1}\right) \quad \text { as } y \rightarrow \infty
$$

for any positive $\gamma$. Straightforward "Cauchy sequence" arguments shows that this implies the existence of a fixed tensor, $\hat{\mathbf{T}}$, such that

$$
\nabla \tilde{\mathbf{u}}(x, y)-\hat{\mathbf{T}}=O\left(y^{-\gamma-1}\right) \quad \text { as } y \rightarrow \infty .
$$

Using either the periodicity of $\tilde{\mathbf{u}}$ or the asymptotic behavior of $\nabla \nabla \mathbf{u}(x, y)$ as $y \rightarrow \infty$, it is easily seen that $\hat{\mathbf{T}}$ is independent of the choice of $x$.

Using $\nabla \mathbf{u}(x, y)-\hat{\mathbf{T}}$ instead of $\nabla \nabla \mathbf{u}(x, y)$, the above succession of integration and "Cauchy sequence" arguments proves that there is a fixed vector, $v^{0}$, such that

$$
\begin{equation*}
\tilde{\mathbf{u}}(\mathbf{x})-\hat{\mathbf{T}} \mathbf{x}-\mathbf{v}^{0}=O\left(y^{-\gamma}\right) \quad \text { as } y \rightarrow \infty \tag{7.10}
\end{equation*}
$$

where $\mathbf{x}=(x, y)$ and $\gamma$ is any positive real constant.
Letting ( $\hat{\mathbf{u}}, \hat{\mathbf{E}}, \hat{\mathbf{S}}$ ) be the elastic state given by

$$
\begin{aligned}
& \hat{\mathbf{u}}(\mathbf{x})=\hat{\mathbf{T}} \mathbf{x}, \\
& \hat{\mathbf{E}}=\operatorname{sym} \nabla \hat{\mathbf{u}}, \\
& \hat{\mathbf{S}}=2 \mu \hat{\mathbf{E}}+\lambda(\operatorname{tr} \hat{\mathbf{E}}) \mathbf{I d}
\end{aligned}
$$

and recalling the definition of $\tilde{\mathbf{u}}$, it becomes clear that (7.10) is equivalent to

$$
\begin{equation*}
\mathbf{u}(\mathbf{x})-\mathbf{u}^{*}(\mathbf{x})-\hat{\mathbf{u}}(\mathbf{x})-\mathbf{v}^{0}=O\left(y^{-\gamma}\right) \quad \text { as } y \rightarrow \infty \tag{7.11}
\end{equation*}
$$

which by Theorem 3.1, implies

$$
\begin{equation*}
\mathbf{E}(\mathbf{x})-\mathbf{E}^{*}(\mathbf{x})-\hat{\mathbf{E}}=O\left(y^{-\gamma}\right) \quad \text { as } y \rightarrow \infty \tag{7.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{S}(\mathbf{x})-\mathbf{S}^{*}(\mathbf{x})-\hat{\mathbf{S}}=O\left(y^{-\gamma}\right) \quad \text { as } y \rightarrow \infty \tag{7.13}
\end{equation*}
$$

where $\mathbf{x}=(x, y)$ and $\gamma$ is any positive real constant. Comparing the last three expressions with (7.5) through (7.7), along with (7.2) through (7.4), leads to the realization that the theorem will be proven once $\overline{\mathbf{s}}$ has been shown to exist and once it has been shown that

$$
\begin{equation*}
\hat{\mathbf{T}} \mathbf{x}=\frac{1}{\mu(2 \mu+\lambda)}\binom{[2 \mu+\lambda] \bar{s}_{1} y}{\mu \bar{s}_{2} y} \tag{7.14}
\end{equation*}
$$

for each $\mathbf{x}=(x, y)$. It should be observed that (7.14) certainly holds if both $\hat{T}_{i 1}=0$ and $\hat{S}_{i 2}=\bar{s}_{i}$ for $i=1$ and 2.

First, consider the fixed tensor $\hat{\mathbf{T}}$. By the periodicity of $\tilde{u}$ and (7.10)

$$
\hat{\mathbf{T}} \mathbf{p}=[\tilde{\mathbf{u}}(\mathbf{x})-\hat{\mathbf{T}} \mathbf{x}]-[\tilde{\mathbf{u}}(\mathbf{x}+\mathbf{p})-\hat{\mathbf{T}} \mathbf{x}-\hat{\mathbf{T}} \mathbf{p}]=O\left(y^{-\gamma}\right) \quad \text { as } y \rightarrow \infty
$$

for each $\mathbf{x}=(x, y)$ and $\gamma>0$. Thus,

$$
\hat{T}_{11}=\hat{T}_{21}=0
$$

Next, fix $\mathbf{z}$ and $y>0$ arbitrarily, and let

$$
\begin{aligned}
& \mathscr{P}=\mathscr{P}_{z}, \\
& \mathscr{C}_{y}=\{(x, \bar{y}):|\bar{y}|<y\}, \\
& \ell_{y}=\{(x, \bar{y}): \bar{y}=y\} .
\end{aligned}
$$

It then follows that

$$
\begin{align*}
\mathbf{0} & =\int_{\mathscr{P} \cap \mathscr{C}_{y}} \operatorname{div} \mathbf{S} d v=\int_{\partial\left(\mathscr{P} \cap \mathscr{C}_{y}\right)} \mathbf{S n} d a \\
& =\int_{\mathscr{P} \cap e_{y}} \mathbf{S e}^{2} d a+\int_{\mathscr{S}_{-y}} \mathbf{S n} d a+\int_{\mathscr{L}_{z} \cap \mathscr{C}_{y}} \mathbf{S n} d a+\int_{\mathscr{L}_{\boldsymbol{z}+\mathbf{p}} \cap \mathscr{C}_{y}} \mathbf{S n} d a, \tag{7.15}
\end{align*}
$$

where $\mathscr{L}_{\mathbf{z}}$ and $\mathscr{L}_{\mathbf{z}+\mathbf{p}}$ are the left and right faces of $\mathscr{P}$ and $\mathscr{S}_{-y}$ is as defined by (6.1). S, however, is periodic and, for each $\mathbf{x}$ in $\mathscr{L}_{\mathbf{z}}, \mathbf{n}(\mathbf{x})=-\mathbf{n}(\mathbf{x}+\mathbf{p})$. Hence, the last two integrals in (7.15) cancel each other. What remains can be written:

$$
\begin{equation*}
\frac{-1}{p} \int_{\mathscr{S}_{-y}} \mathbf{S n} d a=\frac{1}{p} \int_{\mathscr{P} \cap \ell_{y}} \mathbf{S e}^{2} d a \tag{7.16}
\end{equation*}
$$

The limit, as $y$ approaches infinity, of the right-hand side of (7.16), can easily be computed using (7.13) and the definitions of $\mathbf{S}^{*}$ and $\hat{\mathbf{S}}$. The result is

$$
\begin{equation*}
\lim _{y \rightarrow \infty} \frac{-1}{p} \int_{\mathscr{S}_{-y}} \mathbf{S n} d a=\hat{\mathbf{S}} \mathbf{e}^{2} \tag{7.17}
\end{equation*}
$$

proving, in a single step, that $\overline{\mathbf{s}}$ exists and that

$$
\hat{S}_{i 2}=\bar{s}_{i}
$$

for $i=1$ and 2 .
By the above, it makes sense to discuss the vector $\mathbf{S e}^{2}$ "at $y=+\infty$ ". Likewise, if $\mathscr{B}$ contains a lower half plane (i.e., a set of the form $\left\{(x, y): y<y^{0}\right\}$ for some $y^{0}$ ), then $\mathbf{S e}^{2}$ "at $y=-\infty$ " is also a well-defined fixed vector. These two tractions, however, may not be equal. Indeed, if $\mathscr{B}$ does contain a lower half plane, then (7.15) leads to

$$
\frac{-1}{p} \int_{\partial \mathscr{R} \cap \partial \mathscr{P}} \mathbf{s} d a-\left.\mathbf{S e}^{2}\right|_{y=-\infty}=\overline{\mathbf{s}}=\left.\mathbf{S e}^{2}\right|_{y=+\infty}
$$

from which the following observations may be made:

1. If $\mathscr{B}$ is contained in a single half plane, then $\left.\mathbf{S e}^{2}\right|_{y=+\infty}$ is determined entirely by s on $\partial \mathscr{B}$ through the formula

$$
\left.\mathbf{S e}^{2}\right|_{y=+\infty}=\frac{-1}{p} \int_{\partial \mathscr{B} \cap \partial \mathscr{P}} \mathbf{s} d a .
$$

2. If $\mathscr{B}$ contains both upper and lower half planes, then $\left.\mathbf{S e}^{2}\right|_{y=+\infty}$ equals $\left.\mathbf{S e}^{2}\right|_{y=-\infty}$ if and only if

$$
\int_{\partial \mathscr{B} \cap \partial \mathscr{P}} \mathbf{s} d a=\mathbf{0} .
$$

8. Consequences. It would be unnatural not to discuss the implications of Theorem 7.1 with regard to questions concerning the finiteness of the total energy, the uniqueness of solutions, Saint-Venant's principle, etc. We shall not be unnatural. To simplify the discussion it will be assumed in this section that any body, $\mathscr{B}$, satisfies all of the following in addition to being homogeneous and isotropic.
9. $\mathscr{B}$ is two-dimensional.
10. The characteristic function for $\mathscr{B}$ is periodic (with period $\mathbf{p}$ ).
11. $\partial \mathscr{B} \cap \partial \mathscr{P}$ is a bounded set in space.

The first theorem is simply the observation that Theorem 7.1 can be viewed as a sort of Saint-Venant's principle. Details of the proof will be left to the reader.

Theorem 8.1 (Saint-Venant's principle). Let $\left(\mathbf{u}^{1}, \mathbf{E}^{1}, \mathbf{S}^{1}\right)$ and $\left(\mathbf{u}^{2}, \mathbf{E}^{2}, \mathbf{S}^{2}\right)$ be two periodic strain solutions to two, possibly different, periodic boundary value problems on $\mathscr{B}$ both involving the same body force. Assume that one of the following holds:
i. $\mathbf{u}^{1}(\mathbf{x})-\mathbf{u}^{2}(\mathbf{x})=o(|\mathbf{x}|)$ as $|\mathbf{x}| \rightarrow \infty$ on $\mathscr{P}$;
ii. $\mathbf{S}^{1}(\mathbf{x})-\mathbf{S}^{2}(\mathbf{x})=o(1)$ as $|\mathbf{x}| \rightarrow \infty$ on $\mathscr{P}$;
iii. $\mathscr{S}_{1}^{i}$, the surface on which $\mathbf{u}^{i}$ is prescribed, is nontrivial for both $i=1$ and $i=2$, and either

$$
\mathbf{S}^{1} \mathbf{e}^{1}-\mathbf{S}^{2} \mathbf{e}^{1}=o(1) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

or

$$
\mathbf{S}^{1} \mathbf{e}^{2}-\mathbf{S}^{2} \mathbf{e}^{2}=o(1) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P} ;
$$

iv. $\mathscr{B}$ is contained in a single half plane and both of the following hold:

$$
\begin{aligned}
& \int_{\partial \mathscr{R} \cap \partial \mathscr{P}} \mathbf{S}^{1} \mathbf{n} d a=\int_{\partial \mathscr{R} \cap \partial \mathscr{P}} \mathbf{S}^{2} \mathbf{n} d a, \\
& S_{11}^{1}(\mathbf{x})-S_{11}^{2}(\mathbf{x})=o(1) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P} .
\end{aligned}
$$

Then, for some fixed vector, $\mathbf{v}^{0}$, and any positive constant, $\gamma$,

$$
\begin{aligned}
& \mathbf{u}^{1}(\mathbf{x})-\mathbf{u}^{2}(\mathbf{x})-\mathbf{v}^{0}=o\left(|\mathbf{x}|^{-\gamma}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}, \\
& \mathbf{E}^{1}(\mathbf{x})-\mathbf{E}^{2}(\mathbf{x})=o\left(|\mathbf{x}|^{-\gamma}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}, \\
& \mathbf{S}^{1}(\mathbf{x})-\mathbf{S}^{2}(\mathbf{x})=o\left(|\mathbf{x}|^{-\gamma}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P} .
\end{aligned}
$$

The next theorem is the extension of the well-known theorem of work and energy which states that if $(\mathbf{u}, \mathbf{E}, \mathbf{S})$ is an elastic state corresponding to a body force $\mathbf{b}$ on a bounded body, $\Omega$, then

$$
\int_{\Omega} \mathbf{E} \cdot \mathbf{S} d v=\int_{\partial \Omega} \mathbf{u} \cdot \mathbf{s} d a+\int_{\Omega} \mathbf{u} \cdot \mathbf{b} d v .
$$

The main difficulty in extending the classical theorem of work and energy to elastic states on unbounded bodies lies in the difficulty of assuring the convergence of the resulting improper integrals without making undesirably strong assumptions on the behavior of the state "near infinity". Fortunately, Theorem 7.1 insures that periodic strain states on $\mathscr{B}$ do approach their values "at infinity" quite rapidly. Thus, in this case, extending the theorem of work and energy is a very simple exercise and will be left to the reader.

Theorem 8.2 (work and energy). Let (u,E,S) be a periodic strain state corresponding to zero body force on $\mathscr{B}$ which satisfies either

$$
\mathbf{u}(\mathbf{x})=o(|\mathbf{x}|) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

or

$$
\mathbf{S}(\mathbf{x})=o(1) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P} .
$$

Then the total work expended in the deformation of any period section, $\mathscr{P}$, is finite and is given by

$$
\int_{\mathscr{P}} \mathbf{E} \cdot \mathbf{S} d v=\int_{\partial \mathscr{P} \cap \partial \mathscr{B}} \mathbf{u} \cdot \mathbf{s} d a .
$$

If, however, $(\mathbf{u}, \mathbf{E}, \mathbf{S})$ is a periodic strain corresponding to zero body force on $\mathscr{B}$ which satisfies either

$$
\mathbf{u}(\mathbf{x})=o\left(|\mathbf{x}|^{2}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

or

$$
\mathbf{S}(\mathbf{x})=o(|\mathbf{x}|) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P},
$$

then

$$
\lim _{y \rightarrow \infty} \frac{1}{\mathscr{V}_{y}} \int_{\mathscr{P}_{y}^{+}} \mathbf{E} \cdot \mathbf{S} d v
$$

exists and equals

$$
\frac{4 \mu(\mu+\lambda)}{2 \mu+\lambda}\left[\frac{\omega}{p} y+\kappa\right]^{2}+\frac{1}{\mu}\left(\bar{s}_{1}\right)^{2}+\frac{1}{2 \mu+\lambda}\left(\bar{s}_{2}\right)^{2},
$$

where

$$
\mathscr{P}_{y}^{+}=\mathscr{P} \cap\{(x, \bar{y}): 0<\bar{y}<y\}
$$

and

$$
\mathscr{V}_{y}=\text { the area of } \mathscr{P}_{y}^{+}
$$

and $\omega, \kappa, \bar{s}_{1}$, and $\bar{s}_{2}$ are the constants from the definition of $\left(\mathbf{u}^{0}, \mathbf{E}^{0}, \mathbf{S}^{0}\right)$ in Theorem 7.1.
Later (in §9), a theorem of work and energy will be presented in which the body force is not assumed to be zero.

The reader may have already recognized that the bodies being considered here are the two-dimensional analogues of the periodic exterior bodies discussed in [4]. Indeed, the restriction that periodic exterior bodies be three-dimensional could have been dropped without affecting any of the theorems (Theorems 8.1 through 8.5 in [4]). The advantage of waiting until now to discuss these theorems with two-dimensional problems lies, of course, in the fact that, with Theorem 7.1, these same theorems can be simplified and strengthened. The resulting improvements are summarized in the two theorems below. The proofs will not be given. To simplify the statements of the theorems, the difference operator, $\delta$, will be used where, for any suitable function, $\phi$,

$$
\begin{aligned}
& \delta \phi(\mathbf{x})=\delta^{1} \phi(\mathbf{x})=\phi(\mathbf{x}+\mathbf{p})-\phi(\mathbf{x}) \\
& \delta^{n+1} \phi=\delta \delta^{n} \phi
\end{aligned}
$$

The reader is reminded, once again, that in all theorems in this section, $\mathscr{B}$ is twodimensional.

Theorem 8.3 (periodicity of solutions). Let $\mathscr{B}$ have positive definite elasticity and let $(\mathbf{u}, \mathbf{E}, \mathbf{S})$ be a solution to a periodic boundary value problem on $\mathscr{B}$. Assume that there are real constants, $C$ and $\beta$, such that, for some nonnegative integer, $n$, either

$$
\left|\delta^{n} \mathbf{u}(x, y)\right| \leqq C\left(1+|y|^{\beta}\right)\left(1+|x|^{1 / 2}\right)
$$

for every $(x, y)$ in $\mathscr{B}$, or

$$
\left|\delta^{n} \nabla \mathbf{E}(x, y)\right| \leqq C\left(1+|y|^{\beta}\right)\left(1+|x|^{1 / 2}\right)
$$

for every $(x, y)$ in $\mathscr{B}$. Then $\mathbf{E}$ and $\mathbf{S}$ are periodic provided any one of the following hold:

1. $\mathbf{u}(\mathbf{x})=o\left(|\mathbf{x}|^{2}\right)$ as $|\mathbf{x}| \rightarrow \infty$ on $\mathscr{P}$;
2. $\mathbf{S}(\mathbf{x})=o(|\mathbf{x}|)$ as $|\mathbf{x}| \rightarrow \infty$ on $\mathscr{P}$;
3. $\mathscr{S}_{1}$, the surface on which $\mathbf{u}$ is prescribed, is nontrivial and either

$$
\mathbf{S e}^{1}=o(|\mathbf{x}|) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

or

$$
\mathbf{S e}^{2}=o(|\mathbf{x}|) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

4. $\mathscr{B}$ is contained in a single half plane, the traction is prescribed on almost all of $\partial \mathscr{B}$, and

$$
S_{11}(\mathbf{x})=o(|\mathbf{x}|) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P} ;
$$

5. for each $\mathbf{x}$ in $\mathscr{B}$

$$
\delta \mathbf{S}(\mathbf{x}+k \mathbf{p})=o(1) \quad \text { as } k \rightarrow \infty \quad \text { on } \mathbb{N} ;
$$

6. for each $\mathbf{x}$ in $\mathscr{B}$

$$
\delta \nabla \mathbf{S}(\mathbf{x}+k \mathbf{p})=o(1) \quad \text { as } k \rightarrow \infty \quad \text { on } \mathbb{N}
$$

and there are two points on $\partial \mathscr{B}$ at which $\mathbf{s}$ is prescribed such that the normals to $\partial \mathscr{B}$ at these two points span $\mathbb{R}^{2}$;
7. for some nonnegative integer, $m$, and each $\mathbf{x}$ in $\mathscr{B}$

$$
\nabla^{m} \mathbf{u}(\mathbf{x}+k \mathbf{p})=o(1) \quad \text { as } k \rightarrow \infty \quad \text { on } \mathbb{N}
$$

and the projection of $\mathscr{S}_{1}$ onto the $X_{2}$-axis has nontrivial interior.
Theorem 8.4 (uniqueness of solutions to slightly periodic problems). Let $\mathscr{B}$ have positive definite elasticity and let $(\mathbf{u}, \mathbf{E}, \mathbf{S})$ be the difference between two solutions to the same slightly periodic boundary value problem on $\mathscr{B}$. Assume that there are real constants, $C$ and $\beta$, such that, for some nonnegative integer, $n$, either

$$
\left|\delta^{n} \mathbf{u}(x, y)\right| \leqq C\left(1+|y|^{\beta}\right)\left(1+|x|^{1 / 2}\right)
$$

for every $(x, y)$ in $\mathscr{B}$, or

$$
\left|\delta^{n} \nabla \mathbf{E}(x, y)\right| \leqq C\left(1+|y|^{\beta}\right)\left(1+|x|^{1 / 2}\right)
$$

for every $(x, y)$ in $\mathscr{B}$. If any one of the following conditions holds, then $\mathbf{E}$ and $\mathbf{S}$ vanish throughout $\mathscr{B}$ and $\mathbf{u}$ is a rigid displacement:

1. $\mathbf{u}(\mathbf{x})=o(|\mathbf{x}|)$ as $|\mathbf{x}| \rightarrow \infty$ on $\mathscr{P}$;
2. $\mathbf{S}(\mathbf{x})=o(1)$ as $|\mathbf{x}| \rightarrow \infty$ on $\mathscr{P}$;
3. $\mathscr{S}_{1}$, the surface on which $\mathbf{u}$ is prescribed, is nontrivial and either

$$
\mathbf{S e}^{1}=o(1) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

or

$$
\mathbf{S e}^{2}=o(1) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P} ;
$$

4. $\mathscr{B}$ is contained in a single half plane, the traction is prescribed on almost all of $\partial \mathscr{B}$, and

$$
S_{11}(\mathbf{x})=o(1) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P} ;
$$

5. for each $\mathbf{x}$ in $\mathscr{B}$

$$
\mathbf{S}(\mathbf{x}+k \mathbf{p})=o(1) \text { as } k \rightarrow \infty \quad \text { on } \mathbb{N} \text {; }
$$

6. for each $\mathbf{x}$ in $\mathscr{B}$

$$
\nabla \mathbf{S}(\mathbf{x}+k \mathbf{p})=o(1) \quad \text { as } k \rightarrow \infty \quad \text { on } \mathbb{N}
$$

and there are two points on $\partial \mathscr{B}$ at which $\mathbf{s}$ is prescribed such that the normals to $\partial \mathscr{B}$ at these two points span $\mathbb{R}^{2}$;
7. for some nonnegative integer, $m$, and each $\mathbf{x}$ in $\mathscr{B}$

$$
\nabla^{m} \mathbf{u}(\mathbf{x}+k \mathbf{p})=o(1) \quad \text { as } k \rightarrow \infty \quad \text { on } \mathscr{B}
$$

and the projection of $\mathscr{S}_{1}$ onto the $X_{2}$-axis has nontrivial interior.
It should be noted that conditions 5, 6, and 7 in the above two theorems were discussed in the corresponding theorems in [4]. If one of these three conditions is the condition which holds, then Theorem 7.1 need not be used in proving the claimed periodicity or uniqueness.

The final theorems of this section involve the traction problem. The restrictions on the Lamé moduli will be greatly weakened, while an additional condition (along with those assumed at the beginning of this section) will be imposed on the geometry of $\mathscr{B}$. That condition is
4. There is a fixed vector, $\mathbf{m}^{0}$, such that

$$
\mathbf{m}^{0} \cdot \mathbf{n}>0
$$

almost everywhere on the boundary of $\mathscr{B}$.
The term "quasi-half plane" will be used (with some apologies) to denote a body which satisfies Condition 4 as well as the conditions already assumed at the beginning of this section. The only restriction on the Lamé moduli is that

$$
\mu(2 \mu+\lambda)(\mu+\lambda) \neq 0 .
$$

The first result in this final sequence of theorems is the obvious improvement of Theorem 4.3 using Theorem 7.1. The proof is straightforward and will be omitted.

Theorem 8.5 (uniqueness of periodic strain solutions). Let $\mathscr{B}$ be a quasi-half plane and let $(\mathbf{u}, \mathbf{E}, \mathbf{S})$ be the difference between two solutions to the same traction problem on $\mathscr{B}$. Suppose that $\mathbf{E}$ is periodic and, for some $\beta>0$, satisfies

$$
\mathbf{E}(\mathbf{x})=O\left(|\mathbf{x}|^{\beta}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P} .
$$

If either

$$
\mathbf{u}(\mathbf{x})=o(|\mathbf{x}|) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

or

$$
S_{11}(\mathbf{x})=o(1) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

then $\mathbf{E}$ and $\mathbf{S}$ vanish throughout $\mathscr{B}$ and $\mathbf{u}$ is a rigid displacement.
In [4] it was shown that combining a general uniqueness theorem with a corresponding uniqueness theorem for periodic strain states and successive applications of Theorem 4.2 led to the assertion that certain periodic boundary value problems had only periodic strain solutions (see Theorems 8.1 and 8.3 of [4]). Likewise, an intelligent combination of Theorems 2.2 and 8.5, above, along with several applications of Theorem 3.1 will prove the following theorem. The proof however, will be omitted since it is both tedious and similar in spirit to those in [4].

Theorem 8.6 (periodicity of solutions). Let $\mathscr{B}$ be a quasi-half plane and let (u, $\mathbf{E}, \mathbf{S}$ ) be a solution to a periodic traction problem on $\mathscr{B}$. Suppose that for some $\beta>0$,

$$
\nabla \mathbf{u}(\mathbf{x}+\mathbf{p})-\nabla \mathbf{u}(\mathbf{x})=O\left(|y|^{\beta}\right) \quad \text { as }|y| \rightarrow \infty
$$

and

$$
\frac{\mathbf{S}(\mathbf{x}+\mathbf{p})-\mathbf{S}(\mathbf{x})}{1+|y|^{\beta}}=o(1) \quad \text { as }|x| \rightarrow \infty
$$

where $(x, y)=\mathbf{x}$. Then $\mathbf{E}$ and $\mathbf{S}$ are periodic.
Finally, consider an arbitrary, not necessarily periodic, traction problem on a quasi-half plane. By the definition of quasi-half plane the corresponding null traction problem is periodic. Thus, Theorem 8.6 can be applied using the difference between any two solutions. Once the difference is found to be periodic, Theorem 8.5 can be invoked to prove that, in fact, the difference is a trivial elastic state. This analysis is summarized in the following theorem.

Theorem 8.7 (uniqueness in the general traction problem). Let $\mathscr{B}$ be a quasi-half plane, and let $(\mathbf{u}, \mathbf{E}, \mathbf{S})$ be the difference between two solutions to the same traction problem on $\mathscr{B}$. Suppose that for some $\beta>0$,

$$
\begin{aligned}
& \mathbf{E}(\mathbf{x})=O\left(|\mathbf{x}|^{\beta}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}, \\
& \nabla \mathbf{u}(\mathbf{x}+\mathbf{p})-\nabla \mathbf{u}(\mathbf{x})=O\left(|y|^{\beta}\right) \quad \text { as }|y| \rightarrow \infty
\end{aligned}
$$

and

$$
\frac{\mathbf{S}(\mathbf{x}+\mathbf{p})-\mathbf{S}(\mathbf{x})}{1+|y|^{\beta}}=o(1) \quad \text { as }|x| \rightarrow \infty
$$

where $(x, y)=\mathbf{x}$. If either

$$
\mathbf{u}(\mathbf{x})=o(|\mathbf{x}|) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

or

$$
S_{11}(\mathbf{x})=o(1) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

or

$$
S_{11}(\mathbf{x})=o(1) \quad \text { as }|x| \rightarrow \infty
$$

then $\mathbf{E}$ and $\mathbf{S}$ vanish throughout $\mathscr{B}$ and $\mathbf{u}$ is a rigid displacement.
9. Nonvanishing body forces. Although the major lemma, Lemma 6.1, was derived without regard to the presence or absence of a nontrivial body force field, $\mathbf{b}$, the vanishing of $\mathbf{b}$ was an assumption in Theorem 7.1. If, instead, one assumes in Theorem 7.1 that the body force field, $\mathbf{b}$, is curl-free and divergence-free and satisfies

$$
\mathbf{b}(x, y)=O\left(y^{-\alpha}\right) \quad \text { as } y \rightarrow \infty
$$

for some real constant, $\alpha$, then (7.9) in the proof of Theorem 7.1 becomes

$$
\nabla \nabla \mathbf{u}(x, y)=O\left(y^{-\alpha}\right) \quad \text { as } y \rightarrow \infty .
$$

If, in addition

$$
\lim _{y \rightarrow \infty} \int_{\mathscr{P} \cap \mathscr{C}_{y}} \mathbf{b} d a=0
$$

where

$$
\mathscr{C}_{y}=\{(x, \bar{y}): \bar{y}<y\},
$$

then slight modifications in (7.15) and (7.16) still imply (7.17). With these changes, Theorem 7.1 becomes

Theorem 9.1. Suppose that $\mathscr{B}$ is a two-dimensional elastic body containing the upper half plane, $\{(x, y): y>0\}$, and that $(\mathbf{u}, \mathbf{E}, \mathbf{S})$ is a periodic strain state on $\mathscr{B}$ corresponding to a body force, $\mathbf{b}$, satisfying both

$$
\lim _{y \rightarrow \infty} \int_{\mathscr{P} \cap \mathscr{C}_{y}} \mathbf{b} d a=0
$$

and, for some $\alpha>0$,

$$
\mathbf{b}(x, y)=O\left(y^{-\alpha}\right) \text { as } y \rightarrow \infty .
$$

Assume, also, that for some arbitrary real $\beta$ and some period section $\mathscr{P}$, either

$$
\mathbf{u}(\mathbf{x})=O\left(|\mathbf{x}|^{\beta}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

or

$$
\mathbf{E}(\mathbf{x})=O\left(|\mathbf{x}|^{\beta}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P} .
$$

If $\alpha>1$, then the negative mean surface traction, $\overline{\mathbf{s}}$, exists and

$$
\begin{array}{ll}
\mathbf{E}(x, y)-\mathbf{E}^{0}(x, y)=O\left(y^{1-\alpha}\right) & \text { as } y \rightarrow \infty \\
\mathbf{S}(x, y)-\mathbf{S}^{0}(x, y)=O\left(y^{1-\alpha}\right) & \text { as } y \rightarrow \infty
\end{array}
$$

where $\left(\mathbf{u}^{0}, \mathbf{E}^{0}, \mathbf{S}^{0}\right)$ is the elastic state defined in §7. Moreover, if $\alpha>2$, then there is a fixed vector, $\mathbf{v}^{0}$, such that

$$
\mathbf{u}(x, y)-\mathbf{u}^{0}(x, y)-\mathbf{v}^{0}=O\left(y^{2-\alpha}\right) \quad \text { as } y \rightarrow \infty .
$$

From this can be derived the following theorem of work and energy (compare with Theorem 8.2). $\mathscr{B}$ is as described in $\S 8$.

Theorem 9.2 (work and energy). Let ( $\mathbf{u}, \mathbf{E}, \mathbf{S}$ ) be a periodic strain state on $\mathscr{B}$ corresponding to a curl free and divergence free body force, b. Assume that

$$
\lim _{y \rightarrow \infty} \int_{\mathscr{P} \cap \mathscr{C}_{y}} \mathbf{b} d v=0
$$

and that, for some $\alpha>2$,

$$
\mathbf{b}(\mathbf{x})=O\left(|\mathbf{x}|^{-\alpha}\right) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

and that either

$$
\mathbf{u}(\mathbf{x})=o(|\mathbf{x}|) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P}
$$

or

$$
\mathbf{S}(\mathbf{x})=o(1) \quad \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { on } \mathscr{P} .
$$

Then the total work expended in the deformation of any period section, $\mathscr{P}$, is finite and is given by

$$
\int_{\mathscr{P}} \mathbf{E} \cdot \mathbf{S} d v=\int_{\partial \mathscr{R} \cap \partial \mathscr{P}} \mathbf{u} \cdot \mathbf{s} d a+\int_{\mathscr{P}} \mathbf{u} \cdot \mathbf{b} d v .
$$

In a similar fashion, versions of Saint-Venant's principle (Theorem 8.1) involving nonvanishing body forces can be derived as direct consequences of Theorem 9.1. These will be left to the interested reader.
10. Asymptotic behavior of periodic nonplanar strain states. There does not exist a theorem analogous to Theorem 7.1 for nonplanar strain states. This can be seen by taking the two base periodic states from $\S 4$ associated with an arbitrary three-dimensional periodic strain state in which $\omega_{1}=\omega_{2}=0$. Letting $\mathscr{B}$ be the upper half space, $\{(x, y, z): z>0\}$, it is clear that the negative mean strain, $\overline{\mathbf{s}}$, associated with each base state is $\mathbf{0}$. Thus, provided a theorem analogous to 7.2 did hold for such states, the two base states should approach the same "asymptotic state" as $z$ approaches infinity. Clearly, however, they do not.
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# QUASI INNER PRODUCTS OF ANALYTIC FUNCTIONS WITH APPLICATIONS TO SPECIAL FUNCTIONS* 

L. R. BRAGG ${ }^{\dagger}$


#### Abstract

Let $f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}, g(z)=\sum_{n=0}^{\infty} b_{n} z^{n}$ be analytic functions in a disk $D$. For $z \in D$, define the quasi inner product of $f$ and $g$ by $$
f(z) \circ g(z)=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} f\left(z e^{i \theta}\right) g\left(z e^{-i \theta}\right) d \theta=\sum_{n=0}^{\infty} a_{n} b_{n} z^{2 n}
$$

In this paper, (i) we treat the analytic and algebraic properties of $\circ$ and (ii) apply this composition to special functions. Included are treatments of the hypergeometric functions, generating functions, and the Lerch transcendent function. Certain generalizations of the composition $\circ$ are also considered.
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1. Introduction. Let $x, y, z$ denote complex variables and let $f(z), g(z)$ be a pair of functions of $z$ that are analytic in a disk $D$ of radius $R$ with center 0 . Suppose that $f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}$ and $g(z)=\sum_{n=0}^{\infty} b_{n} z^{n}$. Then if $x, y \in D$, we define the compositions $f(x) \circ g(y)$ of $f$ and $g$ by the relation

$$
\begin{equation*}
f(x) \circ g(y)=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} f\left(x e^{i \theta}\right) g\left(y e^{-i \theta}\right) d \theta=\sum_{n=0}^{\infty} a_{n} b_{n} x^{n} y^{n} . \tag{1.1}
\end{equation*}
$$

The last member of this is simply the sum of the main diagonal terms in the product of the series for $f(x)$ and $g(y)$. The integral in (1.1) defines a convolution of two functions and is a modified version of a contour integral employed by M. L. J. Hautus and D. A. Klarner in their treatment of the diagonal terms of a double power series whose coefficients are defined by a linear recurrence relation [8]. In addition, J. Hadamard made use of an integral analogous to (1.1) to determine the singularities of the function defined by the series $\sum_{n=0}^{\infty} a_{n} b_{n} z^{n}$ (Hadamard's multiplication theorem) [13]. If the $a_{n}$ and $b_{n}$ are real, then the right member of (1.1) assigns a real value to each fixed pair of reals $x, y \in D$ and has the form of an inner product. Similar inner products appear in $H^{2}$ space theory [5], [9], [12]. In our discussions, we permit $x$ and $y$ to vary in $D$ in (1.1) and refer to the composition in (1.1) as a quasi inner product which we abbreviate by qip.

Our interest in qip (1.1) (and a number of its generalizations) is motivated by (i) its utility in developing integral representations and related results for special functions and (ii) its applicability to transmutations (see [1], [3]) and the representation of solutions of partial differential equations. Qip's can be used as function builders and (1.1) permits the introduction of multipliers. Thus, if $g(y)$ is analytic in a region which includes $|y|=1$, then by selecting $y=1$ in (11.) we have the formula

$$
\begin{equation*}
\sum_{n=0}^{\infty} a_{n} b_{n} x^{n}=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} f\left(x e^{i \theta}\right) g\left(e^{-i \theta}\right) d \theta \tag{1.2}
\end{equation*}
$$

[^19]in which the coefficients $a_{n}$ in the expansion of $f(x)$ are multiplied by the $b_{n}$ 's (see [6]). As an example of (i) suppose we select $f(x)=g(z)=e^{z / 2}$. Then (1.1) immediately yields the familiar result:
$$
\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{z} \cos \theta d \theta=e^{z / 2} \circ e^{z / 2}=\sum_{n=0}^{\infty} \frac{z^{2 n}}{2^{2 n}(n!)^{2}}=I_{0}(z)
$$
a modified Bessel function of index 0. By making other suitable choices for $f(z)$, $g(z)$ in (1.1) as special functions or generators of special functions, one can easily obtain numerous integration results that would, at best, be more tedious using standard methods. With modifications in the right member of (1.1), one can also construct superdiagonal sums (i.e. $\sum_{n=0}^{\infty} a_{n} b_{n+j} x^{n} y^{n+j} j \geqq 1$ ) or subdiagonal sums $\left(\sum_{n=0}^{\infty} a_{n+j} b_{n} x^{n+j} y^{n}, j \geqq 1\right)$ from the product $f(x) \cdot g(y)$. For instance, if we replace $f(x)$ in (1.1) by $x^{j} f(x), j$ a positive integer, it is easy to verify that
\[

$$
\begin{equation*}
\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{j i \theta} f\left(x e^{i \theta}\right) g\left(y e^{-i \theta}\right) d \theta=\sum_{n=0}^{\infty} a_{n} b_{n+j} x^{n} y^{n+j} . \tag{1.3}
\end{equation*}
$$

\]

Again, taking $f(z)=g(z)=e^{z / 2}$ in this, it follows that

$$
I_{j}(z)=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{j i \theta} e^{z \cos \theta} d \theta=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi}(\cos j \theta) e^{z \cos \theta} d \theta .
$$

One can construct other qip's such as

$$
\begin{equation*}
f(z)_{p^{\circ}{ }_{q}} g(y)=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} f\left(x e^{p i \theta}\right) g\left(y e^{-q i \theta}\right) d \theta \tag{1.4}
\end{equation*}
$$

with $p, q$ positive integers and, for simplicity, $(p, q)=1$. This will select out sums of terms from $f(x) \cdot g(y)$ along rays other than the usual diagonals. Modifications similar to (1.3) can also be developed for this qip. The qip's (1.1) and (1.4) bring together notions from both analytic functions and Fourier analysis.

In this paper, we will treat the basic properties of these qip's and certain of their applications to special functions while deferring their uses in p.d.e's. Section 2 will be concerned with the analytic properties of qip's (1.1.) and (1.4). By making use of relations such as (1.3) for superdiagonal and subdiagonal sums, we construct a partial sum integral that approximates the product $f(x) \cdot g(y)$. Not surprising, the kernel function in this approximation is the same as the one in the Fourier series case and leads to analogous convergence results. We also note the algebraic and differentiation properties of these quasi inner products. Finally, in $\S \S 3-5$, we apply these qip's to obtain a variety of representations and results for special functions. Many of these appear to be new while, in other cases, the method leads to simplifications over standard treatments. In §3, we apply these techniques to the hypergeometric functions ${ }_{p} F_{q}$. We apply (1.1) and (1.4) in $\S 4$ to a number of generating functions of special polynomials and functions. In §5, we note some results for the Lerch transcendent function. Finally, we consider some examples that involve extensions of the ideas behind the compositions $\circ$ and ${ }_{p}{ }^{\circ}{ }_{q}$.
2. Analytic properties of (1.1) and (1.4). If $f(x), g(y)$ are analytic for $x, y \in D$, then it readily follows that $f(x) \circ g(y)$ is analytic in $x$ and $y$. For, there exists $\rho>0$ with $\max (|x|,|y|)<\rho<R$ and $M>0, N>0$ such that $\left|a_{n}\right|<M / \rho^{n},\left|b_{n}\right|<N / \rho^{n}$. Hence

$$
\left|\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} f\left(x e^{i \theta}\right) g\left(y e^{-i \theta}\right) d \theta\right| \leqq \sum_{n=0}^{\infty}\left|a_{n}\right|\left|b_{n}\right||x y|^{n} \leqq \sum_{n=0}^{\infty} M N \frac{|x y|^{n}}{\rho^{2 n}}
$$

and this last series converges by the ratio test. Thus, $f(x) \circ g(y)$ is well defined for $x$, $y \in D$.

If at least one of the two functions appearing in the qip (1.1) is entire, say $g(z)$, then one can prove the following result.

Theorem 2.1. Let $f(x)$ be analytic in $x$ with

$$
\limsup _{n \rightarrow \infty}\left|a_{n}\right|^{1 / n}=\frac{1}{R}, \quad 0<R<\infty
$$

and let $g(y)$ be entire in $y$. Then for $|x|<R, f(x) \circ g(y)$ is entire in $x y$.
In the proof of Theorem 2.1, the restriction imposed on $x$ is necessitated by requiring the integral in (1.1) to be well defined. However, the right member of (1.1) is well defined for all $x y$. In practice, one can select $x \in D, x \neq 0$, and then choose $y$ so that $x y$ takes on the value one wishes to use.

In addition to these results, there are a variety of algebraic and other analytic properties associated with the qip (1.1). The following can be easily verified by the reader.

Theorem 2.2. Let $f(z), g(z)$, and $h(z)$ be analytic for $z \in D$. Then for $x, y, z \in D$, we have
(i) $f(x) \circ g(y)=g(y) \circ f(x)$;
(ii) $f(x) \circ[g(y)+h(y)]=f(x) \circ g(y)+f(x) \circ h(y)$;
(iii) if $f(z)$ and $g(z)$ have no powers of $z$ in common in their expansions, then $f(z) \circ g(z)=0$
(iv) for $n$ a nonnegative integer.

$$
z^{n} \frac{d^{n}}{d z^{n}}(f(z) \circ g(z))=\sum_{j=0}^{n}\binom{n}{j}\left[\left(z^{n-j} f^{(n-j)}(z)\right) \circ\left(z^{j} g^{(j)}(z)\right)\right] .
$$

The last of these can be checked by induction. On the other hand, we have, in general,

$$
\begin{equation*}
f(z) \circ[g(z) \circ h(z)] \neq[f(z) \circ g(z)] \circ h(z) \tag{2.1}
\end{equation*}
$$

(for example, select $f(z)=g(z)=z$ and $h(z)=z^{2}$ ). Thus, relative to the composition $\circ$, the set of functions analytic in $D$ have divisors of 0 and are nonassociative. Further, if $g(z)=z$, then $1 \circ g(z)=0$ so that 1 does not serve as a multiplicative identity relative to the o composition. In using the qip (1.1) to construct "advanced" functions from elementary ones, the failure of associativity usually presents no serious problems. One computes, say, $f(z) \circ g(z)$ and then replaces $z^{2}$ in this by a new variable before making further applications of the o composition.

In (1.3), we obtained an integral formula for the sums of terms of $f(x) \cdot g(y)$ taken from the superdiagonals. Similarly, if we replace $g(y)$ in (1.1) by $y^{j} \cdot g(y)$, one can verify that

$$
\begin{equation*}
\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{-j i \theta} f\left(x e^{i \theta}\right) g\left(y e^{-i \theta}\right) d \theta=\sum_{n=0}^{\infty} a_{n+j} b_{n} x^{n+j} y^{n}, \quad j \geqq 1 \tag{2.2}
\end{equation*}
$$

The right member of this yields a sum of terms from $f(x) \cdot g(y)$ taken over a subdiagonal.

Finally, suppose we sum the left members of (1.3) and (2.2) on $j$ from $-N$ to $N$ by using (2.2) for $j$ negative and (1.3) for $j$ nonnegative. We get

$$
\begin{equation*}
\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} f\left(x e^{i \theta}\right) g\left(y e^{-i \theta}\right)\left(\sum_{j=-N}^{N} e^{j i \theta}\right) d \theta=\frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(x e^{i \theta}\right) g\left(y e^{-i \theta}\right)\left\{\frac{\sin \left(N+\frac{1}{2}\right) \theta}{\sin \frac{1}{2} \theta}\right\} d \theta \tag{2.3}
\end{equation*}
$$

Since $f\left(x e^{i \theta}\right)$ and $g\left(y e^{-i \theta}\right)$ are analytic and periodic in $\theta$ of period $2 \pi$ for fixed $x$ and $y$, it follows, from the Dirichlet convergence criterion for Fourier series ([4], [13]), that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} f\left(x e^{i \theta}\right) g\left(y e^{-i \theta}\right) \frac{\sin \left(N+\frac{1}{2}\right) \theta}{\sin \frac{1}{2} \theta} d \theta=f(x) \cdot g(y) \tag{2.4}
\end{equation*}
$$

Alternatively, one could assume that the sum of the diagonal, superdiagonal, and subdiagonal terms of $f(x) \cdot g(y)$ converges to $f(x) \cdot g(y)$. From this, we could then infer the limit relation (2.4).

We observe that if $f(z)$ is analytic in a disk $D$ of radius $R>1$, then

$$
\begin{equation*}
\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi}\left|f\left(e^{i \theta}\right)\right|^{2} d \theta=\sum_{n=0}^{\infty} a_{n}^{2}, \quad a_{n} \text { real. } \tag{2.5}
\end{equation*}
$$

If, for example, we make the choice

$$
f(z)=\frac{1}{a-b z}=\sum_{n=0}^{\infty} \frac{b^{n} z^{n}}{a^{n+1}}, \quad a>b>o
$$

then (2.5) leads to the integral evaluation

$$
\int_{0}^{2 \pi}\left[a^{2}+b^{2}-2 a b \cos \theta\right]^{-1} d \theta=\frac{2 \pi}{a^{2}-b^{2}}
$$

Hence, if $c>d>0$, we get

$$
\begin{equation*}
\int_{0}^{2 \pi}(c-d \cos \theta)^{-1} d \theta=\frac{2 \pi}{\left(c^{2}-d^{2}\right)^{1 / 2}} \tag{2.6}
\end{equation*}
$$

For the qip (1.4), it is easy to show that

$$
\begin{equation*}
f(x)_{p}{ }^{\circ}{ }_{q} g(y)=\sum_{n=0}^{\infty} a_{n q} b_{n p} x^{n q} y^{n p} \tag{2.7}
\end{equation*}
$$

and the right member of this is analytic if $x, y \in D$. The properties (ii)-(iv) of Theorem 2.2 as well as the nonassociativity (2.1) are applicable to the qip $p^{\circ} q$. We note that the commutative law fails for this qip but we do have the relation

One also obtains somewhat more general results than ones such as (1.3) or (2.6) for (1.1). In fact, a straightforward calculation shows that

$$
\begin{equation*}
\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{k i \theta} f\left(x e^{p i \theta}\right) g\left(y e^{-q i \theta}\right) d \theta=\sum_{\substack{m, n \geqq 0 \\ m q-n p=k}} a_{n} b_{m} x^{n} y^{m}, \quad k \geqq 1 \tag{2.8}
\end{equation*}
$$

Suppose that $m_{0}, n_{0}$ are the least nonnegative integer values of $m, n$ such that $m q-n p$ $=k$. Then we take $m=l p+m_{0}, n=l q+n_{0}, l=0,1,2, \cdots$ for this Diophantine equation. The relation (2.8) becomes

$$
\begin{equation*}
\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{k i \theta} f\left(x e^{p i \theta}\right) g\left(y e^{-q i \theta}\right) d \theta=\sum_{l=0}^{\infty} a_{l q+n_{0}} b_{l p+m_{0}} x^{l q+n_{0}} y^{l p+m_{0}} . \tag{2.9}
\end{equation*}
$$

If we desire a formula analogous to (1.3), select $m_{0}=j$ and $n_{0}=0$ in (2.9); then $k$ is required to have the value $q \cdot m_{0}$ in the left member of (2.9).
3. The hypergeometric functions. Let $\alpha$ and $\beta$ denote a pair of vectors with $\alpha=\left(\alpha_{1}, \cdots, \alpha_{p_{1}}\right), \beta=\left(\beta_{1}, \cdots, \beta_{q_{1}}\right)$ where the $\alpha_{i}$ and $\beta_{j}$ are real, $q_{1}+1 \geqq p_{1}$, and $\beta_{j}>0$ for $j=1, \cdots, q_{1}$. Let $(\alpha)_{n}=\prod_{i=1}^{p_{1}}\left(\alpha_{i}\right)_{n}$ where $\left(\alpha_{i}\right)_{n}=\alpha_{i}\left(\alpha_{i}+1\right) \cdots\left(\alpha_{i}+n-1\right)$. Then we can express the generalized hypergeometric function ${ }_{p_{1}} F_{q_{1}}\left(\alpha_{1}, \cdots, \alpha_{p_{1}} ; \beta_{1}, \cdots, \beta_{q_{1}} ; z\right)$ in the form

$$
\begin{equation*}
{ }_{p_{1}} F_{q_{1}}(\alpha ; \beta ; z)=\sum_{n=0}^{\infty} \frac{(\alpha)_{n}}{(\beta)_{n}} \frac{z^{n}}{n!} . \tag{3.1}
\end{equation*}
$$

Next, suppose $\gamma$ and $\delta$ are a second pair of vectors analogous to $\alpha$ and $\beta$ having $p_{2}$ and $q_{2}$ components, respectively, with $q_{2}+1 \geqq p_{2}$. Denote the concatenated vector ( $\alpha_{1}, \cdots, \alpha_{p_{1},}, \gamma_{1}, \cdots, \gamma_{p_{2}}$ ) of length $p_{1}+p_{2}$ by $\alpha \oplus \gamma$. It follows from (3.1) and (1.1) that if $|x|<1,|y|<1$, then

$$
\begin{align*}
& p_{p_{1}+p_{2}} F_{q_{1}+q_{2}+1}(\alpha \oplus \gamma ; \beta \oplus \delta \oplus 1 ; x y)  \tag{3.2}\\
& \quad={ }_{p_{1}} F_{q_{1}}(\alpha ; \beta ; x){ }_{p_{2}} F_{q_{2}}(\gamma ; \delta ; y) \\
& \quad=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi}{ }_{p_{1}} F_{q_{1}}\left(\alpha ; \beta ; x e^{i \theta}\right)_{p_{2}} F_{q_{2}}\left(\gamma ; \delta ; y e^{-i \theta}\right) d \theta .
\end{align*}
$$

In the following, we develop integrals and related results for some special cases of (3.2). To avoid lengthy details, we will not reduce all integrands obtained in real form. In the last example, we will make use of the qip ${ }_{1}{ }^{\circ}$. For our purposes, we require the following:
(a) ${ }_{0} F_{0}(-;-; z)=e^{z}$,
(b) ${ }_{1} F_{0}(\alpha ;-; z)=(1-z)^{-\alpha}=\sum_{n=0}^{\infty} \frac{(\alpha)_{n}}{n!} z^{n}$,
(c) ${ }_{1} F_{1}(1 ; c ; z)=\sum_{n=0}^{\infty} \frac{z^{n}}{(c)_{n}}, \quad c>0$.
I. The standard Bessel functions. In the introduction, we indicated how to use (1.3). To obtain analogous but slightly more general forms for the $J_{\nu}$ 's, $\nu$ a nonnegative integer, suppose we select $j=\nu, f(x)=e^{\lambda^{2} x}(\lambda>0)$, and $g(x)=e^{-x}$ in (1.3). Then that formula yields

$$
\begin{aligned}
\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{\nu i \theta} e^{\lambda^{2} x e^{i \theta}} e^{-x e^{-i \theta}} d \theta & =\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{\left(\lambda^{2}-1\right) x \cos \theta} \cos \left[\left(\nu \theta+\left(\lambda^{2}+1\right) x \sin \theta\right)\right] d \theta \\
& =(-1)^{\nu} \lambda^{-\nu} J_{\nu}(2 \lambda x)
\end{aligned}
$$

or

$$
\begin{equation*}
J_{\nu}(2 \lambda x)=\frac{(-1)^{\nu} \lambda^{\nu}}{2 \pi} \int_{0}^{2 \pi} e^{\left(\lambda^{2}-1\right) x \cos \theta} \cos \left[\nu \theta+\left(\lambda^{2}+1\right) x \sin \theta\right] d \theta \tag{3.4}
\end{equation*}
$$

It is useful to compare the above derivation of the integral for $J_{\nu}(2 \lambda x)$ with the standard one starting with the generating function for the Bessel functions.
II. $A{ }_{2} F_{1}$ function. Suppose we select $f(z)=(1-z)^{-\alpha}, g(z)=(1-z)^{-\beta}, \alpha>0$, $\beta>0$. Then for $|z|<1$, we have, by (3.3b)

$$
\begin{align*}
f(z) \circ g(z) & =\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi}\left(1-z e^{i \theta}\right)^{-\alpha}\left(1-z e^{-i \theta}\right)^{-\beta} d \theta  \tag{3.5}\\
& ={ }_{2} F_{1}\left(\alpha, \beta ; 1 ; z^{2}\right)
\end{align*}
$$

The integral in this can be expressed in the form

$$
\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} \frac{\cos (\beta-\alpha) \phi}{\left[1-2 z \cos \theta+z^{2}\right]^{(\alpha+\beta) / 2}} d \theta
$$

with

$$
\phi=\tan ^{-1}\left(\frac{z \sin \theta}{1-z \cos \theta}\right) \quad \text { if } z \text { is real. }
$$

III. $A$ definite integral involving ultraspherical polynomials. Let $\alpha=\beta$ in (3.5). Then, for $|z|<1$,

$$
\left(1-z e^{i \theta}\right)^{-\alpha}\left(1-z e^{-i \theta}\right)^{-\alpha}=\left(1-2 z \cos \theta+z^{2}\right)^{-\alpha}
$$

this last being a generating function for the ultraspherical polynomials $P_{n}^{\alpha}(\cos \theta)$ [10]. Hence

$$
\begin{align*}
f(z) \circ g(z) & =\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi}\left(1-2 z \cos \theta+z^{2}\right)^{-\alpha} d \theta \\
& =\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi}\left(\sum_{n=0}^{\infty} P_{n}^{\alpha}(\cos \theta) z^{n}\right) d \theta  \tag{3.6}\\
& =\sum_{n=0}^{\infty} z^{n}\left(\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} P_{n}^{\alpha}(\cos \theta) d \theta\right)
\end{align*}
$$

But from (3.5) with $\beta=\alpha$, we have

$$
\begin{equation*}
f(z) \circ g(z)={ }_{2} F_{1}\left(\alpha, \alpha ; 1 ; z^{2}\right)=\sum_{n=0}^{\infty} \frac{\left[(\alpha)_{n}\right]^{2}}{(n!)^{2}} z^{2 n} . \tag{3.7}
\end{equation*}
$$

Comparing the right member of (3.6) with the right member of (3.7), we obtain the familiar integral evaluation ([10])

$$
\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} P_{n}^{\alpha}(\cos \theta) d \theta= \begin{cases}0, & n \text { odd }  \tag{3.8}\\ \left(\frac{(\alpha)_{m}}{m!}\right)^{2}, & n=2 m\end{cases}
$$

The choice $\alpha=\frac{1}{2}$ in (3.8) gives the result for Legendre polynomials. We note the economy in obtaining (3.8) using $\circ$ as compared with standard techniques.
IV. $A_{1} F_{1}$ type transformation. From (3.3b, c), the reader can verify that

$$
\begin{equation*}
{ }_{1} F_{1}(1 ; c ; x){ }_{1}{ }_{1} F_{0}(\alpha ;-; y)={ }_{1} F_{1}(\alpha ; c ; x y) . \tag{3.9}
\end{equation*}
$$

Now ${ }_{1} F_{1}(1 ; c ; x)$ is entire and ${ }_{1} F_{0}(\alpha ;-; y)$ is analytic with $R=1$. Theorem 2.1 shows that ${ }_{1} F_{1}(\alpha ; c ; x y)$ is entire in $x y$ if $|y|<1$.
V. $A{ }_{p}{ }^{\circ}{ }_{q}$ example. If we select $f(x)=e^{x}$ and $g(y)=(1-y)^{-\alpha}$, then it follows by (2.7) that

$$
\begin{aligned}
f(x)_{1}{ }_{2} 2 g(y) & =\sum_{n=0}^{\infty} \frac{1}{(2 n)!} \frac{(\alpha)_{n}}{n!} x^{2 n} y^{n} \\
& ={ }_{1} F_{2}\left(\alpha ; \frac{1}{2}, 1 ; \frac{x^{2} y}{4}\right) \\
& =\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{x e^{i \theta}}\left(1-y e^{-2 i \theta}\right)^{-\alpha} d \theta
\end{aligned}
$$

4. Generating functions. Quasi inner products, when used in conjunction with generating functions, are convenient for developing results for special functions. This is particularly true when the generating function is of exponential type and the Euler relations can be called upon to express integrals in a real form. In the following, we apply (1.1) and (1.4) to various generating functions to derive integral representations for certain infinite sums of products of special polynomials. We include cases that involve the Hermite, the generalized Hermite, and the ultraspherical polynomials. One example is given, without detailed development, that involves products of two different types of polynomials. Since these generating functions contain both variables and parameters, it will be necessary to distinguish which variable or parameter multiplies $e^{i \theta}$ or $e^{-i \theta}$ (respectively, $e^{p i \theta}$ or $e^{-q i \theta}$ ) in the choices for $f$ and $g$ in (1.1) (or 1.4). We do this by underscoring the designated variable or parameter.
A. Hermite polynomials. The Hermite polynomials are generated by means of the relation

$$
\begin{equation*}
f(x, t)=e^{2 x t-t^{2}}=\sum_{n=0}^{\infty} \frac{H_{n}(x) t^{n}}{n!} \tag{4.1}
\end{equation*}
$$

If we take $g(x, t)=f(x, t)$, then

$$
\begin{align*}
f(x, \underline{t}) \circ f(x, \underline{t}) & =\sum_{n=0}^{\infty} \frac{\left[H_{n}(x)\right]^{2}}{(n!)^{2}} t^{2 n} \\
& =\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} \exp \left(2 t x e^{i \theta}-t^{2} e^{2 i \theta}\right) \exp \left(2 x t e^{-i \theta}-t^{2} e^{-2 i \theta}\right) d \theta  \tag{4.2}\\
& =\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} \exp \left(4 t x \cos \theta-2 t^{2} \cos 2 \theta\right) d \theta
\end{align*}
$$

Similarly, the quasi inner product $f(x, \underline{t}) \circ f(y, \underline{t})$ leads to the relationship

$$
\begin{align*}
\sum_{n=0}^{\infty} & \frac{H_{n}(x) H_{n}(y)}{(n!)^{2}} t^{2 n}  \tag{4.3}\\
& =\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} \exp \left(2 t(x+y) \cos \theta-2 t^{2} \cos 2 \theta\right) \cos [2 t(x-y) \sin \theta] d \theta
\end{align*}
$$

We note that (4.3) reduces to (4.2) when $y=x$.
B. The generalized Hermite polynomials. The generalized Hermite polynomials $g_{n}^{p}(x)$ are generated by the relation

$$
\begin{equation*}
f(x, t)=\exp \left(p x t-t^{p}\right)=\sum_{n=0}^{\infty} \frac{1}{n!} g_{n}^{p}(x) t^{n} \tag{4.4}
\end{equation*}
$$

(see [7], also [2]). Using a calculation as in A above, we get

$$
\begin{align*}
f(x, \underline{t}) \circ f(x, \underline{t}) & =\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} \exp \left(2 p x t \cos \theta-2 t^{p} \cos p \theta\right) d \theta \\
& =\sum_{n=0}^{\infty} \frac{\left\{g_{n}^{p}(x)\right\}^{2}}{(n!)^{2}} t^{2 n} \tag{4.5}
\end{align*}
$$

One can similarly obtain a formula analogous to (4.3).
C. Ultraspherical polynomials. We refered to these earlier and have, in fact

$$
\begin{equation*}
f(x, t)=\left(1-2 x t+t^{2}\right)^{-\lambda}=\sum_{n=0}^{\infty} P_{n}^{\lambda}(x) t^{n} \tag{4.6}
\end{equation*}
$$

with $|t|<1$ and $\lambda>0$. Forming $f(x, \underline{t}) \circ f(x, \underline{t})$, we get

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left[P_{n}^{\lambda}(x)\right]^{2} t^{2 n}=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi}\left[1+4 x^{2} t^{2}-4 x t\left(1+t^{2}\right) \cos \theta+2 t^{2} \cos 2 \theta\right]^{-\lambda} d \theta \tag{4.7}
\end{equation*}
$$

D. Hermite polynomials using ${ }_{1}^{\circ}{ }_{2}$. Suppose we again select $f(x, t)$ as in A above. Then

$$
\begin{align*}
f(x, \underline{t})_{1}{ }_{2}{ }_{2} f(x, \underline{t})= & \sum_{n=0}^{\infty} \frac{H_{n}(x) H_{2 n}(x)}{n!(2 n)!} t^{3 n} \\
= & \frac{1}{2 \pi} \cdot \int_{0}^{2 \pi}  \tag{4.8}\\
& \exp \left(2 x t \cos \theta+\left(2 x t-t^{2}\right) \cos 2 \theta-t^{2} \cos 4 \theta\right) \\
& \cdot \cos \left[2 x t \sin \theta-\left(t^{2}+2 x t\right) \sin 2 \theta-t^{2} \sin 4 \theta\right] d \theta .
\end{align*}
$$

Finally, it should be observed that one can use qip's to compose generating functions for different types of polynomials to construct examples involving mixed products. For example, if we select $f(x, t)$ as in A above and select

$$
g(x, t)=e^{x t} \cosh \left(t \sqrt{x^{2}-1}\right)=\sum_{n=0}^{\infty} \frac{T_{n}(x)}{n!} t^{n}
$$

in which $T_{n}(x)$ denotes a Chebyshev polynomial of degree $n$ (see [10]), then $f(x, \underline{t}) \circ g(x, \underline{t})$ leads to the relation

$$
\sum_{n=0}^{\infty} \frac{H_{n}(x) T_{n}(x)}{n!n!} t^{2 n}=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} \exp \left(3 x t \cos \theta-t^{2} \cos 2 \theta\right) h(x, t, \theta) d \theta
$$

with

$$
h(x, t, \theta)=\cos \alpha \cos \beta \cosh \gamma+\sin \alpha \sin \beta \sinh \gamma
$$

where

$$
\begin{aligned}
\alpha & =x t \sin \theta-t^{2} \sin 2 \theta \\
\beta & =t \sqrt{x^{2}-1} \sin \theta \\
\gamma & =t \sqrt{x^{2}-1} \cos \theta
\end{aligned}
$$

5. Some further relations. In the following, we first apply (1.1) and (1.4) to obtain transformations on the Lerch transcendent function. We then consider certain generalizations of integrals of the type involved in (1.1) and (1.4) that involve three functions. This will lead to some results on Bessel functions and some integral evaluations for Fourier coefficients.
A. The Lerch transcendent function. This function is defined by the series

$$
\begin{equation*}
\Phi(z, s, \alpha)=\sum_{n=0}^{\infty}(\alpha+n)^{-s} z^{n}, \quad|z|<1 \tag{5.1}
\end{equation*}
$$

For our purposes, we assume that $s>1$ and $\alpha \geqq 1$. Then the series in (5.1) converges when $|z|=1$. It follows that if $|x| \leqq 1,|y| \leqq 1$, then

$$
\begin{equation*}
\Phi\left(x, s_{1}, \alpha\right) \circ \Phi\left(y, s_{2}, \alpha\right)=\Phi\left(x y, s_{1}+s_{2}, \alpha\right) \quad \text { for } s_{1}, s_{2}>1 \tag{5.2}
\end{equation*}
$$

For the choice $\alpha=1$ and $s_{1}=s_{2}=s$, this becomes

$$
\begin{equation*}
\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} \Phi\left(e^{i \theta}, s, 1\right) \Phi\left(e^{-i \theta}, s, 1\right) d \theta=\zeta(2 s) \tag{5.3}
\end{equation*}
$$

where $\zeta(-)$ denotes the Riemann zeta function. For $\lambda \geqq 1$ and $(p, q)=1$, we also have

$$
\begin{aligned}
& \Phi\left(x, s_{1}, \lambda q\right)_{p}{ }^{\circ} q \\
& \\
& \\
&\left(y, s_{2}, \lambda p\right)=\sum_{n=0}^{\infty}\left\{\frac{1}{(n q+\lambda q)} s_{1} \frac{1}{(n p+\lambda p)} s_{2}\right\} x^{n q} y^{n p} \\
&=\frac{1}{q^{s_{1}} p^{s_{2}}} \sum_{n=0}^{\infty}\left\{\frac{1}{(n+\lambda)}\left(s_{1}+s_{2}\right)\right\}\left(x^{q} y^{p}\right)^{n}
\end{aligned}
$$

or

$$
\begin{equation*}
\Phi\left(x, s_{1}, \lambda q\right)_{p^{\circ}{ }_{q}} \Phi\left(y, s_{2}, \lambda p\right)=\frac{1}{q^{s_{1}} p^{s_{2}}} \Phi\left(x^{q} y^{p}, s_{1}+s_{2}, \lambda\right) . \tag{5.4}
\end{equation*}
$$

B. Some generalizations. Let $f(z), g(z)$, and $h(z)$ be analytic in $D$ and consider the integral

$$
\begin{equation*}
I=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi}\left[f\left(x e^{p i \theta}\right) g\left(y e^{ \pm q i \theta}\right) h\left(z e^{-r i \theta}\right)\right] d \theta \tag{5.5}
\end{equation*}
$$

where $f$ and $g$ have expansions as in the introduction and $h(z)=\sum_{n=0}^{\infty} c_{n} z^{n}$. Then, by replacing $f, g$, and $h$ in $I$ by their expansions, we obtain

$$
\begin{equation*}
I=\sum_{j, k, l=0}^{\infty} a_{j} b_{k} c_{l} x^{j} y^{k} z^{\prime} \frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{i(p j \pm q k-r l) \theta} d \theta \tag{5.6}
\end{equation*}
$$

The integrals in this sum vanish unless the summation indices satisfy the following Diophantine equation:

$$
\begin{equation*}
p j \pm q k-r l=0, \quad j, k, l \geqq 0 \tag{5.7}
\end{equation*}
$$

If one is able to solve for, say, the values of $l$ in terms of the set of values for $j$ and $k$, then the triple sum in (5.6) reduces to a double sum. If a partial summation can be carried out on this resulting double sum, then we can use (5.6) along with (5.5) to obtain further integral relations or evaluations for sums of special functions.

To avoid the complications of solving a general linear Diophantine equation, such as (5.7), in this paper we consider some specific choices for $p, q, r$. Suppose we first select $p=q=r=1$ and use the minus sign preceding the $q$ in (5.7). Then we get $j=k+l$ so that (5.6) becomes

$$
\begin{equation*}
I=\sum_{k, l=0}^{\infty} a_{k+l} b_{k} c_{l} x^{k+l} y^{k} z^{l} . \tag{5.8}
\end{equation*}
$$

As an interesting special case of (5.8), suppose we choose $f(z)=g(z)=h(z)=e^{z}$. Then the double sum $I$, with $x=y=z$, becomes

$$
\begin{equation*}
I=\sum_{k=0}^{\infty}\left(\sum_{l=0}^{\infty} \frac{1}{l!(l+k)!} z^{2 l+k}\right) \frac{z^{k}}{k!}=\sum_{k=0}^{\infty} \frac{z^{k}}{k!} I_{k}(2 z) . \tag{5.9}
\end{equation*}
$$

By reducing the integral in (5.5) to real form in $\theta$ using this choice of functions, we finally get

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{z^{k} I_{k}(2 z)}{k!}=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{3 z \cos \theta} \cos (z \sin \theta) d \theta \tag{5.10}
\end{equation*}
$$

One can also use this method with $p=q=r=1$ and a plus sign in front of the $q$ in (5.7) to deduce

$$
\begin{equation*}
\sum_{l=0}^{\infty} \frac{(-1)^{l} t^{l}}{l!} J_{l}(2 x)=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{-t \cos \theta} \cos [(2 x+t) \sin \theta] d \theta \tag{5.11}
\end{equation*}
$$

As a final example, suppose we select $f(x)=e^{x}, g(y)=h(y)=(1-y)^{-\lambda}$ and $p=q$ $=r=1$ with a plus sign preceding the $q$ in (5.7). The sum in (5.6) reduces to

$$
\begin{align*}
I & =\sum_{j, k=0}^{\infty} \frac{1}{j!} \frac{(\lambda)_{k}}{k!} \frac{(\lambda)_{j+k}}{(k+j)!} x^{j} y^{2 k+j} \quad \quad \quad(\text { by }(4.5 \mathrm{~b})) \\
& =\sum_{j=0}^{\infty} \frac{(x y)^{j}}{j!} \frac{(\lambda)_{j}}{(1)_{j}} \quad\left(\sum_{k=0}^{\infty} \frac{(\lambda)_{k}(\lambda+j)_{k}}{k!(1+j)_{k}} y^{2 k}\right)  \tag{5.12}\\
& =\frac{1}{\Gamma(\lambda)} \sum_{j=0}^{\infty} \frac{\Gamma(\lambda+j)(x y)^{j}}{(j!)^{2}}{ }_{2} F_{1}\left(\lambda, \lambda+j ; 1+j ; y^{2}\right),
\end{align*}
$$

where $\Gamma(-)$ denotes the usual gamma function. Further, since $g\left(y e^{i \theta}\right) h\left(y e^{-i \theta}\right)=$ $\left(1-2 y \cos \theta+y^{2}\right)^{-\lambda}$, the corresponding integral (5.5) with integrand in real form in $\theta$ becomes

$$
\begin{equation*}
I=\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} \frac{e^{x \cos \theta} \cos (x \sin \theta)}{\left(1-2 y \cos \theta+y^{2}\right)^{\lambda}} d \theta \tag{5.13}
\end{equation*}
$$

Now, select $\lambda=1$. Then $\Gamma(\lambda+j)=j$ ! and ${ }_{2} F_{1}\left(\lambda, \lambda+j ; 1+j ; y^{2}\right)=1 /\left(1-y^{2}\right)$. The equality of (5.12) and (5.13) leads to the relation

$$
\begin{equation*}
\frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} \frac{e^{x \cos \theta} \cos (x \sin \theta)\left(1-y^{2}\right)}{\left(1-2 y \cos \theta+y^{2}\right)} d \theta=e^{x y} \tag{5.14}
\end{equation*}
$$

The expansion of both sides of this in powers of $y$ and a comparison of their corresponding coefficients yields the following integral evaluations:

$$
\begin{align*}
& \frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{x \cos \theta} \cos (x \sin \theta) d \theta=1 \\
& \frac{1}{2 \pi} \cdot \int_{0}^{2 \pi} e^{x \cos \theta} \cos (x \sin \theta) \cos n \theta d \theta=\frac{x^{n}}{n!}, \quad n \geqq 1 . \tag{5.15}
\end{align*}
$$
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#### Abstract

The Area Theorem and coefficient inequalities for univalent functions are used to derive inequality constraints on the accessory parameters in the Schwarz-Christoffel formula for the conformal mapping of the unit disk onto the interior or onto the exterior of a polygon. The constraints restrict the choice of prevertices and are necessary for the univalence of the mapping. The conditions are explicit, easy to compute and are applicable to the numerical computation of the Schwarz-Christoffel map. The relative effectiveness of the constraints is illustrated by elementary examples.
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1. Introduction. In general it is very difficult to determine $z_{k}=e^{i \theta_{k}}(k=1, \cdots, N)$, the prevertices (accessory parameters), in the Schwarz-Christoffel formula,

$$
\begin{align*}
& f(z)=C \int_{0}^{z} \prod_{k=1}^{N}\left(\zeta-z_{k}\right)^{-\beta_{k}} d \zeta+f(0),  \tag{1.1}\\
& \theta_{1}<\theta_{2}<\cdots<\theta_{N}<\theta_{1}+2 \pi, \quad-1 \leqq \beta_{k} \leqq 3, \quad \sum_{k=1}^{N} \beta_{k}=2, \tag{1.2}
\end{align*}
$$

for the conformal map of the unit disk $E=\{z:|z|<1\}$ onto the interior of a polygon $P$ with interior angles $\pi\left(1-\beta_{k}\right)$ at the vertices $w_{k}=f\left(z_{k}\right), k=1, \cdots, N$. When $-1 \leqq \beta_{k}<1$ the vertex $w_{k}$ is finite and $\pi \beta_{k}$ measures the turning of the tangent at $w_{k}$ as the boundary of $P$ is traversed in a counterclockwise direction. Vertices at $\infty$ correspond to the $\beta_{k}$ with $1 \leqq \beta_{k} \leqq 3$ and the usual interpretation of interior and exterior angle at such a vertex [2, Thm. 5.12 e], [6, p. 83].

It is well known that formula (1.1) forces the image of the unit circle, $f(|z|=1)$, to be a polygonal path with vertices $w_{k}=f\left(z_{k}\right)$ and the specified exterior angles $\pi \beta_{k}$ at each vertex. The main difficulty in applying (1.1) is the choosing of $C$ and the prevertices so that $f$ will be univalent in $E$ and $P$ will have the correct side lengths (see [6, pp. 83-84]).

In this note we use results from univalent function theory to derive inequality constraints on the prevertices that are necessary for $f$ in (1.1) to be univalent in $E$. We also give analogous conditions for the Schwarz-Christoffel mapping of $E$ onto the exterior of a polygon. The accessory parameter problem is the most difficult and time consuming task in the numerical computation of the Schwarz-Christoffel transformation [6]. Although our results are extremely elementary, they provide explicit, computable constraints on the choice of accessory parameters.

[^20]2. The interior mapping. Since $z_{k} \bar{z}_{k}=1$ in (1.1) we may rewrite that formula as
\[

$$
\begin{equation*}
f(z)=C \int_{0}^{z} \prod_{k=1}^{N}\left(1-\zeta \bar{z}_{k}\right)^{-\beta_{k}} d \zeta+f(0) \tag{2.1}
\end{equation*}
$$

\]

with a new constant $C$. Our necessary conditions for univalence of $f$ involve the weighted power sums

$$
\begin{equation*}
s_{n}=\sum_{k=1}^{N} \beta_{k} \bar{z}_{k}^{n+1}, \quad n=0,1, \cdots \tag{2.2}
\end{equation*}
$$

that appear as the Taylor coefficients in

$$
\begin{equation*}
\frac{f^{\prime \prime}(z)}{f^{\prime}(z)}=\sum_{k=1}^{N} \frac{\beta_{k} \bar{z}_{k}}{1-z \bar{z}_{k}}=\sum_{n=0}^{\infty} s_{n} z^{n}, \quad z \in E . \tag{2.3}
\end{equation*}
$$

Note that (2.3) is independent of $f(0)$ and the scale factor $C=f^{\prime}(0)$. Indeed, if $f(z)$ is univalent in $E$ then

$$
\begin{equation*}
F(z)=\frac{f(z)-f(0)}{C}=z+\sum_{n=2}^{\infty} a_{n} z^{n}, \quad z \in E, \tag{2.4}
\end{equation*}
$$

belongs to the class $S$ of normalized univalent functions and

$$
\begin{equation*}
\frac{F^{\prime \prime}(z)}{F^{\prime}(z)}=\frac{f^{\prime \prime}(z)}{f^{\prime}(z)}=\sum_{n=0}^{\infty} s_{n} z^{n}, \quad z \in E . \tag{2.5}
\end{equation*}
$$

Theorem 1. Let $z_{k}=e^{i \theta_{k}}$ and $\beta_{k}(k=1, \cdots, N)$ be given subject to conditions (1.2). If the function $f(z)$ defined by (2.1) is univalent in $E$ then

$$
\begin{align*}
& \left|s_{0}\right|=\left|\sum_{k=1}^{N} \beta_{k} z_{k}\right| \leqq 4,  \tag{2.6}\\
& \left|s_{1}+s_{0}^{2}\right|=\left|\sum_{k=1}^{N} \beta_{k} z_{k}^{2}+\left(\sum_{k=1}^{N} \beta_{k} z_{k}\right)^{2}\right| \leqq 18 \tag{2.7}
\end{align*}
$$

and

$$
\begin{equation*}
\left|s_{1}-\frac{1}{2} s_{0}^{2}\right|=\left|\sum_{k=1}^{N} \beta_{k} z_{k}^{2}-\frac{1}{2}\left(\sum_{k=1}^{N} \beta_{k} z_{k}\right)^{2}\right| \leqq 6 \tag{2.8}
\end{equation*}
$$

Proof. Using the series expansion (2.4) in (2.5) we have

$$
\sum_{n=0}^{\infty}(n+1)(n+2) a_{n+2} z^{n}=\left(1+\sum_{n=1}^{\infty}(n+1) a_{n+1} z^{n}\right) \sum_{n=0}^{\infty} s_{n} z^{n}
$$

and the system

$$
\begin{equation*}
(n+1)(n+2) a_{n+2}=s_{n}+\sum_{k=1}^{n}(k+1) a_{k+1} s_{n-k}, \quad n=0,1, \cdots, \tag{2.9}
\end{equation*}
$$

which can be solved recursively to express $a_{n}$ in terms of the $s_{k}(k \leqq n-2)$. The first two formulas are

$$
\begin{equation*}
2 a_{2}=s_{0}, \quad 6 a_{3}=s_{1}+s_{0}^{2} . \tag{2.10}
\end{equation*}
$$

If $f$ is univalent in $E$ then $F$ belongs to $S$ and therefore

$$
\begin{equation*}
\left|a_{2}\right| \leqq 2, \quad\left|a_{3}\right| \leqq 3, \quad\left|a_{3}-a_{2}^{2}\right| \leqq 1, \tag{2.11}
\end{equation*}
$$

[5, p. 213], [1, p. 94], which with (2.10) give (2.6), (2.7), and (2.8) respectively.
Clearly one can continue the foregoing method of proof with (2.9) and the sharp coefficient bounds $\left|a_{n}\right| \leqq n[7]$ to extend (2.6)-(2.8) to an infinite sequence of conditions on the $s_{n}$ necessary for $f$ to be univalent. Our second example below shows that (2.8) is more sensitive to nonunivalence of $f$ than either (2.6) or (2.7). Note that $\left|a_{3}-a_{2}^{2}\right| \leqq 1$ is simply the inequality $\left|b_{1}\right| \leqq 1$, obtained by applying the area theorem, $\sum_{n=1}^{\infty} n\left|b_{n}\right|^{2} \leqq 1[5$, p. 210] to

$$
\begin{equation*}
\frac{1}{F(z)}=\frac{1}{z}+b_{0}+b_{1} z+\cdots \tag{2.12}
\end{equation*}
$$

Thus it may be more fruitful to use the series expansion (2.4) in (2.12) to obtain the system

$$
\begin{equation*}
-b_{n}=a_{n+2}+\sum_{k=1}^{n-1} b_{k} a_{n+1-k}, \quad n=0,1, \cdots, \tag{2.13}
\end{equation*}
$$

solve (2.9) and (2.13) recursively to express $b_{n}(n=1, \cdots, m)$ in terms of the $s_{k}$, and then apply the area theorem inequalities $\sum_{n=1}^{m} n\left|b_{n}\right|^{2} \leqq 1, m=1,2, \cdots$.

Example 1. Let $f(z)$ be defined by $(2.1)$ with $N=4,\left(\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}\right)=\left(-\frac{3}{4},-\frac{3}{4}, \frac{3}{4}, \frac{11}{4}\right)$, $z_{1}=(-5+i \sqrt{11}) / 6, z_{2}=\bar{z}_{1}, z_{3}=-i, z_{4}=1$. Then $f$ is not univalent since

$$
\left|\sum_{k=1}^{4} \beta_{k} z_{k}\right|=\left|4-i \frac{3}{4}\right|>4
$$

violating condition (2.6).
Example 2. Let $f(z)$ be defined by (2.1) with $N=4, \beta_{k}(k=1,2,3,4)$ the same as in Example $1, z_{1}=(-47+i \sqrt{1391}) / 60, z_{2}=\bar{z}_{1}, z_{3}=-i, z_{4}=1$. Then easy calculations show that both (2.6) and (2.7) are satisfied (3.9960 $\ldots$ for (2.6) and $17.521 \ldots$ for (2.7)), but (2.8) is violated (6.470 $\ldots$ is the value of (2.8)).

Remarks. Condition (2.6) is the unit disk version of E. Johnston's condition (3) (with $z_{0}=i$ ) in [3] for the Schwarz-Christoffel mapping of the upper half-plane onto a polygon. We are able to construct nonunivalent examples with only four vertices (rather than six as in [3]) because we permit vertices at $\infty$ with exterior angles as large as $3 \pi$. Our formulation for the unit disk eliminates the need to translate results about the class $S$ from $E$ to the upper half-plane [3, Lemma, p. 702]. Furthermore the weighted power sums $s_{n}$ are easy to compute, and they have a nice geometrical interpretation as moments of a distribution of weights $\beta_{k}\left(-1 \leqq \beta_{k} \leqq 3\right)$, on the unit circle.
3. The exterior mapping. If $g(z)$ is analytic in $0<|z|<1$ with a simple pole at 0 , and if $g$ maps $E$ conformally onto the exterior of a bounded polygon $P$ then $g$ is given by the Schwarz-Christoffel formula

$$
\begin{equation*}
g(z)=C \int_{a}^{z} \prod_{k=1}^{N}\left(1-\zeta \bar{z}_{k}\right)^{-\beta_{k}} \zeta^{-2} d \zeta+C_{1}, \tag{3.1}
\end{equation*}
$$

$z_{k}=e^{i \theta_{k}}, \theta_{1}<\theta_{2}<\cdots<\theta_{N}<\theta_{1}+2 \pi$ and

$$
\begin{equation*}
-1 \leqq \beta_{k}<1, \quad \sum_{k=1}^{N} \beta_{k}=-2, \quad \sum_{k=1}^{N} \beta_{k} \bar{z}_{k}=0, \tag{3.2}
\end{equation*}
$$

[4, p. 331], [2, pp. 413-414]. The points $w_{k}=g\left(z_{k}\right), k=1, \cdots, N$, are the vertices of $P$, and since $g$ reverses the boundary orientation, $\pi \beta_{k}$ measures the turning of the tangent at $w_{k}$ as the boundary of $P$ is traversed in a clockwise direction. The condition $\sum_{k=1}^{N} \beta_{k} \bar{z}_{k}=0$ insures that $g^{\prime}(z)$ has zero residue at the origin and hence that $g(z)$ is single valued. Indeed, if this condition holds then $g(z)$ has the Laurent expansion

$$
\begin{equation*}
g(z)=C\left(-\frac{1}{z}+\sum_{n=0}^{\infty} b_{n} z^{n}\right), \quad 0<|z|<1 \tag{3.3}
\end{equation*}
$$

and

$$
z^{2} g^{\prime}(z)=C \prod_{k=1}^{N}\left(1-z \bar{z}_{k}\right)^{-\beta_{k}}=C\left(1+\sum_{n=1}^{\infty} n b_{n} z^{n+1}\right)
$$

with

$$
\operatorname{Res}\left(g^{\prime}(z) ; 0\right)=C \sum_{k=1}^{N} \beta_{k} \bar{z}_{k}=0
$$

The weighted power sums $s_{n}$ defined by (2.2) now appear as the Taylor coefficients in

$$
\begin{align*}
\frac{\left(z^{2} g^{\prime}(z)\right)^{\prime}}{z^{2} g^{\prime}(z)} & =\sum_{k=1}^{N} \frac{\beta_{k} \bar{z}_{k}}{1-z \bar{z}_{k}}=\sum_{n=1}^{\infty} s_{n} z^{n}  \tag{3.4}\\
& =\left(\sum_{n=1}^{\infty} n(n+1) b_{n} z^{n}\right) /\left(1+\sum_{n=1}^{\infty} n b_{n} z^{n+1}\right), \quad z \in E .
\end{align*}
$$

Theorem 2. Let $z_{k}=e^{i \theta_{k}}$ and $\beta_{k}(k=1, \cdots, N)$ be given satisfying conditions (3.2). If the function $g(z)$ defined by (3.1) is univalent in $E$ then

$$
\begin{equation*}
\left|s_{1}\right|=\left|\sum_{k=1}^{N} \beta_{k} z_{k}^{2}\right| \leqq 2 . \tag{3.5}
\end{equation*}
$$

Proof. Using the series expansions in (3.4) we have $2 b_{1}=s_{1}$ and

$$
\begin{equation*}
n(n+1) b_{n}=s_{n}+\sum_{k=1}^{n-2} k b_{k} s_{n-1-k}, \quad n=2,3, \cdots \tag{3.6}
\end{equation*}
$$

If $g$ is univalent in $E$ then by the area theorem $\sum_{n=1}^{\infty} n\left|b_{n}\right|^{2} \leqq 1$. In particular $\left|b_{1}\right| \leqq 1$ which yields (3.5).

Again it is clear that additional univalence constraints on the $s_{n}$ can be obtained by solving (3.6) recursively for $b_{n}$ in terms of the $s_{k}$ and then applying the area theorem. The process is simpler for the exterior mapping than for the interior mapping where there are two systems, (2.9) and (2.13), to solve.

Example 3. Let $g(z)$ be defined by (3.1) with $N=5,\left(\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}, \beta_{5}\right)=$ $\left(-\frac{9}{10},-\frac{1}{2},-\frac{1}{2},-\frac{9}{10}, \frac{4}{5}\right), z_{1}=\bar{z}_{4}=(4+i \sqrt{65}) / 9, z_{2}=\bar{z}_{3}=i, z_{5}=1$. Then the $\beta_{k}$ and $z_{k}$ satisfy conditions (3.2), but $g$ is not univalent since

$$
b_{1}=\frac{1}{2} \sum_{k=1}^{5} \beta_{k} z_{k}^{2}=1+\frac{4}{9}>1 .
$$
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# CRITICAL VALUES AND REPRESENTATION OF FUNCTIONS BY MEANS OF COMPOSITIONS* 

Y. YOMDIN ${ }^{\dagger}$


#### Abstract

The structure of the set of critical values of a composition of differentiable mappings is studied. On this base some explicit examples of differentiable functions, not representable by compositions of certain types, are given.


The question of a representability of functions of a given class by means of compositions of functions, belonging to some other given classes, has been studied in many publications (see e.g. [1], [2], [3], [4]). The known results on a nonrepresentability are mostly based on considerations of a "massiveness" of corresponding subsets in a suitable functional space. Therefore, showing the existence of nonrepresentable functions, they do not give explicit examples.

In this paper we consider some special question of the above type, which roughly can be formulated as follows: what functions of a given smoothness and a given number of variables can be represented in a form $f=g \circ h$, where $g$ depends on a smaller number of variables than $f$ (and, possibly, has a lower smoothness), while the smoothness of $h$ is higher than the smoothness of $f$.

We find an upper bound for the entropy dimension of the set of critical values of the function, represented in such a form. Using this bound we give the necessary condition for the representability, and some examples of nonrepresentable functions.

The result of Theorem 1 below can be considered as a generalization to the case of composed mappings of the sharp estimates for the entropy dimension of critical values of differentiable mappings, obtained in [6].

Let $f: U \rightarrow R^{m}$ be a continuously differentiable mapping of an open domain $U \subset R^{n}$. For $\gamma \geqq 0$ define the set of " $\gamma$-near-critical" points of $f, \Sigma(f, \gamma)$, by $\Sigma(f, \gamma)=$ $\{x \in U /\|d f(x)\| \leqq \gamma\}$, and let $\Delta(f, \gamma)=f(\Sigma(f, \gamma))$ be the corresponding set of " $\gamma$ -near-critical" values of $f$. The set of critical points $\Sigma(f, 0)$ we denote by $\Sigma(f)$ and the set of critical values $\Delta(f, 0)$ by $\Delta(f)$.

For a compact domain $D \subset R^{n}$ let $C^{k}(D, m)$ denote the space of mappings $f$ : $D \rightarrow R^{m}$, which can be extended to a $k$ times continuously differentiable mapping of some open neighborhood of $D$. For $f \in C^{k}(D, m)$ let

$$
M_{i}(f)=\max _{y \in D}\left\|d^{i} f(y)\right\|, \quad i=0, \cdots, k
$$

(The Euclidean spaces $R^{q}$ and the spaces of their linear and multilinear mappings are considered with the usual Euclidean norms.)

We recall the definition of the entropy dimension: for a bounded subset $A \subset R^{m}$ and $\varepsilon>0$ let $M(\varepsilon, A)$ be the minimal number of balls of radius $\varepsilon$, covering $A$. Then the entropy dimension $\operatorname{dim}_{e} A$ is defined by

$$
\operatorname{dim}_{e} A=\inf \left\{\beta \geqq 0 / \exists K, \forall \varepsilon, 1 \geqq \varepsilon>0, M(\varepsilon, A) \leqq K\left(\frac{1}{\varepsilon}\right)^{\beta}\right\} .
$$

(See e.g. [3], [6] for some properties of $M(\varepsilon, A)$ and of the entropy dimension.)

[^21]Now let $B^{\alpha} \subset R^{n_{\alpha}}$ be closed balls of radii $\rho_{\alpha}$, respectively, $\alpha=1, \cdots, s+1$, and let $f: B^{1} \rightarrow B^{s+1}$ be given as a composition $f=f^{s} \circ f^{s-1} \circ \cdots \circ f^{1}$, where $f^{\alpha}: B^{\alpha} \rightarrow B^{\alpha+1}$, $f^{\alpha} \in C^{k_{\alpha}}\left(B^{\alpha}, n_{\alpha+1}\right), k_{\alpha} \geqq 2, \alpha=1, \cdots, s$.

Below we assume that the dimensions $n_{\alpha}$ do not increase: $n_{1} \geqq n_{2} \geqq \cdots \geqq n_{s} \geqq n_{s+1}$. (The problem of a factorization through lower-dimensional spaces has an essentially different nature.) Without loss of generality we can also assume that $k_{1}>k_{2}>\cdots>k_{s}$. Indeed, one can easily prove that if $k_{2} \geqq k_{1}$ and $n_{1} \geqq n_{2} \geqq n_{3}$, then all the mappings $f: B^{1} \rightarrow B^{3}$, belonging to $C^{k_{1}}\left(B^{1}, n_{3}\right)$, and only these mappings, are representable as $f=f^{2} \circ f^{1}, f^{\alpha}: B^{\alpha} \rightarrow B^{\alpha+1}, f^{\alpha} \in C^{k_{\alpha}}\left(B^{\alpha}, n_{\alpha+1}\right), \alpha=1,2$.

Let $f$ be represented as a superposition of $s$ mappings as above. We call $S=$ ( $n_{1}, k_{1}, n_{2}, k_{2}, \cdots, n_{s}, k_{s}$ ) the diagram of the representation and say that $f$ is representable with the diagram $S$.

For a given diagram $S$ define $\sigma(S)$ as

$$
\frac{n_{1}-n_{2}}{k_{1}-1}+\frac{n_{2}-n_{3}}{k_{2}-1}+\cdots+\frac{n_{s-1}-n_{s}}{k_{s-1}-1}+\frac{n_{s}}{k_{s}-1} .
$$

Theorem 1. If fis representable with the diagram $S$, then

$$
\operatorname{dim}_{e} \Delta(f) \leqq \sigma(S)
$$

Proof. Fix some $\varepsilon>0, \varepsilon \leqq 1$. Below we denote by $K_{j}$ some constants, depending only on the set of data $Q=\left\{\rho_{\alpha}, n_{\alpha}, k_{\alpha}, M_{i}\left(f^{\alpha}\right), \alpha=1, \cdots, s+1, i=0, \cdots, k_{\alpha}\right\}$, but not on $\varepsilon$.

For each $\alpha=1, \cdots, s$ let $r_{\alpha}=\varepsilon^{1 /\left(k_{\alpha}-1\right)}$. Consider in each $B^{\alpha} \subset R^{n_{\alpha}}$ the points with the coordinates of the form $m r_{\alpha} / \sqrt{n_{\alpha}}, m \in Z$, and denote these poins by $x_{\beta}^{\alpha}, 1 \leqq \beta \leqq d_{\alpha}$. The balls $B_{\beta}^{\alpha}$ of the radius $r_{\alpha}$, centered at $x_{\beta}^{\alpha}$, cover $B^{\alpha}$.

Let $P_{\beta}^{\alpha}$ be the Taylor polynomial of order $k_{\alpha}$ of the mapping $f^{\alpha}$ at the point $x_{\beta}^{\alpha}$.
For any $s$-tuple $\left(\beta_{1}, \cdots, \beta_{s}\right), 1 \leqq \beta_{\alpha} \leqq d_{\alpha}$, denote by $P_{\beta_{1}, \cdots, \beta_{s}}$ the polynomial mapping

$$
P_{\beta_{s}}^{s} \circ P_{s-1}^{s-1} \circ \cdots \circ P_{\beta_{1}}^{1}: R^{n_{1}} \rightarrow R^{n_{s+1}} .
$$

We also denote by $D_{\beta_{1}, \cdots, \beta_{s}}$ the set

$$
\left\{x \in B_{\beta_{1}}^{1} / f^{\alpha} \circ f^{\alpha-1} \circ \cdots \circ f^{1}(x) \in B_{\beta_{\alpha+1}}^{\alpha+1}, \alpha=1, \cdots, s-1\right\} .
$$

Lemma 2. For any $s$-tuple $\left(\beta_{1}, \cdots, \beta_{s}\right)$ and for any $x \in D_{\beta_{1}, \cdots, \beta_{s}}$,
(i) $\left\|f(x)-P_{\beta_{1}, \cdots, \beta_{s}}(x)\right\| \leqq K_{1} \varepsilon$,
(ii) $\left\|d f(x)-d P_{\beta_{1}, \cdots, \beta_{s}}(x)\right\| \leqq K_{1} \varepsilon$.

Proof. By induction on $\alpha$. Denote $f^{\alpha} \circ f^{\alpha-1} \circ \ldots \circ f^{1}$ by $F^{\alpha}$, and $P_{\beta_{\alpha}}^{\alpha} \circ \ldots \circ P_{\beta_{1}}^{1}$ by $Q^{\alpha}$ and assume that (i) and (ii) are satisfied for $F^{\alpha-1}, Q^{\alpha-1}$ with the constant $K_{1}^{\alpha}$.

By the choice of $r_{\alpha}$ and by the Taylor formula we have for any $y \in B_{\beta_{\alpha}}^{\alpha}$ :

$$
\begin{aligned}
& \left\|f^{\alpha}(y)-P_{\beta_{\alpha}}^{\alpha}(y)\right\| \leqq K_{2} r_{\alpha}^{k}=K_{2} \varepsilon^{k_{\alpha}\left(k_{\alpha}-1\right)} \leqq K_{2} \varepsilon, \\
& \left\|d f^{\alpha}(y)-d P_{\beta_{\alpha}}^{\alpha}\right\| \leqq K_{3} r_{\alpha}^{k_{\alpha}-1}=K_{3} \varepsilon .
\end{aligned}
$$

Now denote $F^{\alpha-1}(x)$ by $y_{1}, Q^{\alpha-1}(x)$ by $y_{2}$. Since $x \in D_{\beta_{1}, \cdots, \beta_{s}}, y_{1} \in B_{\beta_{\alpha}}^{\alpha}$. We have:

$$
\begin{aligned}
\left\|F^{\alpha}(x)-Q^{\alpha}(x)\right\| & =\left\|f^{\alpha}\left(y_{1}\right)-P_{\beta_{\alpha}}^{\alpha}\left(y_{2}\right)\right\| \\
& \leqq\left\|f^{\alpha}\left(y_{1}\right)-P_{\beta_{\alpha}}^{\alpha}\left(y_{1}\right)\right\|+\left\|P_{\beta_{\alpha}}^{\alpha}\left(y_{1}\right)-P_{\beta_{\alpha}}^{\alpha}\left(y_{2}\right)\right\| \\
& \leqq K_{2} \varepsilon+M_{1}\left(P_{\beta_{\alpha}}^{\alpha}\right)\left\|y_{1}-y_{2}\right\| \leqq K_{2} \varepsilon+K_{4} K_{1}^{\alpha-1} \varepsilon=K_{5} \varepsilon .
\end{aligned}
$$

In a similar way, for the first derivatives we have:

$$
\begin{aligned}
\left\|d F^{\alpha}(x)-d Q^{\alpha}(x)\right\|= & \left\|d f^{\alpha}\left(y_{1}\right) \circ d F^{\alpha-1}(x)-d P_{\beta_{\alpha}}^{\alpha}\left(y_{2}\right) \circ d Q^{\alpha-1}(x)\right\| \\
\leqq & \left\|d f^{\alpha}\left(y_{1}\right)-d P_{\beta_{\alpha}}^{\alpha}\left(y_{1}\right)\right\|\left\|d F^{\alpha-1}(x)\right\| \\
& +\left\|d P_{\beta_{\alpha}}^{\alpha}\left(y_{1}\right)\right\|\left\|d F^{\alpha-1}(x)-d Q^{\alpha-1}(x)\right\| \\
& +\left\|d P_{\beta_{\alpha}}^{\alpha}\left(y_{1}\right)-d P_{\beta_{\alpha}}^{\alpha}\left(y_{2}\right)\right\|\left\|d Q^{\alpha-1}(x)\right\| \\
\leqq & K_{3} \varepsilon K_{6}+K_{7} K_{1}^{\alpha-1} \varepsilon+M_{2}\left(P_{\beta_{\alpha}}^{\alpha}\right) K_{1}^{\alpha-1} \varepsilon K_{8}=K_{9} \varepsilon .
\end{aligned}
$$

Denoting $\max \left(K_{5}, K_{9}\right)$ by $K_{1}^{\alpha}$, we obtain the required inequalities, with $K_{1}=K_{1}^{s}$.
For any $s$-tuple $\left(\beta_{1}, \cdots, \beta_{s}\right)$ let $\Sigma_{\beta_{1}, \cdots, \beta_{s}}=\Sigma(f) \cap D_{\beta_{1}, \cdots, \beta_{s}} \subset B^{1}$ and let $\Delta_{\beta_{1}, \cdots, \beta_{s}}=$ $f\left(\Sigma_{\beta_{1}, \cdots, \beta_{s}}\right)$.

Lemma 3. For any $\left(\beta_{1}, \cdots, \beta_{s}\right), \Delta_{\beta_{1}, \cdots, \beta_{s}}$ can be covered by $K_{10}$ balls of radius $\varepsilon$.
Proof. By Lemma 2 ii, $\Sigma_{\beta_{1}, \cdots, \beta_{s}} \subset \Sigma\left(P_{\beta_{1}, \cdots, \beta_{s}}, K_{1} \varepsilon\right)$. By i, $\Delta_{\beta_{1}, \cdots, \beta_{s}}$ is thus contained in a $K_{1} \varepsilon$-neighborhood of $\Delta\left(P_{\beta_{1}, \cdots, \beta,}, K_{1} \varepsilon\right)$. Now by [6, Cor. 2.14], this last set, being the set of near critical values of the polynomial mapping $P_{\beta_{1}, \cdots, \beta_{s}}$ on the ball $B^{1}$ of radius $\rho_{1}$, can be covered by $N$ balls of radius $\rho_{1} K_{1} \varepsilon$, where $N=N\left(n_{1}, n_{s+1}, k_{1} \cdot k_{2} \cdots k_{s}\right)$ depends only on the dimensions $n_{\alpha}$ and on the degrees of differentiability $k_{\alpha}$. Hence $\Delta_{\beta_{1}, \cdots, \beta_{s}}$ can be covered by the same number of balls of radius $\left(\rho_{1}+1\right) K_{1} \varepsilon$, or by $N\left[\sqrt{n_{s+1}}\left(2 \rho_{1}+2\right) K_{1}\right]^{n_{s+1}}=K_{10}$ balls of radius $\varepsilon$.

Of course, all the sets $\Delta_{\beta_{1}, \cdots, \beta_{s}}, 1 \leqq \beta_{\alpha} \leqq d_{\alpha}$, cover $\Delta(f)$. But in fact many of these sets are empty. So to prove Theorem 1 it remains to estimate the number of nonempty $\Delta_{\beta_{1}, \cdots, \beta_{s}}$, which, in turn, does not exceed the number of nonempty $D_{\beta_{1}, \cdots, \beta_{s}}$

Lemma 4. Let $\beta_{1}, \cdots, \beta_{\alpha-1}$ be fixed, $\alpha=1, \cdots$, s. Then the number of the indices $\beta_{\alpha}$, for which $D_{\beta_{1}, \cdots, \beta_{\alpha-1}, \beta_{\alpha}, \beta_{\alpha+1}, \cdots, \beta_{s}}$ is not empty for some $\beta_{\alpha+1}, \cdots, \beta_{s}$, does not exceed $K_{11}(1 / \varepsilon)^{-n_{\alpha} /\left(k_{\alpha-1}-1\right)+n_{\alpha} /\left(k_{\alpha}-1\right)}\left(\right.$ where $\left.k_{0} \stackrel{\text { def }}{=} \infty\right)$.

Proof. By definition, $D_{\beta_{1}, \cdots, \beta_{s}}=\left\{x \in B_{\beta_{1}}^{1} / F^{\alpha-1}(x) \in B_{\beta_{\alpha}}^{\alpha}, \alpha=1, \cdots, s\right\}$. Hence $F^{\alpha-1}\left(D_{\beta_{1}, \cdots, \beta_{s}}\right) \subset B_{\beta_{\alpha}}^{\alpha} \cap f^{\alpha-1}\left(B_{\beta_{\alpha-1}}^{\alpha-1}\right)$. Now $B_{\beta_{\alpha-1}}^{\alpha-1}$ is a ball of radius $r_{\alpha-1}$, and therefore $f^{\alpha-1}\left(B_{\beta_{\alpha-1}}^{\alpha-1}\right)$ is contained in some ball $B$ in $R^{n_{\alpha}}$ of radius $M_{1}\left(f^{\alpha-1}\right) r_{\alpha-1} \leqq K_{12} r_{\alpha-1}$. But clearly $\boldsymbol{B}$ has nonempty intersection with not more than

$$
\left(2 \sqrt{n_{\alpha}} K_{12} r_{\alpha-1} / r_{\alpha}\right)^{n_{\alpha}}=K_{11}\left(\frac{1}{\varepsilon}\right)^{n_{\alpha} /\left(k_{\alpha}-1\right)-n_{\alpha} /\left(k_{\alpha-1}-1\right)}
$$

balls $B_{\beta}^{\alpha}$.
Thus the number of nonempty $D_{\beta_{1}, \cdots, \beta_{s}}$ is bounded by

$$
K_{11}^{s}\left(\frac{1}{\varepsilon}\right)^{n_{1} /\left(k_{1}-1\right)-n_{2} /\left(k_{1}-1\right)+n_{2} /\left(k_{2}-1\right)-\cdots-n_{s} /\left(k_{s-1}-1\right)+n_{s} /\left(k_{s}-1\right)}=K_{13}\left(\frac{1}{\varepsilon}\right)^{\sigma(S)} .
$$

Since by Lemma 3 each $\Delta_{\beta_{1}, \cdots, \beta_{s}}$ can be covered by $K_{10}$ balls of radius $\varepsilon$, we have $M(\varepsilon, \Delta(f)) \leqq K_{10} K_{13}(1 / \varepsilon)^{\sigma(S)}$. Theorem 1 is proved.

Theorem 1 can be applied to the representability question in the following way: clearly, any mapping $f$, representable with the diagram $S=\left(n_{1}, k_{1}, \cdots, n_{s}, k_{s}\right), n_{1} \geqq n_{2}$ $\geqq \cdots \geqq n_{s}, k_{1}>k_{2}>\cdots>k_{s}$, is at least $k_{s}$-smooth. On the other hand, any $k_{1}$-smooth mapping is representable with the diagram $S$ by the remark above. Hence, the question is nontrivial for mappings $f: B^{1} \rightarrow B^{s+1}$ of smoothness $q, k_{1}>q>k_{s}$.

Now we use the sharp estimate of the entropy dimension of the set of critical values, obtained in [6]. By [6, Thm. 5.6], for any $f \in C^{q}\left(B^{1}, n_{s+1}\right), \operatorname{dim}_{e} \Delta(f) \leqq n_{1} / q$, and for any $\eta<n_{1} / q$ there are mappings $f \in C^{q}\left(B^{1}, n_{s+1}\right)$ with $\operatorname{dim}_{e} \Delta(f)>\eta$. Thus we have the following:

Corollary 5. Let $S$ be a given diagram and let $k_{1}>q>k_{s}$. If $n_{1} / q>\sigma(S)$, then there are mappings $f \in C^{q}\left(B^{1}, n_{s+1}\right)$, not representable with the diagram $S$.

As a criterion of existence of nonrepresentable mappings, Corollary 5 is weaker than the result of Vitushkin, Kolmogorov and Tikhomirov [3], [4]. Indeed, by [3, Thm. XXVII], there are mappings in $C^{q}\left(B_{1}, n_{s+1}\right)$, nonrepresentable with the diagram $S$, if $n_{1} / q>\max _{\alpha}\left(n_{\alpha} / k_{\alpha}\right)$. But easy computations show that always $\delta(S) \geqq \max _{\alpha}\left(n_{\alpha} / k_{\alpha}\right)$, and usually the strict inequality holds.

The reason is that the entropy dimension of critical values of a composition can be greater than that of each of the composed mappings, while the functional dimension of the class of representable mappings (considered in [3], [4]), is equal to the maximal functional dimension of classes, participating in the representation.

But this functional dimension, as an invariant of the whole class, does not allow to find explicit examples of nonrepresentable functions. On the contrary, the entropy dimension of critical values is the invariant of individual mappings, and the mappings with the "big" set of critical values can be built explicitly. Hence in any situation, covered by Corollary 5 , we can find explicit examples of nonrepresentable mappings. In particular, let $B \subset R^{n}$ be the closed unit ball and let $h_{n} \in C^{n-1}(B, 1)$ be the Whitney function (see [5]) with $\Delta(f)=[0,1]$. Since $\operatorname{dim}_{e}[0,1]=1$, we obtain

Corollary 6. $h_{n}$ cannot be represented with the diagram $S=\left(n, k_{1}, n_{2}, k_{2}\right)$, if

$$
\frac{n-n_{2}}{k_{1}-1}+\frac{n_{2}}{k_{2}-1}<1 .
$$

In particular, $h_{10}\left(x_{1}, \cdots, x_{10}\right)$ cannot be written as $h_{10}\left(x_{1}, \cdots, x_{10}\right)=\psi\left(y_{1}, \cdots, y_{5}\right)$, $y_{i}=\psi_{i}\left(x_{1}, \cdots, x_{10}\right), i=1, \cdots, 5$, with $\psi \in C^{7}$ and $\psi_{i} \in C^{32}$.

There is some similarity in the properties of functions representable by means of compositions of smooth functions and maximum functions of smooth families (compare [7]), although the last class contains nondifferentiable functions.

It is interesting whether direct connections between these two classes can be found.
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# POLYNOMIAL ANALOGUES OF PROLATE SPHEROIDAL WAVE FUNCTIONS AND UNCERTAINTY* 

MARCI PERLSTADT ${ }^{\dagger}$


#### Abstract

Slepian, Landau, and Pollak used prolate spheroidal wave functions to demonstrate how nearly "time" and "bandlimited" a square-integrable function can be. In this note we show how their results extend easily to cover orthogonal polynomial expansions. In particular, we study how close a square-integrable function can come to being a polynomial of degree $\leqq L$ and simultaneously to vanishing off some set $\mathscr{A}$.


1. Introduction. Let $f \in L^{2}(\mathbb{R})$ with Fourier transform $\hat{f}$. We say that $f$ is timelimited to the set $\mathscr{A} \subset \mathbb{R}$ if $\chi_{\mathscr{A}} \cdot f=f$ and that $f$ is bandlimited to the set $\mathscr{B} \subset \mathbb{R}$ if $\chi_{\mathscr{R}} \cdot \hat{f}=\hat{f}$ (here $\chi_{\mathscr{A}}, \chi_{\mathscr{R}}$ are the respective characteristic functions of the sets $\mathscr{A}, \mathscr{B}$ ). It is well known that $f$ cannot be simultaneously time and bandlimited and the extend to which $f$ can be "approximately" time and bandlimited has been the subject of many inquiries.

In a remarkable series of papers ([1], [2], [3]) Slepian, Landau, and Pollak demonstrated the key role of the prolate spheroidal wave functions in understanding this problem. The prolate spheroidal wave functions were shown to be the eigenfunctions of the operator that timelimits, then bandlimits, and then again timelimits a function. This interpretation of the prolate spheroidal wave functions led to a very exact picture of the trade-off involved in the time and bandlimiting of functions, including a generalization of the Heisenberg uncertainty principle.

In a recent series of papers ([4], [5], [6], [7]) the notion of "time" and "bandlimiting" was explored for more general "Fourier-type" situations, in particular for expansions in terms of orthogonal polynomials. The operator that "time", then "band", and then "time limits" a function was studied and, for some special cases, an efficient means of determining the eigenfunctions of this operator was given (analogous to the method employed in [1]). The purpose of this note is to take the eigenfunctions generated in this new situation and show that they too enable us to draw an accurate picture of the extent to which functions can be "time" and bandlimited". One should note that the techniques employed in [2] generalize readily to this new situation and thus the real work has already been done. We further remark that many of the properties we will be discussing were shown in [8] for the case of expansions in Legendre polynomials.
2. Background. Let $f$ be a square integrable function with Fourier transform $\hat{f}$. Let $A$ be the operator that timelimits $f$ and let $B$ be the operator that bandlimits $f$, i.e.

$$
A f=f \cdot \chi_{\mathscr{A}}, \quad B \hat{f}=\hat{f} \cdot \chi_{\mathscr{R}} .
$$

Let $F$ and $F^{-1}$ denote the operations of Fourier transform and inverse Fourier transform:

$$
F(f)=\hat{f}, \quad F^{-1}(\hat{f})=f .
$$

The (self-adjoint) operator that time-band-timelimits a function is given by

$$
A F^{-1} B F A=E^{*} E, \quad \text { where } E=B F A
$$

[^22]The operator $E^{*} E$ is a finite convolution integral operator. For the case when $\mathscr{A}=$ $[-T, T]$ and $\mathscr{B}=[-W, W]$,

$$
E^{*} E f(x)=\int_{\mathscr{A}} \frac{\sin W(x-y)}{x-y} f(y) d y, \quad x \in \mathscr{A}
$$

and the eigenfunctions of $E^{*} E$ are the prolate spheroidal wave functions [1].
Extensions of this work to more general "Fourier-type" situations were discussed in [4], [5], [6], [7]. In particular we will consider complete orthogonal families of polynomials $\left\{p_{i}(x) \mid i=0,1,2, \cdots\right\}$ with continuous nonnegative weight functions $w(x)$ on set $\mathscr{C}$. Thus for $f$ square integrable (with respect to $w(x), \mathscr{C}$ ) we can write

$$
f(x)=\sum_{i=0}^{\infty} \hat{f}(i) p_{i}(x), \quad \hat{f}(i)=\left\langle f(x), p_{i}(x)\right\rangle_{w(x), \mathscr{8}}
$$

where the $p_{i}(x)$ 's are suitably normalized and

$$
\langle g, h\rangle_{w(x), \mathscr{E}}=\int_{\mathscr{C}} g(x) h(x) w(x) d x
$$

Our analogues of time and bandlimiting will be given as follows:

$$
\begin{aligned}
& A f=f \cdot \chi_{\mathscr{\infty}} \\
& B \hat{f}(i)= \begin{cases}\hat{f}(i), & i=0,1, \cdots, L, \\
0, & i>L\end{cases}
\end{aligned}
$$

where $\mathscr{A} \subset \mathscr{C}$ has positive measure strictly less than the measure of $\mathscr{C}$, i.e.

$$
\begin{equation*}
0<\int_{\mathscr{A}} w(x) d x<\int_{\mathscr{C}} w(x) d x \tag{2.0}
\end{equation*}
$$

Thus

$$
E^{*} E f(x)=\int_{\mathscr{A}} K_{L}(x, y) f(y) w(y) d y, \quad x \in \mathscr{A}
$$

where

$$
K_{L}(x, y)=\sum_{i=0}^{L} p_{i}(x) p_{i}(y) .
$$

We note that in addition to the time-band-timelimiting operator $E^{*} E$, one can equally well study the band-time-bandlimiting operator $E E^{*}$. This operator is given by the $(L+1) \times(L+1)$ matrix $G$ with entries

$$
G_{i j}=\left\langle p_{i}(x), p_{j}(x)\right\rangle_{w(x), \mathscr{A}}=\int_{\mathscr{A}} p_{i}(x) p_{j}(x) w(x) d x, \quad 0 \leqq i \leqq j \leqq L .
$$

The duality between the operators $E^{*} E$ and $E E^{*}$ is given in Lemma 2.1 below and will be exploited shortly.

Lemma 2.1. If $f$ is an eigenfunction of $E^{*} E=A F^{-1} B F A$ with eigenvalue $\lambda \neq 0$, then $B F f$ is an eigenvector of $E E^{*}=B F A F^{-1} B$ with eigenvalue $\lambda$. Similarly if $\hat{f}$ is an eigenvector of $E E^{*}$ with eigenvalue $\lambda \neq 0$, then $A F^{-1} \hat{f}$ is an eigenfunction of $E^{*} E$ with eigenvalue $\lambda$.

For a proof of Lemma 2.1, see [4].

We also remark that by taking $\mathscr{A} \subset \mathscr{C}$ as in (2.0), we are assured of the existence of a complete orthogonal family of polynomials on $\mathscr{A}$ with respect to $w(x)$. The completeness of polynomials for $L_{w(x), \mathscr{A}}^{2}$ follows immediately from their completeness in $L_{w(x), \mathscr{\&}}^{2}$. The linear independence of $\left\{1, x, x^{2}, \cdots\right\}$ in $\mathscr{A}$ follows readily since $\mathscr{A}$ has positive measure and any polynomial $p(x)$ has only a finite number of zeros.
3. The eigenfunctions of $E^{*} \boldsymbol{E}$ : polynomial analogues of the prolate spheroidal wave functions. It follows from Lemma 2.1 that for any expansion in terms of a complete orthogonal polynomial family and set $\mathscr{A} \subset \mathscr{C}\left(\mathscr{A}\right.$ as in (2.0)) the eigenfunctions of $E^{*} E$ can be obtained by determining the eigenvectors of matrix $G$. In particular if $\mathbf{c}=$ $\left(c_{0}, c_{1}, \cdots, c_{L}\right)$ is an eigenvector of $G$ with eigenvalue $\lambda \neq 0$, then setting $\phi(x)=$ $\sum_{i=0}^{L} c_{i} p_{i}(x)$, we have $A \phi(x)=\phi^{\mathscr{L}}(x)$ is an eigenfunction of $E^{*} E$ (we will use $f^{\mathscr{Q}}(x)$ to indicate $A f$ ). Note that $\phi(x)$ is "bandlimited" $(\phi(x)$ is a polynomial of degree $\leqq L)$ and that $\phi^{\mathscr{D}}(x)$ is "timelimited". The $\phi(x)$ 's are our polynomial analogues of the prolate spheroidal wave functions. Many of the properties of the $\phi(x)$ 's listed below (such as their double orthogonality on $\mathscr{A}$ and $\mathscr{C}$, Lemma 3.1), are readily seen to be analogous to the properties of the prolate spheroidal wave functions (see [1]).

From Lemma 2.1 it follows that $E^{*} E$ has at most $(L+1)$ linearly independent eigenfunctions corresponding to nonzero eigenvalues. If we denote these eigenfunctions (before chopping to $\mathscr{A}$ ) by $\phi_{0}(x), \phi_{1}(x), \cdots, \phi_{k}(x)$ with corresponding eigenvalues $\lambda_{0} \geqq \lambda_{1} \geqq \cdots \geqq \lambda_{k}$, then we note that in fact $k=L$. This follows since every function $f$, square integrable with respect to $\langle\cdot, \cdot\rangle_{w(x), \mathscr{S}}$, can be rewritten as

$$
\begin{gathered}
f^{\mathscr{\infty}}(x)=\sum_{i=0}^{k} a_{i} \phi_{i}^{\mathscr{L}}(x)+h^{\mathscr{\infty}}(x), \text { where } \\
E^{*} E h^{\mathscr{A}}(x)=0 \quad \text { and }\left\langle h^{\mathscr{\infty}}(x), \phi_{i}(x)\right\rangle_{w(x), \mathscr{\infty}}=0, \quad i=0,1, \cdots, k .
\end{gathered}
$$

Thus for all $x \in \mathscr{A}$ we have

$$
E^{*} E h^{\mathscr{D}}(x)=\int_{\mathscr{A}} h(y) K_{L}(x, y) w(y) d y=\sum_{i=0}^{L} p_{i}(x)\left\langle h(y), p_{i}(y)\right\rangle_{w(x), \mathscr{Q}}=0
$$

and conclude that $\left\langle h(y), p_{i}(y)\right\rangle_{w(x), \mathscr{A}}=0$. Therefore for any polynomial $q(x)$ of degree $\leqq L,\langle h(x), q(x)\rangle_{w(x), \mathscr{A}}=0$. Since there is a complete orthogonal family of polynomials $q_{i}(x)\left(i=0,1,2, \cdots\right.$, degree $\left.q_{i}(x)=i\right)$ with respect to $\langle\cdot, \cdot\rangle_{w(x), \mathscr{A}}$, we have that for $i=0,1, \cdots, L, q_{i}(x)$ can be written as a sum of the $\phi_{j}(x)$ 's, $j=0,1, \cdots, k$. Thus $k=L$ and we see that $\left\{q_{i}(x) \mid i=L+1, L+2, \cdots\right\}$ form a basis for $H=$ $\left\{h(x) \mid E^{*} E h(x)=0\right\}$.

The lemmas below summarize a number of properties of the $\phi_{i}$ 's that will be used in the next section.

Lemma 3.1. Let $\left\{p_{i}(x)\right\}$ be a complete orthogonal family of polynomials ( $i=$ $0,1,2, \cdots$ degree $p_{i}(x)=i$ ) with respect to the nonnegative continuous weight function $w(x)$ on $\mathscr{C}$. Let $\mathscr{A} \subset \mathscr{C}$ be as in (2.0). Then the operator $E^{*} E$ has $L+1$ linearly independent eigenfunctions $\phi_{0}(x), \phi_{1}(x), \cdots, \phi_{L}(x)$ corresponding to the nonzero eigenvalues $1>$ $\lambda_{0} \geqq \lambda_{1} \geqq \cdots \geqq \lambda_{L}>0$. Without loss of generality the $\phi_{i}$ 's can be normalized so that
(a) $\int_{\mathscr{Q}} K_{L}(x, y) \phi_{i}(y) w(y) d y=\lambda_{i} \phi_{i}(x)$ for all $x \in \mathscr{C}$.
(b) $\left\langle\phi_{i}(x), \phi_{j}(x)\right\rangle_{w(x), \mathscr{8}}=\delta_{i j}$.
(c) $\left\langle\phi_{i}(x), \phi_{j}(x)\right\rangle_{w(x), \infty}=\lambda_{i} \delta_{i j}$.
(d) The $\phi_{i}$ 's comprise a complete orthonormal set for the space of bandlimited functions.
(e) The $\phi_{i}^{\mathscr{A}}$ 's together with the polynomials $q_{L+1}, q_{L+2}, \cdots$ where $\left\{q_{i}(x)\right\}$ is the orthogonal polynomial family for $\langle\cdot, \cdot\rangle_{w(x), \mathscr{A}}$ form a complete orthogonal set for the space of square integrable timelimited functions.

Proof. (a) Corresponding to each $\phi_{i}$ is an eigenvector $\mathbf{c}=\left(c_{0}, \cdots, c_{L}\right)$ of $E E^{*}$ :

$$
B F A F^{-1} B \mathbf{c}=\lambda_{i} \mathbf{c} .
$$

Applying $F^{-1}$ on both sides of the above yields (a).
(b) and (c) That the $\phi_{i}$ 's can be chosen orthogonal on $\mathscr{A}$ follows since $E^{*} E$ is self-adjoint. From (a) and the fact that

$$
\int_{\mathscr{C}} K_{L}(x, y) K_{L}(x, z) w(x) d x=K_{L}(y, z)
$$

we have that

$$
\begin{aligned}
\left\langle\phi_{i}, \phi_{j}\right\rangle_{w(x), \mathscr{\mathscr { C }}}= & \frac{1}{\lambda_{i} \lambda_{j}} \int_{\mathscr{Q}}\left(\int_{\mathscr{A}} \phi_{i}(y) K_{L}(x, y) w(y) d y\right) \\
& \cdot\left(\int_{\mathscr{A}} \phi_{j}(z) K_{L}(x, z) w(z) d z\right) w(x) d x \\
= & \frac{1}{\lambda_{i} \lambda_{j}} \int_{\mathscr{A}} \int_{\mathscr{A}} \phi_{i}(y) \phi_{j}(z) w(y) w(z)\left[\int_{\mathscr{C}} K_{L}(x, y) K_{L}(x, z) w(x) d x\right] d y d z \\
= & \frac{1}{\lambda_{i}} \int_{\mathscr{A}} \phi_{i}(y) \phi_{j}(y) w(y) d y=\frac{1}{\lambda_{i}}\left\langle\phi_{i}, \phi_{j}\right\rangle_{w(x), \mathscr{A}} .
\end{aligned}
$$

Thus orthogonality on $\mathscr{A}$ implies orthogonality on $\mathscr{C}$ and without loss of generality the $\phi_{i}$ 's can be chosen to be orthonormal on $\mathscr{C}$ and (b) and (c) hold. Furthermore taking $i=j$ in the above shows $0<\lambda_{i} \leqq 1$. That $\lambda_{i}<1$ follows from Lemma 3.2 below.
(d) and (e) are clear from the earlier discussion in this section.

We will also be interested in looking at our operators on the set $\sim \mathscr{A}$ where $\sim \mathscr{A}$ is the complement of $\mathscr{A}$ in $\mathscr{C}(\sim \mathscr{A}=\mathscr{C}-\mathscr{A})$. Using the notation

$$
\sim A f(x)=f(x) \cdot \chi_{\sim \mathscr{A}}(x)=f^{\sim \mathscr{A}}(x),
$$

we see that
Lemma 3.2. (a) $\left\langle\sim A \phi_{i}, \sim A \phi_{i}\right\rangle_{w(x), \mathscr{G}}=1-\lambda_{i}$.
(b) $\left[\sim A F^{-1} B F \sim A\right] \phi_{i}(x)=\left(1-\lambda_{i}\right) \phi_{i}(x)$.

Proof. (a) is immediate.
(b) follows since $F^{-1} B F \phi_{i}=\phi_{i}$ and thus $F^{-1} B F(A+\sim A) \phi_{i}=\phi_{i}$. Therefore, $F^{-1} B F A \phi_{i}+F^{-1} B F \sim A \phi_{i}=\lambda_{i} \phi_{i}+\left(1-\lambda_{i}\right) \phi_{i}$.

We will also need:
Lemma 3.3. For $h(x)$ such that $E^{*} E h(x)=0(x \in \mathscr{A})$ we have in fact $F^{-1} \operatorname{BFAh}(x)$ $=0$ for all $x \in \mathscr{C}$.

Proof.

$$
F^{-1} \operatorname{BFAh}(x)=\sum_{i=0}^{L} p_{i}(x) \int_{\mathscr{A}} h(y) p_{i}(y) w(y) d y=0
$$

for all $x \in \mathscr{C}$ since

$$
\int_{\mathscr{A}} h(y) p_{i}(y) w(y) d y=0 \quad \text { for } i=0,1, \cdots, L
$$

4. The uncertainty principle. The Heisenberg uncertainty principle measures how closely a function $f$ and its Fourier transform ( $\hat{f}=\int_{-\infty}^{\infty} f(s) e^{-i \delta s} d s$ ) can be simultaneously concentrated about a point. In particular, if

$$
\mathscr{T}^{2}=\frac{\int\left(x-x_{0}\right)^{2}|f(x)|^{2} d x}{\int|f(x)|^{2} d x} \quad \text { and } \quad \Omega^{2}=\frac{\int\left(\delta-\delta_{0}\right)^{2}|\hat{f}(\delta)|^{2} d \delta}{\int|\hat{f}(\delta)|^{2} d \delta},
$$

then for any $x_{0}, \delta_{0}$ we have $\Omega \mathscr{T} \geqq \frac{1}{2}$ and thus $\Omega$ and $\mathscr{T}$ cannot both be small [9].
In many situations, however, one is more interested in the extent to which a function can be concentrated on some subset of the real line (e.g. an interval). Thus in [2] Landau and Pollak studied the quantities

$$
\alpha^{2}=\frac{\|A f\|_{2}^{2}}{\|f\|_{2}^{2}} \quad \text { and } \quad \beta^{2}=\frac{\|B \hat{f}\|_{2}^{2}}{\|\hat{f}\|_{2}^{2}} .
$$

Using the fact that the prolate spheroidal wave functions are the eigenfunctions of $E^{*} E$, they were able to determine all possible values of $(\alpha, \beta)$ for $f$ square integrable. Thus, for example, to determine how nearly "timelimited" a "bandlimited" function can be, simply maximize $\alpha$ for $\beta=1$.

What we will do here is to consider the quantities $\alpha$ and $\beta$ for the case of orthogonal polynomial expansions. The theorem below will follow from minor modifications of the arguments given in [2].

Theorem 4.1. Let $\left\{p_{i}(x)\right\}, i=0,1,2, \cdots$, be a complete orthogonal polynomial family (degree $\left.p_{i}(x)=i\right)$ with respect to the inner product $\langle f, g\rangle_{w(x), \mathscr{C}}$ where $w(x)$ is nonnegative and continuous. Let $\mathscr{A} \subset \mathscr{C}$ be as in (2.0). Then there is a square integrable function

$$
f(x)=\sum_{i=0}^{\infty} \hat{f}(i) p_{i}(x)
$$

such that

$$
\alpha^{2}=\frac{\|A f\|_{2}^{2}}{\|f\|_{2}^{2}} \quad \text { and } \quad \beta^{2}=\frac{\|B \hat{f}\|_{2}^{2}}{\|\hat{f}\|_{2}^{2}}=\frac{\sum_{i=0}^{L} \hat{f}^{2}(i)}{\sum_{i=0}^{\infty} \hat{f}^{2}(i)}
$$

if and only if
(a) for $\beta^{2}=1, \lambda_{L} \leqq \alpha^{2} \leqq \lambda_{0}$,
(b) for $\alpha^{2}=1,0 \leqq \beta^{2} \leqq \lambda_{0}$,
(c) for $\alpha^{2}=0,0 \leqq \beta^{2} \leqq 1-\lambda_{L}$,
(d) for $\beta^{2}=0,0 \leqq \alpha^{2} \leqq 1$,
(e) for $\lambda_{L} \leqq \alpha^{2} \leqq \lambda_{0}, 0 \leqq \beta^{2} \leqq 1$,
(f) for $\lambda_{0} \leqq \alpha^{2} \leqq 1, \cos ^{-1} \alpha+\cos ^{-1} \beta \geqq \cos ^{-1} \sqrt{\lambda_{0}}(\beta \geqq 0)$,
(g) for $0 \leqq \alpha^{2} \leqq \lambda_{L}, \cos ^{-1}(1-\alpha)+\cos ^{-1} \beta \geqq \cos ^{-1} \sqrt{1-\lambda_{L}}(\beta \geqq 0)$.

Before proving Theorem 4.1 several comments are in order. If we look at all possible pairs $(\alpha, \beta)$ in the square $0 \leqq \alpha^{2} \leqq 1,0 \leqq \beta^{2} \leqq 1$, then (a)-(d) tell us the attainable boundary values, indicated by the darkened lines in Fig. 1 and (e) is handled by the
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follow readily from (f) and (g). Thus it is only in the two upper corners that the picture becomes complicated. The similarity of this result with the result for the standard Fourier transform in [2] is readily apparent. The only real change here is the upper left-hand corner.


Fig. 1
Some information about the geometry of the space $\mathscr{W}+\mathscr{T}$ where $\mathscr{W}=\{$ bandlimited functions $\}$ and $\mathscr{T}=\{$ timelimited functions $\}$ will be needed for the proof of Theorem 4.1. These results were obtained for the standard Fourier transform in [2] and the proofs there apply readily to our more general situation and will not be repeated here. A brief outline of the results will be given below.

Define the angle $\theta$ between two functions $f$ and $g(\|f\|,\|g\|>0)$ as

$$
\theta(f, g)=\cos ^{-1} \frac{\langle f, g\rangle}{\|f\|\|g\|}
$$

Note that for $f \in \mathscr{W}$ and $g \in \mathscr{T}, \theta(f, g)>0$ since $\mathscr{W} \cap \mathscr{T}$ contains only $f=0$. Landau and Pollak show that there is a least angle between $\mathscr{W}$ and $\mathscr{T}$;

Theorem 4.2. There exists a least angle between $\mathscr{W}$ and $\mathscr{T}$. This angle equals $\cos ^{-1} \sqrt{\lambda_{0}}$ and is assumed by $\phi_{0} \in \mathscr{W}$ and $D \phi_{0} \in \mathscr{T}$, i.e.,

$$
\min _{\substack{f \in \mathscr{W} \\ g \in \mathscr{T}}} \phi(f, g)=\cos ^{-1} \sqrt{\lambda_{0}} .
$$

Landau and Pollak also give the following lemma which extends directly to the situation we are studying:

Lemma 4.3. $\mathscr{W}+\mathscr{T}$ is closed.
Proof of Theorem 4.1. (a) $\beta=1$ : Thus $f$ is "bandlimited," $f(x)=\sum_{i=0}^{L} c_{i} \phi_{i}(x)$ and without loss of generality $\|f\|=\|\hat{f}\|=1$. Thus

$$
A f=\sum_{i=0}^{L} c_{i} \phi_{i}(x), \quad \alpha^{2}=\sum_{i=0}^{L} c_{i}^{2} \lambda_{i} \quad \text { where } \sum_{i=0}^{L} c_{i}^{2}=1
$$

Clearly $\alpha^{2}$ is maximized for $c_{0}=1\left(f=\phi_{0}\right)$ and minimized for $c_{L}=1\left(f=\phi_{L}\right)$. Thus $\alpha^{2} \leqq \lambda_{0}$ and $\lambda_{L} \leqq \alpha^{2}$. To see that we can obtain all values of $\alpha^{2}$ between $\lambda_{0}$ and $\lambda_{L}$, consider $g=a \phi_{0}+b \phi_{L}$ where $a^{2}+b^{2}=1$. For $g$ we have $\beta^{2}=1$ and $\alpha^{2}=a^{2} \lambda_{0}+b^{2} \lambda_{L}$. Thus as $a, b$ range from 0 to 1 all values of $\alpha^{2}$ between $\lambda_{0}$ and $\lambda_{L}$ are attained.
(b) $\alpha=1$. Thus $f$ is "timelimited". If $f=\phi_{0}^{\mathscr{D}}$ then $\alpha^{2}=1$ and since $F B F^{-1} A \phi_{0}^{\mathscr{\infty}}=\lambda_{0} \phi_{0}$, $\beta^{2}=\lambda_{0}$. If $f=h^{\mathscr{2}}(x)\left(E^{*} E h(x)=0\right)$ then $\alpha^{2}=1, \beta^{2}=0$. That all values of $\beta^{2}$ between 0 and $\lambda_{0}$ are attained can be seen by taking $g(x)=a \phi_{0}^{\mathscr{Q}}(x)+b h^{\mathscr{Q}}(x)$ with $0 \leqq a, b \leqq 1$. Thus $\alpha^{2}=1$ and $F^{-1} \operatorname{BFAg}(x)=a \lambda_{0} \phi_{0}(x)$ which gives $\beta^{2}=a^{2} \lambda_{0}^{2} /\left(a^{2} \lambda_{0}+b^{2} \mu\right)$ where $\mu=\left\|h^{\mathscr{2}}(x)\right\|_{2}^{2}$. This produces all intermediate values.

That $\beta^{2}$ cannot be greater than $\lambda_{0}$ follows from Theorem 4.2 (see also the proof of part (f)).
(c) $\alpha=0$. This is the opposite of $\alpha=1$ in that we now have $f^{-\infty}(x)=f(x)$. Taking $f(x)=\sum_{i=0}^{L} c_{i} \phi_{i}^{\sim \mathscr{Q}}(x)+h_{2}^{\sim \mathscr{D}}(x)$ where $h_{2}^{-\mathscr{\infty}}(x)$ satisfies $\sim A F^{-1} B F \sim A h_{2}^{\sim \mathscr{A}}(x)=0$, we have $F^{-1} B F \sim A f(x)=\sum_{i=0}^{L} c_{i}\left(1-\lambda_{i}\right) \phi_{i}(x)$ and reasoning analogous to that in (b) yields $0 \leqq \beta^{2} \leqq 1-\lambda_{L}$.
(d) $\beta=0$. Choose $h_{1}^{\mathscr{L}}(x)$ so that $E^{*} E h_{1}^{\mathscr{L}}(x)=0$ and let $h_{2}^{\sim \mathscr{Q}}(x)$ be as in part (c). Thus for $h_{1}^{\mathscr{L}}(x), \beta=0$ and $\alpha=1$ and for $h_{2}^{-\mathscr{Q}}(x), \beta=0$ and $\alpha=0$. That all values of $\alpha$ between 0 and 1 can be attained is seen by taking $g(x)=a_{1} h_{1}^{\mathscr{Q}}(x)+a_{2} h_{2}^{\sim \mathscr{Q}}(x)$ where $0<a_{1}, a_{2}<1$.
(e) $\lambda_{L} \leqq \alpha^{2} \leqq \lambda_{0}$. Fix some $\alpha, \lambda_{L} \leqq \alpha^{2} \leqq \lambda_{0}$. Thus we can find $f$ and $g$ such that:

$$
\|f\|=1, \quad\left\|f^{\mathscr{A}}\right\|=\alpha, \quad \beta=0, \quad f=a_{1} h_{1}^{\mathscr{A}}+a_{2} h_{2}^{\sim \mathscr{A}} \quad(\text { see }(\mathrm{d}))
$$

and

$$
\|g\|=1, \quad\left\|g^{\mathscr{Q}}\right\|=\alpha, \quad \beta=1, \quad g=b_{1} \phi_{0}+b_{2} \phi_{L} \quad(\text { see }(\mathrm{a})) .
$$

Since $\langle f, g\rangle_{w(x), \mathscr{C}}=\langle f, g\rangle_{w(x), \mathscr{Q}}=0$, letting $t(x)=c_{1} f(x)+c_{2} g(x), c_{1}^{2}+c_{2}^{2}=1$, we can attain all values of $\beta$ between 0 and 1 .
(f) $\lambda_{0} \leqq \alpha^{2} \leqq 1$. We begin by showing that if $\|f\|=1$ and $\|D f\|=\alpha$, then $\beta \leqq$ $\cos \left(\cos ^{-1} \sqrt{\lambda_{0}}-\cos ^{-1} \alpha\right)$ with equality attained for

$$
f=p \phi_{0}+q D \phi_{0} \quad \text { with } p=\sqrt{\frac{1-\alpha^{2}}{1-\lambda_{0}}} \quad \text { and } \quad q=\frac{\alpha}{\sqrt{\lambda_{0}}}-\sqrt{\frac{1-\alpha^{2}}{1-\lambda_{0}}} .
$$

This result follows exactly from the argument in [2] and we will just briefly outline the steps here. Since $\mathscr{W}+\mathscr{T}$ is closed for any $f$ with $\|f\|=1$ and $\left\|f^{\mathscr{A}}\right\|=\alpha$, we can find $g$ orthogonal to $f^{\mathscr{L}}$ and $f^{\mathscr{D}}=F^{-1} B F f$ such that

$$
\begin{equation*}
f=\lambda f^{\mathscr{A}}+\mu f^{\mathscr{D}}+g . \tag{4.4}
\end{equation*}
$$

By taking inner products of (4.4) with $f, f^{\mathscr{L}}, f^{\mathscr{D}}$, and $g$ and eliminating ( $g, f$ ), $\lambda$, and $\mu$ from the resulting equations, we get (for $\alpha \beta \neq 0$ ):

$$
\beta^{2}-2\left\langle f^{\mathscr{A}}, f^{\mathscr{A}}\right\rangle=-\alpha^{2}+1-\frac{\left\langle f^{\mathscr{A}}, f^{\mathscr{F}}\right\rangle^{2}}{\alpha^{2} \beta^{2}}-\|g\|^{2}\left(1-\frac{\left\langle f^{\mathscr{A}}, f^{\mathscr{F}}\right\rangle^{2}}{\alpha^{2} \beta^{2}}\right) .
$$

Setting

$$
\cos \theta=\frac{\left\langle f^{\mathscr{A}}, f^{\mathscr{B}}\right\rangle}{\left\|f^{\mathscr{A}}\right\|\left\|f^{\mathscr{A}}\right\|}
$$

one obtains

$$
(\beta-\alpha \cos \theta)^{2} \leqq\left(1-\alpha^{2}\right) \sin ^{2} \theta
$$

with equality if and only if $g=0$. Therefore

$$
\beta \leqq \cos \left(\theta-\cos ^{-1} \alpha\right)
$$

and since by Theorem $4.2, \theta \geqq \cos ^{-1} \sqrt{\lambda_{0}}$,

$$
\begin{equation*}
\cos ^{-1} \alpha+\cos ^{-1} \beta \geqq \cos ^{-1} \sqrt{\lambda_{0}} . \tag{4.5}
\end{equation*}
$$

Equality in (4.5) is attained by

$$
\begin{equation*}
f(x)=p \phi_{0}(x)+q \phi_{0}^{\mathscr{Q}}(x) \tag{4.6}
\end{equation*}
$$

with

$$
p=\sqrt{\frac{1-\alpha^{2}}{1-\lambda_{0}}} \quad \text { and } \quad q=\frac{\alpha}{\sqrt{\lambda_{0}}}-\sqrt{\frac{1-\alpha^{2}}{1-\lambda_{0}}} .
$$

To see that in fact $0 \leqq \beta \leqq \cos \left(\cos ^{-1} \sqrt{\lambda_{0}}-\cos ^{-1} \alpha\right)$ simply consider

$$
c f(x)+d \frac{g(x)}{\|g(x)\|}
$$

where $g(x)$ is as in the proof of (d) $\left(g(x)=a_{1} h_{1}^{\mathscr{Q}}(x)+a_{2} h_{2}^{\sim x}(x)\right)$ and $f(x)$ is as in 4.6 and $c^{2}+d^{2}=1$.
(g) $0 \leqq \alpha^{2} \leqq \lambda_{L}$ : Consider all $f \in \mathscr{L}^{2}$ with $\|f\|=1,\left\|f^{\mathscr{L}}\right\|=\alpha$. We first determine the maximum $\beta$. This is really equivalent to part (f) with $\alpha^{\prime}=\left\|f^{\sim \mathscr{A}}\right\|=1-\alpha$ and $\beta^{\prime}=\beta$. Thus

$$
0 \leqq \beta^{\prime}=\beta \leqq \cos \left(\cos ^{-1} \sqrt{1-\lambda_{L}}-\cos ^{-1}\left(\alpha^{\prime}\right)\right)
$$

completing the proof.
We note that when $\beta=1, \alpha^{2} \leqq \lambda_{0}$ and $\alpha^{2}=\lambda_{0}$ for $f(x)=\phi_{0}(x)$. Thus $\phi_{0}(x)$ is the polynomial of degree $\leqq L$ that has the greatest proportion of its norm in $\mathscr{A}$. Similarly $\phi_{L}(x)$ represents the polynomial of degree $\leqq L$ that has the least proportion of its norm in $\mathscr{C}$. For some graphs of these functions for the case of the Legendre polynomials $(w(x)=1, \mathscr{C}=[-1,1])$ see [8].
5. Conclusion. Recall that the values $\lambda_{0}$ and $\lambda_{L}$ needed in Theorem 4.1 are respectively the largest and smallest eigenvalues of the matrix $G$ of $\S 2$. Thus if $L$ is not too large (and the entries of $G$ are available) the work involved in the computation of $\lambda_{0}$ and $\lambda_{L}$ is not excessive. In certain special cases (notably the classical orthogonal polynomials where $\mathscr{C}=(\delta, \varepsilon)$ and $\left.\mathscr{A}=\left(\delta^{\prime}, \varepsilon\right), \delta<\delta^{\prime}\right)$, there is a relatively simple means of obtaining the eigenvectors ([4], [5]).

It should also be noted that while the prolate spheroidal wave functions depend only on the product $c=W T$, the eigenfunctions in the polynomial case depend on both $L$ and $\mathscr{A}$. Thus in [2], the authors are able to write a Heisenberg-like bound:

$$
W T \geqq \phi(\alpha, \beta), \quad \text { where } \mathscr{A}=[-W, W], \quad \mathscr{B}=[-T, T]
$$

for some explicit function $\phi$. In the polynomial case we have been unable to do this.
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# SYMMETRY AND STABILITY IN TAYLOR-COUETTE FLOW* 

MARTIN GOLUBITSKY ${ }^{\dagger}$ AND IAN STEWART ${ }^{\ddagger}$


#### Abstract

We study the flow of a fluid between concentric rotating cylinders (the Taylor problem) by exploiting the symmetries of the system. The Navier-Stokes equations, linearized about Couette flow, possess two zero and four purely imaginary eigenvalues at a suitable value of the speed of rotation of the outer cylinder. There is thus a reduced bifurcation equation on a six-dimensional space which can be shown to commute with an action of the symmetry group $O(2) \times S O(2)$. We use the group structure to analyze this bifurcation equation in the simplest (nondegenerate) case and to compute the stabilities of solutions. In particular, when the outer cylinder is counterrotated we can obtain transitions which seem to agree with recent experiments of Andereck, Liu, and Swinney [1984]. It is also possible to obtain the "main sequence" in this model. This sequence is normally observed in experiments when the outer cylinder is held fixed.


Introduction. The flow of a fluid between concentric rotating cylinders, or Taylor-Couette flow, is known to exhibit a variety of types of behavior, the most celebrated being Taylor vortices (Taylor [1923]). The problem has been studied by a large number of authors: a recent survey is that of DiPrima and Swinney [1981]. The experimental apparatus has circular symmetry, and the standard mathematical idealization (periodic boundary conditions at the ends of the cylinder) introduces a further symmetry. As a result the Navier-Stokes equations for this problem are covariant with respect to the action of a symmetry group $O(2) \times S O(2)$. It has become clear that the symmetries inherent in bifurcating systems have a strong influence on their behavior. In this paper we study a series of bifurcations that occur in Taylor-Couette flow placing emphasis on the role of symmetry. (Schecter [1976] and Chossat and Iooss [1984] have also studied the problem from this viewpoint, and we discuss the relations between our work and theirs below.)

DiPrima and Grannick [1971] have found that when the outer cylinder is rotated in a direction opposite to that of the inner cylinder, the Navier-Stokes equations, linearized about Couette flow, possess six eigenvalues on the imaginary axis. It follows that aspects of the dynamics can be reduced (either by Lyapunov-Schmidt or center manifold reduction) to a vector field on $\mathbf{R}^{6}$; furthermore, this vector field commutes with an action of $O(2) \times S O(2)$. Moreover, as we explain in §7, recent experimental results due to Andereck, Liu, and Swinney [1984] seem to confirm the existence of the six-dimensional kernel.

We point out in particular that the six-dimensional kernel is a codimension one phenomenon, and hence it is not surprising that it should be possible to find it by varying only one parameter. Indeed, this degeneracy should occur relatively often in various circumstances, and so deserves detailed analysis.

We study the general class of bifurcation problems on $\mathbf{R}^{6}$ having this $O(2) \times S O(2)$ symmetry. We derive the general form possible for the vector field, and by classifying

[^23]the possible ways to break symmetry, obtain equations for the bifurcating branches (subject to certain nondegeneracy conditions). We also obtain the (linearized orbital) stabilities of these branches.

By introducing an additional parameter $\alpha$ we split the kernel $\mathbf{R}^{6}$ into two subspaces $\mathbf{R}^{2}$ and $\mathbf{R}^{4}$ corresponding to a steady-state and a periodic bifurcation respectively. Depending on the sign of $\alpha$, one or other of these bifurcations occurs first.

By inspecting the symmetries of the physically observed solutions we may tentatively identify them with various branches: in particular the flows known as Taylor vortices, wavy vortices, twisted vortices, helices (or spirals) seem to correspond naturally to solution branches; and there is also a branch described by DiPrima and Grannick [1971] as the "nonaxisymmetric simple mode".

The experimental results of Andereck, Liu, and Swinney may be summarized as follows. In the weakly counterrotating case (that is, when the speed of the outer cylinder $\Omega_{0}$ is slightly less than the critical speed $\Omega_{0}^{*}$ where the six-dimensional kernel appears) the following transition sequence is observed as $\Omega_{i}$, the speed of the inner cylinder, is increased.

$$
\text { Couette flow } \rightarrow \text { Taylor vortices } \rightarrow \text { wavy vortices } \rightarrow \cdots
$$

where the final state obtained when the wavy vortices lose stability seems not to be one representable in the six-dimensional kernel. In the strongly counterrotating case (that is, when $\Omega_{0}$ is slightly greater than $\Omega_{0}^{*}$ ) the observed transition sequence is:

$$
\text { Couette flow } \rightarrow \text { spiral cells } \rightarrow \text { wavy spiral cells. }
$$

We shall show in $\S 7$ that it is possible to make a nondegenerate choice of vector fields on $\mathbf{R}^{6}$ having $O(2) \times S O(2)$ symmetry which produces the same transition sequences in the following sense. It is possible to determine constraints on the Taylor expansion of this vector field, given only by inequalities on coefficients in this Taylor expansion, so that the solutions corresponding to these states are (orbitally) asymptotically stable and lose stability in a way that should produce the desired transitions. Moreover, when these inequalities are satisfied, no other solutions are asymptotically stable.

We also show in $\S 7$ that it is possible to choose these constraints differently, so that the "main sequence" of transitions occurs, namely,

$$
\begin{aligned}
\text { Couette flow } & \rightarrow \text { Taylor vortices } \rightarrow \text { wavy vortices } \\
& \rightarrow \text { modulated wavy vortices } \rightarrow \cdots
\end{aligned}
$$

This transition sequence is usually observed when the outer cylinder is held stationary ( $\Omega_{0}=0$ ). What we show is that it is possible for the "wavy vortex solutions" to lose stability to a torus bifurcation, where two Floquet exponents cross the imaginary axis. This tertiary bifurcation has never been demonstrated theoretically hitherto. At this point, however, we cannot prove that the branch of "modulated wavy vortices" is asymptotically stable, though we hope that the results of Scheurle and Marsden [1984] will provide the techniques required to carry out this computation. We do show, moreover, that no other solutions are asymptotically stable when these constraints hold. In particular, stable spiral cells should not occur in this experimental situation.

The paper is organized as follows. In $\S 1$ we describe some of the flows observed in the Taylor experiment and review the evidence for the existence of a six-dimensional kernel. In $\S 2$ we discuss the symmetries that act on the six-dimensional kernel, and in $\S 3$ we discuss the symmetries of the observed flows. In §4 (and the Appendix) we
discuss the reduction procedure and derive the exact form of the reduced mapping (or vector field) on the six-dimensional kernel prescribed by those symmetries. We classify the (conjugacy classes) of isotropy subgroups (which describe the type of symmetrybreaking that occurs at bifurcations). The heart of the paper is $\S 5$, where we analyze the branching equations and the stability of branches. In §6 we use these to obtain a list of the sixteen inequalities that must be imposed to ensure (what we mean by) nondegeneracy. Finally, in §7, we compare the six-dimensional model with experimental observations in both the counterrotating case and the case when the outer cylinder is held fixed.

1. The Taylor problem. By the term "Taylor problem" we mean the study of both the possible states of fluid flow between two rotating concentric cylinders, and the transitions between these states. The Taylor problem provides a beautiful example of a bifurcation problem with symmetry. In this paper we discuss how these symmetries affect the structure of the bifurcating solutions.

We denote the angular velocities of the inner and outer cylinders by $\Omega_{i}$ and $\Omega_{0}$ respectively. To specify a direction, we assume that $\Omega_{i} \geqq 0$. In the standard experiments the outer cylinder is held fixed $\left(\Omega_{0}=0\right)$ and the inner cylinder is speeded up in stages from $\Omega_{i}=0$, at each stage allowing the flow to settle into a stable pattern; see Taylor [1923], Gollub and Swinney [1975]. Experiments have been performed in both the corotating case ( $\Omega_{0}>0$ ), see Andereck, Dickman and Swinney [1983], and the counterrotating case ( $\Omega_{0}<0$ ), see Andereck, Liu, and Swinney [1984]. (These papers cite the earlier experimental work.) The experiments begin by rotating the outer cylinder at constant speed, and allowing the flow to stabilize; then the inner cylinder is speeded up as before. The experiments reveal a large number of fluid states, only some of which are understood on theoretical grounds. There can exist multiple steady states whose exploration requires different experimental procedures; see for example Coles [1965], Benjamin [1978a, b], Benjamin and Mullin [1982]. In our discussion we shall assume a fixed (but unspecified) value of $\Omega_{0}$, and treat $\Omega_{i}$ (or the corresponding Reynolds number) as a bifurcation parameter. Our main concern will be with the series of bifurcations that occurs as $\Omega_{i}$ is increased steadily. We mention this because many numerical computations fix the ratio $\Omega_{0} / \Omega_{i}$, and hence do not correspond directly to the usual experimental procedure-a fact that, in the presence of multiple states, raises some problems of interpretation.

In the standard experiments, with $\Omega_{0}=0$, the first transition is from Couette (laminar) flow to (Taylor) vortices. Both flows are time-independent. This transition was first described, in terms of a steady state bifurcation, by Davey [1962]. He showed that as $\Omega_{i}$ is increased, the Navier-Stokes equations linearized about Couette flow have a double zero eigenvalue at the first bifurcation. At this eigenvalue Couette flow loses stability, and a branch of vortex solutions bifurcates. Davey's observations have been reproduced by several authors in different contexts, cf. the survey by DiPrima and Swinney [1981, §6.3]. Note that the appearance of a double zero eigenvalue might be surprising were it not for the existence of symmetries (which can couple eigenvalues together and force a degeneracy).

Again, in the standard experiments with $\Omega_{0}=0$, a second transition is observed, in which vortices lose stability to a time-periodic state known as wavy vortices. Presumably this transition takes place by way of a Hopf type bifurcation in which several eigenvalues (governing the stability of vortices) cross the imaginary axis as $\Omega_{i}$ is increased. However, this presumption has never been established directly. What has been shown (in Davey, DiPrima, and Stuart [1968]) is that along the Couette branch of solutions
several eigenvalues of the linearized Navier-Stokes equations cross the imaginary axis as $\Omega_{i}$ is increased. In particular the next set of eigenvalues to cross the imaginary axis is a complex conjugate pair of purely imaginary eigenvalues, each of multiplicity two. Again, it would be surprising to see four eigenvalues crossing the imaginary axis simultaneously were it not for the symmetry. We note in passing (and amplify these remarks below) that the $O(2)$ symmetry which couples these four eigenvalues together forces the occurrence of two branches of time-periodic solutions bifurcating from the (unstable) main Couette branch: see Schecter [1976], and Golubitsky and Stewart [1985]. However, neither of these solutions can correspond to wavy vortex states, since their symmetries do not match those of wavy vortices. In fact, one of them has the symmetries of spiral cells (helices).

There are three additional facts which suggest that there might be a relatively simple local explanation for many of the observed states in the Taylor problem, at least in the counterrotating case $\Omega_{0}<0$. First, as observed in DiPrima and Grannick [1971], and Krueger, Gross, and DiPrima [1966], there is a critical speed of counterrotation $\Omega_{0}^{*}<0$ such that, as $\Omega_{i}$ is increased, Couette flow loses linearized stability by having six eigenvalues cross the imaginary axis. These six eigenvalues are obtained by amalgamating the double zero eigenvalues and the complex conjugate pair of purely imaginary eigenvalues of multiplicity two, described above. Further, when $\Omega_{0}$ is slightly less than $\Omega_{0}^{*}$, the first bifurcation from Couette flow occurs when four eigenvalues (a complex conjugate pair each of multiplicity two) cross the imaginary axis; and there is a double zero eigenvalue at a higher value of $\Omega_{i}$.

Second, in experiments in which $\Omega_{0}$ is sufficiently negative, the primary bifurcation is not to the time-independent Taylor vortices, but to time-dependent spiral cells, see Andereck, Liu, and Swinney [1984].

Third, it is possible to produce a solution from the interaction of the fourdimensional center manifold (associated with the purely imaginary eigenvalues) and the two-dimensional center manifold (associated with the double zero eigenvalues) that has the same symmetry as wavy vortices. This suggests that it might be possible to prove the existence of a Hopf-type bifurcation from vortices to wavy vortices as a secondary bifurcation. This was observed by DiPrima and Sijbrand [1982] and again by Chossat and Iooss [1984].

Given these three facts, it would appear reasonable to study the Taylor problem in terms of perturbations of the degenerate case $\Omega_{0}=\Omega_{0}^{*}$, using either a center manifold or a Lyapunov-Schmidt reduction from the Navier-Stokes equations. We call this degeneracy the six-dimensional kernel since the linearized equation has a kernel of dimension six and the reduced problem may therefore be posed on $\mathbf{R}^{6}$. The hope raised by the above facts is that one might be able to find a six-dimensional model which explains the observed prechaotic states and transitions in the counterrotating Taylor problem.

Let us consider the reduction in more detail. Rigorously, one can use the center manifold theorem to reduce the (infinite-dimensional) dynamics of the Navier-Stokes equations, near $\Omega_{0}=\Omega_{0}^{*}$ and near Couette flow, to the study of some vector field $g$ on a six-dimensional center manifold. Alternatively, one can focus only on time-independent and time-periodic solutions and use a reduction of the Lyapunov-Schmidt type to show the existence of a smooth (i.e. $\mathbf{C}^{\infty}$ ) mapping $h: \mathbf{R}^{6} \rightarrow \mathbf{R}^{6}$ whose zeros are in one-to-one correspondence with the small-amplitude time-periodic (and time-independent) solutions of the Navier-Stokes equations. In either case, to study the dynamics $\dot{x}=g(x)$ on $\mathbf{R}^{6}$ or to solve $h(x)=0$ in $\mathbf{R}^{6}$ would be a highly nontrivial task-were it not for the symmetries in the Taylor problem. Both reduction procedures can be performed so as to respect these symmetries. Therefore, $g$ and $h$ will commute with an action of
the symmetry group $O(2) \times S^{1}$ as we explain below. This places considerable restrictions on the form that $g$ and $h$ may take. When, as here, we are studying only steady and periodic states, it is sufficient to use the simpler Lyapunov-Schmidt reduction. This is our approach. For a complete study of the dynamics, the same restrictions on the form of $g$ will be true provided a smooth center manifold exists. (It is plausible that the symmetry might imply this, but we have not attempted to address this issue here.)

In this paper we give an explicit representation for all smooth mappings that commute with this action of $O(2) \times S^{1}$. We use the symmetries to show how to solve the equation $h=0$ (in the Lyapunov-Schmidt interpretation), and to determine (in most instances) the signs of the eigenvalues of the $6 \times 6$ Jacobian matrix $\left.d h\right|_{h=0}$. In particular we compute these eigenvalues for the solutions corresponding to wavy vortices.

In this respect our results resemble those of a recent paper of Chossat and Iooss [1984]. However, instead of working on the six-dimensional kernel, Chossat and Iooss track the bifurcations step by step using the symmetry in the primary bifurcation to analyze the possible types of symmetry-breaking at secondary bifurcations, in terms of the linearized eigenfunctions. The types of solution that they find can all be expressed as combinations of the six linearized eigenfunctions that make up the six-dimensional kernel; but no reduction to $\mathbf{R}^{6}$ is used explicitly. Thus, although the various pieces of the bifurcation diagram are studied, their overall arrangement (and consistency) is not.

In our approach group theory is used to provide a coherent framework that organizes the analysis and in particular the computation of stabilities, leading to more detailed results. In particular we confirm, in our setting, a conjecture made by Chossat and Iooss [1984] about tertiary bifurcation to modulated wavy vortices. We show that (with suitable parameter values) the branch of wavy vortices loses stability by a torus bifurcation. In experiments this transition is observed, the new state being called modulated wavy vortices. See Rand [1982], Gorman, Swinney, and Rand [1981], Shaw et al. [1982].

The analysis of the simplest (nondegenerate) $O(2) \times S^{1}$-symmetric bifurcation problems on the six-dimensional kernel leads to a picture that includes branches corresponding to a variety of the observed flows: Couette, vortices, wavy vortices, twisted vortices, spiral cells, modulated wavy vortices, wavy spirals and an unstable flow found numerically by DiPrima and Grannick [1971] which they call the "nonaxisymmetric simple mode." By "correspond" we mean that the solutions we find on the six-dimensional kernel appear to have the same symmetries as the experimentally determined states. As we indicated in the introduction, it is further possible to choose parameters in the model to mimic the observed transition sequences when the outer cylinder is held fixed, and also in the counterrotating case.

DiPrima, Eagles, and Sijbrand [1984] are currently making numerical calculations of certain of the Taylor coefficients of the vector field $g$ obtained by a center manifold reduction. These or similar numerical results should make it possible to determine to what extent the six-dimensional model reflects the expected transitions in the Taylor problem, at least in the counterrotating case.
2. Symmetries on the six-dimensional kernel. Symmetries are introduced in the Taylor problem in three distinct ways:
(1) by the experimental apparatus,
(2) by the mathematical idealization,
(3) by the mathematical analysis.

Since each of these ways introduces a circle group of symmetries the result may seem confusing at first. However, these symmetries do affect the mathematically determined
solutions and, moreover, seem to be present in the experimentally determined states.
The symmetries arising through the apparatus would appear to be the most natural. All formulations of the Taylor problem are invariant under rotation in the azimuthal plane, a plane perpendicular to the cylindrical axis. Rotation through $\theta$ in this plane moves one fluid state to another. We denote these symmetries by $S O(2)$.

Next we discuss the symmetries introduced by the mathematical idealization. In the experiments, when vortex flow is observed these vortices tend to have square cross-sections; that is, the height of each vortex is approximately equal to the distance between the cylinders. As a result, in an apparatus whose cylinder length is long compared with the distance between the cylinders, many vortices form at the initial bifurcation. Moreover, the vortex flow appears to be invariant under translation along the cylindrical axis by two band-widths, at least away from the ends of the cylinder. (In the cross-sectional regions vortex flow alternates between clockwise and counterclockwise.)

Thus in the mathematical idealization we assume that the cylinders have infinite length and look only for periodic solutions of period equal to two band-widths. As a result, the Navier-Stokes equations are invariant under both translations along the cylindrical axis and reflection of the cylinder through the azimuthal plane. Periodicity implies that translation by two band-widths acts as the identity. Thus the effective action of this group is by the (compact) group $O(2)$.

Finally, we consider a circle group of symmetries which is introduced into this problem by the technique we use to analyze the bifurcation structure. We use a Lyapunov-Schmidt reduction to determine time-periodic solutions of the Navier-Stokes equations which lie near Couette flow and the parameter values yielding the six-dimensional kernel. The circle group $S^{1}$, acting by change of phase on periodic functions, introduces symmetries into this problem. The addition of these $S^{1}$ symmetries by the Lyapunov-Schmidt procedure, to the symmetries mentioned above, is described in Sattinger [1983] and Golubitsky and Stewart [1985].

We summarize our discussion here as follows. The full group of symmetries of the Taylor problem on the six-dimensional kernel is:

$$
\begin{equation*}
O(2) \times S O(2) \times S^{1} \tag{2.1}
\end{equation*}
$$

where $O(2)$ acts by translation and flipping along the cylindrical axis, $S O(2)$ acts by rotation of the azimuthal plane and $S^{1}$ acts by change of phase of periodic solutions. For simplicity of notation we assume that the period of the cylindrical translations is $2 \pi$ and that the period of patterns around the cylinder (in the azimuthal plane) is also $2 \pi$. In particular, rotation of the cylinder by half a period is $\pi \in S O(2)$. Moreover, we assume that solutions are $2 \pi$-periodic in time.

These assumptions do not affect the group-theoretic formulation of the problem, or its analysis; but they must be correctly interpreted in connection with the observed flows. Since the situation is potentially confusing, a few clarifying remarks may be in order. There is no problem in arranging period $2 \pi$ for translations: we merely scale the distance along the axis. For periodic solutions in the azimuthal direction a little more caution is required. For example, it is commonly observed in experiments that wavy vortex solutions may appear with wave numbers 3 or 4 (say); that is, with 3 or 4 complete periods relative to a single turn of the cylinder. Provided only one such mode is present, we may scale the azimuthal angle to "factor out" this additional periodicity. The angle $2 \pi$ then represents one period ( $2 \pi / 3$ or $2 \pi / 4$ on the physical cylinder). In group-theoretic terms, an action of $S O(2)$ for which $\theta \in S O(2)$ produces a rotation by
$k \theta, k$ an integer, can be viewed as the standard $(k=1)$ action of $S O(2) / Z_{k}$ and this group may be identified with $S O(2)$.

On the six-dimensional kernel, only one such periodic mode occurs, and this procedure may be followed. If two modes with different wave numbers occur, it would be necessary to make $S O(2)$ act by $k \theta$ and $l \theta$ (where $k, l$ are the respective wavenumbers) on the corresponding spaces of eigenfunctions and to carry out the analysis for the appropriate action of $O(2) \times S O(2) \times S^{1}$. See Chossat [1985].
3. Observed solutions and their symmetries. In the experiments a number of prechaotic states are observed. In this section we discuss the symmetries of each of the following states: Couette flow, Taylor vortices, wavy vortices, spiral cells, and twisted vortices.

Both the Couette and vortex flows are time-independent. As noted above, vortex flow produces bands along which the flow is in the azimuthal plane. See Fig. 3.1(a).

When $\Omega_{0} \leqq 0$, vortex flow loses stability, and a time periodic state called wavy vortices appears. See Fig. 3.1(b). This periodic flow has the special form of rotating waves. More precisely, the solution $u(t)$ is a rotating wave if $u(t+\theta)=R_{\theta} u(t)$ where $R_{\theta}$ denotes rotation by angle $\theta$ in the azimuthal plane. We shall see in $\S 4$ that all periodic solutions obtained from the six-dimensional kernel must be rotating waves.

When $\Omega_{0}=\Omega$, wavy vortex solutions lose stability, and a new quasi-periodic solution with two independent frequencies appears. This new state is called modulated wavy vortices. It is interesting to observe, at this point, how the modulated wavy vortex solution might be detected by our proposed method using a Lyapunov-Schmidt reduction. The idea is to compute the Floquet exponents along the wavy vortex branch of solutions and show that certain of these exponents cross the imaginary axis. Then apply the Sacker-Neimark torus bifurcation theorem to conclude the existence of quasiperiodic solutions. We show in $\S 7$ that this scenario is possible. A similar remark holds for identifying wavy spiral states when $\Omega_{0}<0$.

We note that the actual transition to chaos cannot be explained by our analysis. Nevertheless, chaotic behavior may be present in our model and this point deserves further investigation.

We also note here that in the corotating and counterrotating Taylor problems solutions with different planforms are observed. For example, in the corotating case Andereck, Dickman and Swinney [1983] have observed twisted vortices. See Fig. 3.1 (c). In the strongly counterrotating case, Couette flow loses stability to a helicoidal pattern called spiral cells, which are time-periodic rotating waves. See Fig. 3.1(d).

We can distinguish each of the states described above by their isotropy subgroups; that is, by the subgroup of (2.1) which leaves the given state invariant. In Table 3.1 we list the isotropy subgroups for each fluid state described above.

We now discuss the entries in Table 3.1. The steady-state solutions are invariant under change of phase ( $S^{1}$ ); the periodic solutions are all rotating waves and are invariant under $\Delta$ since a change of phase may be compensated for by rotating the cylinder. Couette flow is invariant under all symmetries. Taylor vortices are invariant under all rotations ( $S O(2)$ ) and the flip along the cylindrical axis $\kappa$. We denote by $Z_{2}(\kappa)$ the two-element group generated by $\kappa$.

Isotropy subgroups for the periodic solutions are obtained as follows. The helical state, spiral cells, is invariant under $\widetilde{S O}(2)$ since a translation along the cylinder axis may be compensated for by a rotation of the cylinder. Next observe that wavy vortices are invariant under the group element obtained by composing the flip ( $\kappa$ ) with rotation

(a) Taylor vortices $\left(R_{o}=1164, R_{i}=1161\right)$.

(c) Twisted vortices $\left(R_{o}=721, R_{i}=1,040\right)$.

(b) Modulated wavy vortices ( $R_{o}=-100, R_{i}=350$ ). In a still photograph wavy vortices and modulated wavy vortices have a similar appearance.

(d) Spiral cells $\left(R_{o}=-295, R_{i}=237\right)$.

Fig. 3.1. Observed flows in the Taylor experiment. Reynolds numbers for the inner $\left(R_{i}\right)$ and outer $\left(R_{o}\right)$ cylinders. Photographs kindly supplied by Harry Swinney and Randy Tagg. Similar photographs will appear in Andereck, Liu and Swinney [1985].

Table 3.1
Isotropy subgroups of observed fluid states.

| State | Isotropy subgroup |
| :--- | :--- |
| Couette flow | $O(2) \times S O(2) \times S^{1}$ |
| Taylor vortices | $Z_{2}(\kappa) \times S O(2) \times S^{1}$ |
| Wavy vortices | $Z_{2}(\kappa, \pi) \times \Delta$ |
| Twisted vortices | $Z_{2}(\kappa) \times \Delta$ |
| Spiral cells | $\widetilde{S O}(2) \times \Delta$ |
| $\Delta=\left\{(\theta,-\theta) \in S O(2) \times S^{1}\right\}$ |  |
| $\kappa \in O(2)$ is the flip $z \rightarrow-z$ along the cylindrical axis |  |
| $\pi \in S O(2)$ is rotation of the azimuthal plane by one-half period |  |
| $\widetilde{S O}(2)=\{(\psi,-\psi) \in O(2) \times S O(2)\}$ |  |

of the cylinder by half a period $\pi \in S O(2)$. Finally, twisted vortices are invariant under the flip $\kappa$.

It is worth noting that the first three bifurcations in the standard Taylor problem ( $\Omega_{0}=0$ ) break symmetry in a simple way. Couette flow to Taylor vortices breaks the translational symmetries; Taylor vortices to wavy vortices breaks the rotational symmetries ( $S O(2)$ ); and wavy vortices to modulated wavy vortices breaks the rotating wave symmetries ( $\Delta$ ).
4. Group theory and the six-dimensional kernel. In this section, we answer four questions:
(1) What is the exact form of the six-dimensional kernel?
(2) What is the action of the symmetries of the Taylor problem on this kernel?
(3) What is the form of the reduced mapping $h$, obtained by the Lyapunov-Schmidt procedure?
(4) What are the possible isotropy subgroups of points in the six-dimensional kernel?

We answer the first question by referring to DiPrima and Sijbrand [1982]. Let $\eta=R_{i} / R_{o}$ be the ratio of the radii of the inner and outer cylinders. We quote:

Thus, for example, for $\eta=0.95$ and $\Omega_{0} / \Omega_{i}=-0.73976$, Couette flow is simultaneously unstable to an axisymmetric disturbance with wave numbers $(\lambda, m)=(3.482,0)$ and a nonaxisymmetric disturbance with wavenumbers $(\lambda, m)=(3.482,1)$. We also note that...there are 6 critical modes with axial $(Z)$ and azimuthal $(\Theta)$ dependence as follows:

$$
\begin{equation*}
\cos \lambda Z, \sin \lambda Z, e^{ \pm i \theta} \cos (\lambda Z), e^{ \pm i \theta} \sin (\lambda Z) \tag{4.1}
\end{equation*}
$$

The action of the translations in $O(2)$ on the eigenfunctions in (4.1) is generated by translations of the axial (angle) $Z$ and the flip ( $\kappa$ ) which acts by $Z \rightarrow-Z$. Rotations in the azimuthal plane act by translations in $\Theta$. (We have omitted the radial dependence of the eigenfunctions here as the group $O(2) \times S O(2)$ acts trivially in the radial direction.) Observe that the resulting action of $O(2) \times S O(2)$ on the six-dimensional space generated by the eigenfunctions in (4.1) leads to the following equivalent action. We identify the six-dimensional kernel with

$$
\begin{equation*}
V=\mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes \mathbf{C}\right) \tag{4.2}
\end{equation*}
$$

and let elements of $O(2)$ act on $\mathbf{R}^{2}$ in the standard way and elements of $S O(2)$ act by
multiplication on $\mathbf{C}$. That is

$$
(\theta, \psi)(v, w \otimes z)=\left(R_{\theta} v,\left(R_{\theta} w\right) \otimes\left(e^{i \psi} z\right)\right)
$$

where $R_{\theta}$ is the usual rotation of $\mathbf{R}^{2}$ through the angle $\theta$. Similarly, the flip $\kappa$ acts by ( $K v, K w \otimes z$ ), where $K$ is the matrix ( $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$. The action of the phase shifts $S^{1}$ in $V$ turns out to be identical with the action of $S O(2)$ on $V$. This fact can be verified by direct computation. First observe that the $\mathbf{R}^{2}$ summand in $V$ is spanned by $\{\cos (\lambda Z), \sin (\lambda Z)\}$, a steady-state kernel. As such, $S^{1}$ acts trivially on $\mathbf{R}^{2}$. Next, observe that $S^{1}$ commutes with $O(2) \times S O(2)$ and hence the actions of $S^{1}$ and $O(2) \times S O(2)$ on $\mathbf{R}^{2} \otimes \mathbf{C}$ commute. Since the only matrices acting on $\mathbf{R}^{2} \otimes \mathbf{C}$ commuting with $O(2) \times S O(2)$ are scalar multiples of matrices in $S O(2)$ (see Golubitsky and Stewart [1985, Lemma 3.2]), it follows that the elements of $S^{1}$ act in a fashion identical to elements of $S O(2)$. Without loss of generality, we may identify the actions of $S O(2)$ and $S^{1}$.

One consequence of this identification is that the subgroup $\Delta=\{(\psi,-\psi) \in$ $\left.S O(2) \times S^{1}\right\}$ is in the isotropy subgroup of every element in $V$. Thus, we have proved:

Lemma 4.1. Every periodic solution found in the six-dimensional kernel is a rotating wave.

A second consequence of the identification of the actions of $S O(2)$ and $S^{1}$ is the simple form that the reduction bifurcation equation $h: V \rightarrow V$, obtained via a Lyapunov-Schmidt reduction, must take. (The function $h$ depends on a number of extra parameters, $\Omega_{0}$ for example. We suppress this dependence here.) Let the purely imaginary eigenvalues of the linearized Navier-Stokes equations be $\pm \omega i$. For simplicity, use a scaling argument to assume $\omega=1$. Then the idea behind the Lyapunov-Schmidt reduction is to look for small amplitude periodic solutions of period near $2 \pi$. One does this by rescaling time in the original equation by a perturbed period parameter $\tau$ and looking for precisely $2 \pi$-periodic solutions to the scaled equations. What results, after appropriate applications of the implicit function theorem, is a reduction equation

$$
h(v, \tau)=0
$$

where $h: V \times \mathbf{R} \rightarrow V$ is smooth and commutes with $O(2) \times S O(2) \times S^{1}$. We claim that we may assume that the dependence of $h$ on $\tau$ is particularly simple. In fact,

$$
\begin{equation*}
h(v, \tau)=g(v)-(1+\tau) J \tag{4.3}
\end{equation*}
$$

where $J$ is the matrix form of the action by $\pi / 2 \in S^{1}$ on $V$.
To verify this claim, suppose for the moment that there exists a smooth center manifold. Let $g(v)$ be the reduction vector field on that center manifold. It was proved in Golubitsky and Stewart [1985] that if the Lyapunov-Schmidt reduction is applied to $g$, introducing $\tau$, then the resulting function $h$ has exactly the form (4.3). This fact relies on having the spatial symmetries $S O(2)$ identified with the temporal symmetries $S^{1}$.

If we perform the Lyapunov-Schmidt reduction directly from the Navier-Stokes equations, then the reduced function has the same form as (4.3), at least to first order in $\tau$. In any case, the form (4.3) is used later only to solve certain equations for $\tau$ explicitly. If higher order terms are present, then these equations may be solved implicitly, which is sufficient for our purposes. Therefore we lose nothing by working with $h$ in the form (4.3). Moreover, we note that $g$ commutes with the action of $O(2) \times S O(2) \times S^{1}$ on $V$ and may be identified with the mapping on $V$ obtained by a center manifold reduction, at least up to any finite order in its Taylor expansion.

For the remainder of this section we describe precisely the form that mappings $g$ which commute with $O(2) \times S O(2) \times S^{1}$ must have. Note that a third consequence of identifying the actions of $S O(2)$ and $S^{1}$ is that at this stage we may ignore one of them. Henceforth, we assume that

$$
\begin{equation*}
\Gamma=O(2) \times S^{1} \tag{4.4}
\end{equation*}
$$

is our group of symmetries and turn attention to the action of $\Gamma$ on $V$.
At this point we choose coordinates on $V$. First write $V=V_{1} \oplus V_{2}$ where $V_{1}=\mathbf{R}^{2} \cong \mathbf{C}$ and $V_{2}=\mathbf{R}^{2} \otimes \mathbf{C} \cong M(2, \mathbf{R})$, the space of $2 \times 2$ matrices with real entries. Thus elements of $V$ have the form

$$
\begin{equation*}
(z, A) \tag{4.5}
\end{equation*}
$$

where

$$
z=x+i y \in \mathbf{C} \quad \text { and } \quad A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in M(2, \mathbf{R})
$$

In these coordinates the group action of $\Gamma=O(2) \times S^{1}$ on $(z, A)$ is defined as follows:

$$
\begin{equation*}
(\theta, \psi)(z, A)=\left(e^{i \theta_{z}}, R_{\theta} A R_{\psi}\right) \tag{4.6}
\end{equation*}
$$

where

$$
R_{\theta}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
$$

is the rotation matrix. See Golubitsky and Stewart [1985, §3] for more detail.
We now answer the third question by describing in detail the invariant functions and the equivariant mappings corresponding to this group action. (Recall that $\Phi$ : $V \rightarrow V$ is equivariant if $\Phi(\gamma v)=\gamma \Phi(v)$ for all $\gamma \in \Gamma, v \in V$.) Proofs are found in the Appendix.

Proposition 4.2. Let $\phi: V \rightarrow R$ be a smooth function defined in a neighborhood of the origin which is invariant with respect to the action of $\Gamma$ in (4.6). Then there exists a smooth function $h: \mathbf{R}^{5} \rightarrow \mathbf{R}$ defined near 0 such that

$$
\phi(v)=h\left(\beta, N, \delta^{2}, \gamma, \sigma\right)
$$

where

$$
\begin{align*}
& \beta \equiv z \bar{z}=x^{2}+y^{2}, \\
& N=a^{2}+b^{2}+c^{2}+d^{2}, \\
& \delta=\operatorname{det} A,  \tag{4.7}\\
& \gamma=\operatorname{Re}\left(z^{2} \bar{\zeta}\right), \\
& \sigma=i \delta \operatorname{Im}\left(z^{2} \bar{\zeta}\right)
\end{align*}
$$

and

$$
\zeta=a^{2}+b^{2}-c^{2}-d^{2}+2 i(a c+b d)
$$

Theorem 4.3. Let $\Phi: V \rightarrow V$ be a smooth $\Gamma$-equivariant mapping defined near 0 . Then there exist $\Gamma$-invariant functions

$$
p, q, r, s, P^{1}, P^{2}, Q^{1}, Q^{2}, Q^{3}, Q^{4}, R^{1}, R^{2}, R^{3}, R^{4}, M^{3}, M^{4}
$$

such that

$$
\begin{equation*}
\Phi(z, A)=\left(p z+q i \delta z+r \bar{z} \zeta+s i \delta \bar{z} \zeta, \sum_{j=1}^{4}\left(S^{j} K_{j}+T^{j} L_{j}\right)\right), \tag{4.8}
\end{equation*}
$$

where

$$
\begin{align*}
K_{1} & =\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), \quad K_{2}=\left(\begin{array}{ll}
-b & a \\
-d & c
\end{array}\right), \quad K_{3}=\left(\begin{array}{cc}
a & b \\
-c & -d
\end{array}\right), \quad K_{4}=\left(\begin{array}{cc}
-b & a \\
d & -c
\end{array}\right),  \tag{4.9}\\
L_{1} & =\left(\begin{array}{cc}
-c & -d \\
a & b
\end{array}\right), \quad L_{2}=\left(\begin{array}{cc}
d & -c \\
-b & a
\end{array}\right), \quad L_{3}=\left(\begin{array}{ll}
c & d \\
a & b
\end{array}\right), \quad L_{4}=\left(\begin{array}{ll}
-d & c \\
-b & a
\end{array}\right),
\end{align*}
$$

and

$$
\begin{align*}
& S^{1}=P^{1}, \\
& S^{2}=P^{2}, \\
& T^{1}=R^{1} \delta+Q^{1} \operatorname{Im}\left(z^{2} \bar{\zeta}\right), \\
& T^{2}=R^{2} \delta+Q^{2} \operatorname{Im}\left(z^{2} \bar{\zeta}\right), \\
& S^{3}=Q^{3} \operatorname{Re}\left(\bar{z}^{2}\right)+R^{3} \delta \operatorname{Im}(\bar{\zeta})+M^{3} \delta \operatorname{Im}\left(\bar{z}^{2}\right),  \tag{4.10}\\
& S^{4}=Q^{4} \operatorname{Re}\left(\bar{z}^{2}\right)+R^{4} \delta \operatorname{Im}(\bar{\zeta})+M^{4} \delta \operatorname{Im}\left(\bar{z}^{2}\right), \\
& T^{3}=-Q^{3} \operatorname{Im}\left(\bar{z}^{2}\right)+R^{3} \delta \operatorname{Re}(\bar{\zeta})+M^{3} \delta \operatorname{Re}\left(\bar{z}^{2}\right), \\
& T^{4}=-Q^{4} \operatorname{Im}\left(\bar{z}^{2}\right)+R^{4} \delta \operatorname{Re}(\bar{\zeta})+M^{4} \delta \operatorname{Re}\left(\bar{z}^{2}\right) .
\end{align*}
$$

We shall exploit the form of $\phi$ in (4.8) to solve explicitly the reduced bifurcation equation $g=0$. In order to understand what types of solutions one may find in $g=0$ we answer the fourth question of this section. By determining, up to conjugacy, the set of all isotropy subgroups of elements in $V$, we determine the symmetries that possible solutions to the Navier-Stokes equations found by reducing to $V$ may have.

The lattice (of conjugacy classes) of isotropy subgroups for $\Gamma$ acting on $V$ is given in Table 4.1. Containment of one conjugacy class in another is indicated by arrows. In Table 4.2 we list these isotropy subgroups along with the states in the Taylor problem which have those symmetries. We use the notation $Z_{2}$ to indicate a two-element group and $Z_{2}(\alpha)$ to indicate the two-element group generated by $\alpha \in \Gamma$.

We emphasize that the containments in Table 4.1 are of conjugacy classes. For example, $Z(\kappa \pi, \pi)$ is not contained in $Z_{2}(\kappa) \times S^{1}$. However, $Z_{2}(\kappa \pi, \pi)$ is conjugate to $Z_{2}(\kappa, \pi)$ which is contained in $Z_{2}(\kappa) \times S^{1}$.

Table 4.1
Lattice of conjugacy classes of isotropy subgroups of $\Gamma$ acting on $V$.


Note: $Z_{2}^{2}$ is generated by $\kappa,(\kappa \pi, \pi),(\pi, \pi)$.

Table 4.2
The symmetries associated with observed fluid states.

| Isotropy subgroup | Solution type |
| :--- | :--- |
| $O(2) \times S^{1}$ | Couette flow |
| $Z_{2}(\kappa) \times S^{1}$ | Taylor vortices |
| $\widetilde{S O}(2)$ | spiral cells |
| $Z_{2}(\kappa \pi, \pi)$ | wavy vortices |
| $Z_{2}(\kappa)$ | twisted vortices |

We derive the lattice pictured in Table 4.1 by first considering orbit representatives. Begin by considering the action of $O(2) \times S^{1}$ on $\mathbf{R}^{2} \otimes \mathbf{C} \cong M(2, \mathbf{R})$. Let $A$ be a $2 \times 2$ matrix. As shown in Golubitsky and Stewart [1985, §7], we can choose an element of $O(2) \times S^{1}$ so that $A$ is conjugated to the diagonal matrix $\left(\begin{array}{c}a 0 \\ 0 \\ 0\end{array}\right)$ where $a \geqq d \geqq 0$. It is then easy to show that there are four types of orbits as shown in Table 4.3.

Table 4.3
Orbit representatives of $O(2) \times S^{1}$ acting on $M(2, \mathbf{R})$.

| Orbit representative | Isotropy subgroup |
| :--- | :--- |
| 0 | $O(2) \times S^{1}$ |
| $\left(\begin{array}{ll}a & 0 \\ 0 & 0\end{array}\right), a>0$ | $Z_{2}^{2}$ |
| $\left(\begin{array}{ll}a & 0 \\ 0 & a\end{array}\right), a>0$ | $\widetilde{S O}(2)$ |
| $\left(\begin{array}{ll}a & 0 \\ 0 & d\end{array}\right), a>d>0$ | $Z_{2}(\pi, \pi)$ |

Having put the matrices in $M(2, \mathbf{R})$ into normal form, we now use the isotropy subgroups of these matrices to conjugate the elements $z \in \mathbf{C} \cong \mathbf{R}^{2}$. In this way we obtain representatives for all the orbits of $O(2) \times S^{1}$ acting on $\mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes \mathbf{C}\right)$. These results are summarized in Table 4.4.

Table 4.4
Orbit representatives of $O(2) \times S^{1}$ acting on $\mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes \mathbf{C}\right)$.

| Orbit representative $(z, A)$ | Isotropy subgroup |
| :--- | :--- |
| $(0,0)$ | $O(2) \times S^{1}$ |
| $(x, 0), x>0$ | $Z_{2}(\kappa) \times S^{1}$ |
| $\left(0,\left(\begin{array}{ll}a & 0 \\ 0 & 0\end{array}\right)\right), a>0$ | $Z_{2}^{2}$ |
| $\left(x,\left(\begin{array}{ll}a & 0 \\ 0 & 0\end{array}\right)\right), x>0, a>0$ | $Z_{2}^{2}(\kappa)$ |
| $\left(i y,\left(\begin{array}{ll}a & 0 \\ 0 & 0\end{array}\right)\right), y>0, a>0$ | $Z_{2}^{2}(\kappa \pi, \pi)$ |
| $\left(x+i y,\left(\begin{array}{ll}a & 0 \\ 0 & 0\end{array}\right)\right), x>0, y>0, a>0$ | 1 |
| $\left(0,\left(\begin{array}{ll}a & 0 \\ 0 & a\end{array}\right)\right), a>0$ | $\widetilde{S O}(2)$ |
| $\left(x,\left(\begin{array}{ll}a & 0 \\ 0 & a\end{array}\right)\right), x>0, a>0$ | 1 |
| $\left(0,\left(\begin{array}{ll}a & 0 \\ 0 & d\end{array}\right)\right), a>d>0$ | $Z_{2}(\pi, \pi)$ |
| $\left(x+i y,\left(\begin{array}{ll}a & 0 \\ 0 & d\end{array}\right)\right),\|x+i y\| \neq 0, x \geqq 0, a>d>0$ | 1 |

Table 4.5
Fixed-point subspaces of $O(2) \times S^{1}$ acting on $V$.

| Isotropy subgroup | Fixed-point subspace | Dimension |
| :--- | :---: | :---: |
| $O(2) \times S^{1}$ | 0 | 0 |
| $Z_{2}(\kappa) \times S^{1}$ | $\left(0,\left(\begin{array}{ll}a & b \\ 0 & 0\end{array}\right)\right)$ | 1 |
| $Z_{2}^{2}$ | $\left(0,\left(\begin{array}{cc}a & b \\ -b & a\end{array}\right)\right)$ | 2 |
| $\widetilde{S O}(2)$ | $\left(x,\left(\begin{array}{ll}a & b \\ 0 & 0\end{array}\right)\right)$ | 2 |
| $Z_{2}(\kappa)$ | $\left(\begin{array}{l}\left.i y,\left(\begin{array}{ll}a & b \\ 0 & 0\end{array}\right)\right)\end{array}\right.$ | 3 |
| $Z_{2}(\kappa \pi, \pi)$ | $\left(0,\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)\right)$ | 3 |
| $Z_{2}(\pi, \pi)$ | $\left(x+i y,\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)\right)$ | 4 |
| 1 |  | 6 |

In the last table of this section we present the fixed-point subspaces of the various isotropy subgroups. More precisely, let $\Sigma \subset \Gamma$ be a subgroup. Define

$$
\begin{equation*}
V^{\Sigma}=\{v \in V \mid \sigma v=v \text { for all } \sigma \in \Sigma\} . \tag{4.11}
\end{equation*}
$$

Observe that if $\Phi: V \rightarrow V$ commutes with $\Gamma$, then $\Phi$ maps $V^{\Sigma}$ to itself (see Golubitsky and Stewart [1985, (1.6)]).
5. Branching and stability. Let $h(z, A, \lambda, \tau)$ be the mapping on the six-dimensional kernel obtained via the Lyapunov-Schmidt reduction. Note that $h$ depends explicitly on the bifurcation parameter $\lambda$ and the perturbed period $\tau$. In addition, we know that $h$ commutes with the symmetries in the Taylor problem. We shall use the consequences of this fact to explain how to compute both the solutions to $h=0$ and the eigenvalues of the $6 \times 6$ Jacobian matrix $d h$ along branches of solutions to $h=0$. One consequence of the $O(2) \times S O(2) \times S^{1}$ symmetries is that the eigenvalues of $d h$ determine the orbital asymptotic stability of solutions.

Let us be more precise. Recall the form of $h$ in (4.3) with its simple $\tau$-dependence, namely

$$
h(z, A, \lambda, \tau)=g(z, A, \lambda)-(1+\tau)\left(0,\left(\begin{array}{ll}
-b & a  \tag{5.1}\\
-d & c
\end{array}\right)\right)
$$

where $A=\binom{a b}{c d}$. In deriving this form we note that if the Navier-Stokes equations admit a smooth center manifold then $h$ will have exactly the form (5.1), where $g$ is the reduced vector field on that center manifold. We proved in Golubitsky and Stewart [1985, Thm. 8.2] that the eigenvalues of $d h$ determine the orbital asymptotic stability of solutions to the vector field $g$ on the center manifold. Moreover the center manifold reduction implies that the stabilities of solutions to the vector field $g$ are the same as the stabilities of the corresponding solutions to the Navier-Stokes equations.

If there should not exist a smooth center manifold (which we doubt) then we are computing the correct stabilities for $g$, accurate to any finite order, by using the eigenvalues of $\left.(d h)\right|_{h=0}$.

We now describe how to compute the eigenvalues of $d h$. Recall that (4.8) restricts the form of $g$ in (5.1) to:

$$
\begin{equation*}
g(z, A, \lambda)=\left(p z+q i \delta z+r \bar{z} \zeta+s i \delta \bar{z} \zeta, \sum_{j=1}^{4} S^{j} K_{j}+T^{j} L_{j}\right) \tag{5.2}
\end{equation*}
$$

where $p, q, r, s$ and the coefficients $P^{1}, \cdots, M^{4}$ appearing in (4.11) are invariant functions, hence functions of the five variables $\beta, N, \delta^{2}, \gamma, \sigma$ defined in (4.7) and $\lambda$. Moreover, since $h$ is obtained via the Lyapunov-Schmidt reduction, the linear terms must vanish. Hence

$$
\begin{equation*}
p(0)=0, \quad P^{1}(0)=0, \quad P^{2}(0)=1 . \tag{5.3}
\end{equation*}
$$

Equivariance shows that to solve the equations $h=0$ we need only evaluate $h$ on typical orbit representatives. The resulting equations are listed in Table 5.1. See Table 4.4 for the list of orbit representatives and their isotropy subgroups.

Remarks. (i) The equations involving $\tau$ serve only to determine the perturbed period of the associated periodic solution. Note that (5.1) allows us to eliminate $\tau$ by solving these equations explicitly (or implicitly if there does not exist a smooth center manifold, see $\S 4$ above).
(ii) Observe that $\tau$ is indeterminate on the $Z_{2}(\kappa) \times S^{1}$ branch, which is to be expected since the bifurcation is to a "steady state."
(iii) Observe that the theoretical basis of our explicit calculations is given by (4.10): fixed-point subspaces $V^{\Sigma}$ are mapped to themselves by equivariant mappings. Therefore we may restrict $h$ to $V^{\Sigma}$ and seek solutions to $h \mid V^{\Sigma}=0$, considering each isotropy subgroup $\Sigma$ in turn.

Table 5.1 also lists the coefficients that determine the signs of the (real parts of the) eigenvalues of $d h$. We consider the branching equations briefly first, and then describe in more detail the eigenvalue calculations.

By writing (4.9) in coordinates we obtain

$$
h\left(x, y,\left(\begin{array}{ll}
a & b  \tag{5.4}\\
c & d
\end{array}\right)\right)=\left(X, Y,\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\right),
$$

where
(a) $X=p x-q \delta y+r x \operatorname{Re}(\zeta)+r y \operatorname{Im}(\zeta)+s \delta y \operatorname{Re}(\zeta)-s \delta x \operatorname{Im}(\zeta)$,
(b) $Y=p y+q \delta x-r y \operatorname{Re}(\zeta)-r x \operatorname{Im}(\zeta)+s \delta x \operatorname{Re}(\zeta)+s \delta y \operatorname{Im}(\zeta)$,
(c) $A=\left(S^{1}+S^{3}\right) a+\left(-S^{2}-S^{4}\right) b+\left(-T^{1}+T^{3}\right) c+\left(T^{2}-T^{4}\right) d$,
(d) $B=\left(S^{2}+S^{4}\right) a+\left(S^{1}+S^{3}\right) b+\left(-T^{2}+T^{4}\right) c+\left(-T^{1}+T^{3}\right) d$,
(e) $C=\left(T^{1}+T^{3}\right) a+\left(-T^{2}-T^{4}\right) b+\left(S^{1}-S^{3}\right) c+\left(-S^{2}+S^{4}\right) d$,
(f) $D=\left(T^{2}+T^{4}\right) a+\left(T^{1}+T^{3}\right) b+\left(S^{2}-S^{4}\right) c+\left(S^{1}-S^{3}\right) d$.

The branching equations always take the form $X=Y=A=B=C=D=0$, evaluated on the appropriate orbit representative. The entries in the table follow readily. However, a few comments should be made regarding the last four entries of "unknown" type.

Table 5.1
Branching equations and eigenvalues for solutions with given symmetry.

| Solution type; Isotropy; orbit | Branching equations (to be evaluated at orbit representative shown) | Signs of eigenvalues | Multiplicity |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Couette flow } \\ & O(2) \times S^{1} \\ & (0,0) \end{aligned}$ | None | $\begin{gathered} p \\ P^{1} \pm i\left(P^{2}-1-\tau\right) \end{gathered}$ | $\begin{gathered} \hline 2 \\ 2,2 \end{gathered}$ |
| $\begin{aligned} & \text { Taylor vortices } \\ & Z_{2}(\kappa) \times S^{1} \\ & (x, 0) \end{aligned}$ | $\begin{gathered} p=0 \\ \text { at: }\left(x^{2}, 0,0,0,0, \lambda\right)^{[1]} \end{gathered}$ | $\begin{gathered} 0 \\ p_{\beta} \\ \left(P^{1}+x^{2} Q^{3}\right) \pm i\left(P^{2}-1-\tau+x^{2} Q^{4}\right) \\ \left(P^{2}-x^{2} Q^{3}\right) \pm i\left(P^{2}-1-\tau-x^{2} Q^{4}\right) \end{gathered}$ | $\begin{gathered} 1 \\ 1 \\ 1,1 \\ 1,1 \end{gathered}$ |
| unknown $\begin{aligned} & Z_{2}^{2} \\ & \left(0,\left(\begin{array}{ll} a & 0 \\ 0 & 0 \end{array}\right)\right) \end{aligned}$ | $\begin{aligned} & P^{1}=0 \\ & P^{2}=1+\tau \end{aligned}$ <br> at: $\left(0, a^{2}, 0,0,0, \lambda\right)$ | $\begin{gathered} 0 \\ p+r a^{2} \\ p-r a^{2} \\ P_{N}^{1}+a^{2} P_{N}^{3} \\ R^{2}+a^{2} R^{4} \end{gathered}$ | $\begin{aligned} & 2 \\ & 1 \\ & 1 \\ & 1 \\ & 1 \end{aligned}$ |
| $\begin{aligned} & \text { spiral cells } \\ & \widehat{S O}(2) \\ & \left(0,\left(\begin{array}{ll} a & 0 \\ 0 & a \end{array}\right)\right) \end{aligned}$ | $\begin{aligned} & P^{1}+a^{2} R^{2}=0 \\ & P^{2}-a^{2} R^{1}=1+\tau \end{aligned}$ <br> at: $\left(0,2 a^{2}, a^{4}, 0,0, \lambda\right)$ | $\begin{gathered} 0 \\ p \pm i q a^{2} \\ 2 P_{N}^{1}+R^{2}+a^{2}\left(P_{\delta^{2}}^{1}+2 R_{N}^{2}\right)+a^{4} R_{\delta^{2}}^{2} \\ \left(R^{2}+2 a^{2} R^{4}\right) \pm i\left(R^{1}+2 a^{2} R^{4}\right) \end{gathered}$ | $\begin{gathered} 1 \\ 1,1 \\ 1 \\ 1,1 \end{gathered}$ |


| $\begin{aligned} & \text { wavy vortices } \\ & Z_{2}(\kappa \pi, \pi) \\ & \left(i y,\left(\begin{array}{ll} a & 0 \\ 0 & 0 \end{array}\right)\right) \end{aligned}$ | $\begin{aligned} & p-a^{2} r=0 \\ & P^{1}-y^{2} Q^{3}=0 \\ & P^{2}-y^{2} Q^{4}=1+\tau \end{aligned}$ $\text { at: }\left(y^{2}, a^{2}, 0,-a^{2} y^{2}, 0, \lambda\right)$ | $\begin{gathered} R^{2} a^{2}+2 Q^{3} y^{2}+a y^{2} Q_{d}^{4} \\ +a^{4} R^{4}-a^{2} y^{2} M^{4} \\ {\left[\begin{array}{rr} Y_{y} & Y_{a} \\ A_{y} & A_{a} \end{array}\right]^{[2]}} \\ \operatorname{det}=p_{\beta} P_{N}^{1}-\left(p_{N}-r\right)\left(P_{\beta}^{1}-Q^{3}\right)+\cdots \\ \operatorname{trace}=p_{\beta} y^{2}+P_{N}^{1} a^{2}+\cdots \end{gathered}$ | 1 1,1 |
| :---: | :---: | :---: | :---: |
| twisted vortices <br> $Z_{2}(\kappa)$ <br> $\left(x,\left(\begin{array}{ll}a & 0 \\ 0 & 0\end{array}\right)\right)$ | $\begin{aligned} & p+a^{2} r=0 \\ & P^{1}+x^{2} Q^{3}=0 \\ & P^{2}+x^{2} Q^{4}=1+\tau \end{aligned}$ <br> at: $\left(x^{2}, a^{2}, 0, a^{2} x^{2}, 0, \lambda\right)$ | $\begin{gathered} 0 \\ -r \\ R^{2} a^{2}-2 Q^{3} x^{2} \\ -a x^{2} Q_{d}^{4}+a^{4} R^{4}+a^{2} x^{2} M^{4} \\ {\left[\begin{array}{cc} X_{x} & X_{a} \\ A_{x} & A_{a} \end{array}\right]^{[2]}} \\ \operatorname{det}=p_{\beta} P_{N}^{1}-\left(p_{N}+r\right)\left(P_{\beta}^{1}-Q^{3}\right)+\cdots \\ \operatorname{trace}=p_{\beta} x^{2}+P_{N}^{1} a^{2}+\cdots \end{gathered}$ | 1,1 |
| $\begin{aligned} & \text { unknown } \\ & Z_{2}(\pi, \pi) \\ & \left(0,\left(\begin{array}{ll} a & 0 \\ 0 & d \end{array}\right)\right) \end{aligned}$ | $R^{2}+\left(a^{2}+d^{2}\right) R^{4}=0$ <br> plus others <br> at: $\left(0, a^{2}+d^{2}, a^{2} d^{2}, 0,0, \lambda\right)$ | not computed |  |

Table 5.1 (continued)

| unknown <br> 1 $\left(x,\left(\begin{array}{ll} a & 0 \\ 0 & a \end{array}\right)\right)$ | $\begin{aligned} & q=0 \\ & \text { plus others } \\ & \text { at: }:\left(x^{2}, 2 a^{2}, a^{4}, 0,0, \lambda\right) \end{aligned}$ | not computed |  |
| :---: | :---: | :---: | :---: |
| unknown <br> 1 $\left(x+i y,\left(\begin{array}{ll} a & 0 \\ 0 & 0 \end{array}\right)\right)$ | $r=0$ <br> plus others <br> at: $\left(x^{2}+y^{2}, a^{2}, 0,\left(x^{2}-y^{2}\right) a^{2}, 0, \lambda\right)$ | not computed |  |
| unknown <br> 1 $\left(x+i y,\left(\begin{array}{ll} a & 0 \\ 0 & d \end{array}\right)\right)$ | $X=Y=A=B=C=D=0$ <br> at: $\left(x^{2}+y^{2}, a^{2}+d^{2}, a^{2} d^{2}\right.$, $\left.\left(x^{2}-y^{2}\right)\left(a^{2}-d^{2}\right), 2 \operatorname{xyad}\left(a^{2}-d^{2}\right), \lambda\right)$ | not computed |  |

Notes: [1] The equations must be evaluated at $\left(\beta, N, \delta^{2}, \gamma, \sigma, \lambda\right)$ where these in turn are evaluated on an orbit representative to yield the form stated.
[2] The remaining eigenvalues are those of the specified $2 \times 2$ matrix. Its determinant and trace are shown to lowest order (omitting positive factors) to determine their signs.

When the isotropy group is $Z_{2}(\pi, \pi)$ we take two of the equations, namely $A=0=$ $D$, which reduce to:

$$
\begin{aligned}
& \left(S^{1}+S^{3}\right) a+\left(T^{2}-T^{4}\right) d=0, \\
& \left(T^{2}+T^{4}\right) a+\left(S^{1}-S^{3}\right) d=0 .
\end{aligned}
$$

Now observe that $S^{1}+S^{3}$ and $T^{2}+T^{4}$ have a factor $d$. Divide this out and subtract. The result has a factor $\left(a^{2}-d^{2}\right)$, and the entry in the table follows. We do not require the remaining equations, because an appeal to nondegeneracy (§6) now rules out this case.

For the next two cases, the equations $X=Y=0$ lead, among other things, to the listed equation, which is also ruled out by nondegeneracy. The final case is extremely complicated and it remains possible that such a branch might occur: see $\S 7$ for further discussion.

The computation of the eigenvalues, particularly those along the $Z_{2}(\kappa)$ and $Z_{2}(\kappa \pi, \pi)$ branches, is the most difficult part of this section. This computation is facilitated by the use of several results in Golubitsky and Stewart [1985, §8b]. The first is that along a solution branch $\left(v_{0}, \lambda_{0}, \tau_{0}\right)$ with isotropy subgroup $\Sigma$, the derivative $(d h)_{v_{0}, \lambda_{0}, \tau_{0}}$ commutes with $\Sigma$. This implies (Lemma 8.4 of that paper) that $(d h)_{v_{0}, \lambda_{0}, \tau_{0}}$ leaves invariant the subspaces $W_{j}$ of $V$ formed by adding together all subspaces of $V$ on which $\Sigma$ acts by a fixed irreducible representation. We use the $W_{j}$ to put $d h$ into block diagonal form.

The second fact is that $(d h)_{v, \lambda, \tau}$ vanishes on all vectors tangent to the orbit of $v$ under the action of $O(2) \times S^{1}$. These null-vectors are given by:
(a) $\left.\quad(z, A) \rightarrow \frac{d}{d \theta}\left(z, A R_{\theta}\right)\right|_{\theta=0}=\left(0, A\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)\right)$,
(b)

$$
\left.(z, A) \rightarrow \frac{d}{d \psi}\left(e^{i \psi} z, R_{\psi} A\right)\right|_{\psi=0}=\left(i z,\left(\begin{array}{cc}
0 & -1  \tag{5.6}\\
1 & 0
\end{array}\right) A\right)
$$

We now outline the explicit computation of the eigenvalues listed in Table 5.1.
(a) $Z_{2} \times S^{1}$ (Taylor vortices). Decompose $V=\mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes \mathbf{C}\right)$ into irreducibles for $Z_{2} \times S^{1}$. We get $V=W_{0} \oplus W_{1} \oplus W_{2} \oplus W_{3}$ where

$$
\begin{array}{ll}
W_{0}=\{(x, 0)\}, & W_{2}=\left\{\left(0,\left(\begin{array}{ll}
a & b \\
0 & 0
\end{array}\right)\right)\right\}, \\
W_{1}=\{(i y, 0)\}, & W_{3}=\left\{\left(0,\left(\begin{array}{ll}
0 & 0 \\
c & d
\end{array}\right)\right)\right\} .
\end{array}
$$

The actions are given by

|  | $W_{0}$ | $W_{1}$ | $W_{2}$ | $W_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\kappa \in O(2)$ | 1 | -1 | 1 | -1 |
| $\psi \in S O(2)$ | 1 | 1 | $\mathbf{R}_{\psi}$ | $\mathbf{R}_{\psi}$ |

which are distinct irreducible actions. Therefore, $d h$ leaves each $W_{j}$ invariant. Let $\Phi_{j}=d h \mid W_{j}$, so that $d h$ has the block form:

| $x$ | $\begin{gathered} x \\ \Phi_{0} \end{gathered}$ | $\begin{aligned} & y \\ & 0 \end{aligned}$ | $a_{0} \quad b$ | $c_{0}{ }^{d}$ |
| :---: | :---: | :---: | :---: | :---: |
| $y$ | 0 | $\Phi_{1}$ | 0 | 0 |
| $b$ | 0 | 0 | $\Phi_{2}$ | 0 |
| c $d$ | 0 | 0 | 0 | $\Phi_{3}$ |

We evaluate the $\Phi_{j}$ at the orbit representative ( $x, 0$ ), with the following results.
$\Phi_{0}=X_{x}=p+p_{x} x=p_{x} x$ since $p=0$ on this branch by Table 5.1. Now $x>0$ so we can divide it out.
$\Phi_{1}=Y_{y}=p+p_{y} y=0$,
$\Phi_{2}=\left[\begin{array}{ll}A_{a} & A_{b} \\ B_{a} & B_{b}\end{array}\right]=\left[\begin{array}{cc}S^{1}+S^{3} & -S^{2}-S^{4} \\ S^{2}+S^{4} & S^{1}+S^{3}\end{array}\right]=\left[\begin{array}{cc}P^{1}+x^{2} Q^{3} & -\left(P^{2}-1-\tau+x^{2} Q^{4}\right) \\ P^{2}-1-\tau+x^{2} Q^{4} & P^{1}+x^{2} Q^{3}\end{array}\right]$.
Since a matrix $\left(\begin{array}{c}\alpha \\ \beta\end{array}-\alpha\right)$ has eigenvalues $a \pm i \beta$, the entry in the table follows. Similarly
$\Phi_{3}=\left[\begin{array}{ll}C_{c} & C_{d} \\ D_{c} & D_{d}\end{array}\right]=\left[\begin{array}{cc}S^{1}-S^{3} & -S^{2}+S^{4} \\ S^{2}-S^{4} & S^{1}-S^{3}\end{array}\right]=\left[\begin{array}{cc}P^{1}-x^{2} Q^{3} & -\left(P^{2}-1-\tau-x^{2} Q^{4}\right) \\ P^{2}-1-\tau-x^{2} Q^{4} & P^{1}-x^{2} Q^{3}\end{array}\right]$.
The entries for vortices in Table 5.1 follow. Note that $\Phi_{2}$ and $\Phi_{3}$ have to be scalar multiples $\left(\begin{array}{cc}\alpha & -\beta \\ \beta\end{array}\right)$ of rotations since $d h$ commutes with $S^{1}$; direct calculation confirms this.
(b) $Z_{2}^{2}$ (unknown). We use the same decomposition $V=W_{0} \oplus W_{1} \oplus W_{2} \oplus W_{3}$ as in (a). The actions are:

|  | $W_{0}$ | $W_{1}$ | $W_{2}$ | $W_{3}$ |
| :--- | ---: | ---: | ---: | ---: |
| $\boldsymbol{\kappa}$ | 1 | -1 | 1 | -1 |
| $(\pi, \pi)$ | -1 | -1 | 1 | 1 |

So the irreducible components on these spaces are distinct. Therefore $d h$ leaves each $W_{j}$ invariant: set $\Phi_{j}=d h \mid W_{j}$. We have

$$
\Phi_{0}=p+r a^{2}, \quad \Phi_{1}=p-r a^{2} .
$$

Now $d h$ has one eigenvalue 0 on each of $W_{2}$ and $W_{3}$, so the remaining eigenvalues are $\operatorname{Tr} \Phi_{2}, \operatorname{Tr} \Phi_{3}$. Use (5.4) here. These are computed as follows.

$$
\operatorname{Tr} \Phi_{2}=A_{a}+B_{b}=\left(S^{1}+S^{3}\right)+\left(S_{a}^{1}+S_{a}^{3}\right) a+\left(S^{1}+S^{3}\right)+\left(S_{b}^{2}+S_{b}^{4}\right) a
$$

since $b=c=d=0$ on the orbit. The branching equations show that $S^{1}+S^{3}=0$, so the sign is given by $S_{a}^{1}+S_{a}^{3}+S_{b}^{2}+S_{b}^{4}$. Now on the orbit we have $z=0, \delta=0, \zeta=a^{2}, \delta_{a}=0$, $\delta_{b}=0$. So by (4.11) we compute this as $P_{a}^{1}+P_{b}^{2}$. But $N_{b}=0$ on the orbit, so this becomes $P_{N}^{1} \cdot 2 a$. Dividing by $2 a>0$ gives the table entry. (From now on, we omit such details from the calculation.)

Similarly,

$$
\operatorname{Tr} \Phi_{3}=C_{c}+D_{d}=S^{1}-S^{2}+\left(T_{c}^{1}+T_{c}^{3}\right) a+\left(S^{1}-S^{3}\right)+\left(T_{d}^{2}+T_{d}^{4}\right) a .
$$

But $S^{1}+S^{3}=0$ on this branch, so this is

$$
4 S^{1}+a\left(T_{c}^{1}+T_{c}^{3}+T_{d}^{2}+T_{d}^{4}\right)=a^{2} R^{2}+a^{4} R^{4}
$$

(c) $\widetilde{S O}(2)($ spiral cells $)$. Let

$$
W_{0}=\mathbf{C}, \quad W_{1}=\left\{\left(\begin{array}{cc}
a & b \\
-b & a
\end{array}\right)\right\}, \quad W_{2}=\left\{\left(\begin{array}{cc}
a & b \\
b & -a
\end{array}\right)\right\} .
$$

These are irreducible under $\widetilde{S O}(2)$; and $(\theta,-\theta) \in \widetilde{S O}(2)$ acts on $W_{0}$ as $e^{i \theta}$, on $W_{1}$ as the identity, and on $W_{2}$ as $e^{2 i \theta}$ (see Golubitsky and Stewart [1985, (10.5)]). Hence the $W_{j}$ are invariant under $d h$. Let $\Phi_{j}=d h \mid W_{j}$ as usual. We compute

$$
\Phi_{0}=\left[\begin{array}{cc}
p & -q a^{2} \\
q a^{2} & p
\end{array}\right]
$$

which has the form $\left(\begin{array}{c}\alpha \\ \beta\end{array} \underset{\alpha}{-\beta}\right)$ required to commute with $\widetilde{S O}(2)$. Now $\Phi_{1}$ has one zero eigenvalue on $W_{1}$, so the other is

$$
\operatorname{Tr} \Phi_{1}=A_{a}+A_{d}+B_{b}-B_{c}
$$

by Golubitsky and Stewart [1985, (10.11)]. We compute this on the orbit $\left(0,\left(\begin{array}{ll}a & 0 \\ 0 & a\end{array}\right)\right)$. The result is

$$
\operatorname{Tr} \Phi_{1}=2 a\left(S_{a}^{1}+S_{a}^{3}+T_{a}^{2}-T_{a}^{4}+S_{d}^{1}+S_{d}^{4}+T_{d}^{2}-T_{d}^{4}\right)
$$

In deriving this, note that $S^{1}+S^{3}+T^{3}-T^{4}=0$ by the branching equations. Also, the $b$ - and $c$-derivatives of the invariants are equal, so the $b$ - and $c$-derivative terms cancel. The $a$ - and $d$-derivatives of $\beta, N, \delta, \gamma, \sigma$ are equal, whereas $\zeta_{a}=2 a=-\zeta_{d}$. Hence the only terms that remain, on dividing out positive factors, are

$$
2 P_{N}^{1}+R^{2}+a^{2}\left(P_{\delta^{2}}^{1}+2 R_{N}^{2}\right)+a^{4} R_{\delta^{2}}^{2} .
$$

The matrix of $\Phi_{2}$ can be computed as

$$
\left[\begin{array}{ll}
A_{a}-A_{d} & A_{b}+A_{c} \\
B_{a}-B_{d} & B_{b}+B_{c}
\end{array}\right]
$$

and must be of the form $\left(\begin{array}{c}\alpha \\ \beta\end{array}{ }_{\alpha}^{\beta}\right)$ by Golubitsky and Stewart [1985, §10]. Much as above, we find that

$$
\begin{aligned}
& A_{a}-A_{d}=-2 a^{2}\left(R^{2}+2 a^{2} R^{4}\right) \\
& A_{b}+A_{c}=-2 a^{2}\left(R^{1}+2 a^{2} R^{4}\right)
\end{aligned}
$$

as required for the entry in the table.
(d) $Z_{2}(\kappa \pi, \pi)$ ( wavy vortices). We decompose $V=W_{0} \oplus W_{1}$ where

$$
\begin{aligned}
& W_{0}=\langle y, a, b\rangle=+1 \text { eigenspace } \\
& W_{1}=\langle x, c, d\rangle=-1 \text { eigenspace }
\end{aligned}
$$

and take a basis in the order

$$
y, a, b ; x, c, d .
$$

Let $\Phi_{j}=d h \mid W_{j}$. The null-vectors for the two zero eigenvalues of $d h$ may be found from (5.4) and are

$$
\left[\begin{array}{c}
0 \\
0 \\
-a \\
0 \\
0 \\
0
\end{array}\right] \text { and }\left[\begin{array}{c}
0 \\
0 \\
0 \\
-y \\
a \\
0
\end{array}\right]
$$

with respect to this basis, when evaluated on the orbit. So column $b$ of $d h$ is zero and columns $x, c$ are linearly dependent. Direct calculation yields $C_{x}=D_{x}=0$, whence by ${ }^{\text {c }}$ linear dependence $C_{c}=D_{c}=0$. So $d h$ is of the form

| $\boldsymbol{y}$ |
| :--- |
| $a$ |
| $b$ |
| $x$ |
| $c$ |
| $d$ |\(\quad\left[\begin{array}{ccc|ccc}y \& a \& b \& x \& c \& d <br>

* \& * \& 0 \& 0 \& 0 \& 0 <br>
* \& * \& 0 \& 0 \& 0 \& 0 <br>
* \& * \& 0 \& 0 \& 0 \& 0 <br>
\hline 0 \& 0 \& 0 \& * \& * \& * <br>
0 \& 0 \& 0 \& 0 \& 0 \& * <br>
0 \& 0 \& 0 \& 0 \& 0 \& *\end{array}\right]\).

The eigenvalues of $\Phi_{2}$ are therefore

$$
\begin{aligned}
& 0, \\
& X_{x}=2 r a^{2}, \\
& D_{d}=a^{2} R^{2}+2 y^{2} Q^{3}+a y^{2} Q_{d}^{4}+a^{4} R^{4}-a^{2} y^{2} M^{4},
\end{aligned}
$$

and those of $\Phi_{1}$ are given by

$$
\left[\begin{array}{cc}
Y_{y} & Y_{a} \\
A_{y} & A_{a}
\end{array}\right] .
$$

Now

$$
\begin{aligned}
& Y_{y}=p+p_{y} y-r a^{2}-r_{y} y a^{2}=p_{y} y-r_{y} a^{2} y, \\
& Y_{a}=p_{a} y-\left(a^{2} r_{a}+2 a r\right) y, \\
& A_{y}=\left(S_{y}^{1}+S_{y}^{3}\right) a, \\
& A_{a}=\left(S_{a}^{1}+S_{a}^{3}\right) a \text { since } S^{1}+S^{3}=0 .
\end{aligned}
$$

To evaluate the $y$ - and $a$-derivatives, note that on the orbit,

$$
\begin{aligned}
& N_{y}=0, \quad \beta_{y}=2 y, \quad\left(\delta^{2}\right)_{y}=0, \quad \gamma_{y}=-2 y a^{2}, \quad \sigma_{y}=0, \\
& N_{a}=2 a, \quad \beta_{a}=0, \quad\left(\delta^{2}\right)_{a}=0, \quad \gamma_{a}=-2 a y^{2}, \quad \sigma_{a}=0 .
\end{aligned}
$$

The $y$-derivatives introduce a factor $y$, the $a$-derivatives a factor $a$. So the matrix is of the form

$$
\left[\begin{array}{ll}
e_{11} y^{2} & e_{12} a y \\
e_{21} a y & e_{22} a^{2}
\end{array}\right]
$$

for certain functions $e_{i j}$. We therefore evaluate the $e_{i j}$ to lowest order. The result is

$$
\begin{aligned}
{\left[\begin{array}{cc}
e_{11} y^{2} & e_{12} a y \\
e_{21} a y & e_{22} a^{2}
\end{array}\right] } & =\left[\begin{array}{cc}
p_{y} y & p_{a} y-2 a r y \\
\left(S_{y}^{1}+S_{y}^{3}\right) a & \left(S_{a}^{1}+S_{a}^{3}\right) a
\end{array}\right] \\
& =\left[\begin{array}{cc}
2 p_{\beta} y^{2} & 2\left(p_{N}-r\right) a y \\
2\left(P_{\beta}^{1}-Q^{3}\right) a y & 2 P_{N}^{1} a^{2}
\end{array}\right]
\end{aligned}
$$

The determinant and trace of $\Phi_{1}$ therefore have the signs indicated in the table.
(e) $Z_{2}(\kappa)$ (twisted vortices). This is similar to (d). The decomposition into invariant subspaces is now $V=W_{0} \oplus W_{1}$ where

$$
\begin{aligned}
& W_{0}=\langle x, a, b\rangle=+1 \text { eigenspace for } \kappa, \\
& W_{1}=\langle y, c, d\rangle=-1 \text { eigenspace for } \kappa .
\end{aligned}
$$

We take a basis for $V$ in the order

$$
x, a, b ; y, c, d .
$$

Then $d h$ has block form, and we let $d h \mid W_{j}=\Phi_{j}$.
There are two zero eigenvalues of $d h$ given by (5.4). In the basis above the associated eigenvectors are

$$
\left[\begin{array}{l}
x \\
a \\
b \\
y \\
c \\
d
\end{array}\right] \rightarrow\left[\begin{array}{c}
0 \\
b \\
-a \\
0 \\
d \\
-c
\end{array}\right] \text { and }\left[\begin{array}{c}
-y \\
-c \\
-d \\
x \\
a \\
b
\end{array}\right]
$$

Evaluation on the orbit representative $\left(x,\left(\begin{array}{cc}a & 0 \\ 0 & 0\end{array}\right)\right)$ yields the eigenvectors

$$
\left[\begin{array}{c}
0 \\
0 \\
-a \\
0 \\
0 \\
0
\end{array}\right] \text { and }\left[\begin{array}{l}
0 \\
0 \\
0 \\
x \\
a \\
0
\end{array}\right] .
$$

Therefore column $b$ of $d h$ is zero and columns $y$ and $c$ are linearly dependent. Putting the zeros in column $b$, we get

$$
d \phi=\begin{aligned}
& \\
& x \\
& a \\
& b \\
& y \\
& c \\
& d
\end{aligned}\left[\begin{array}{lll|lll}
x & a & b & y & c & d \\
* & * & 0 & 0 & 0 & 0 \\
* & * & 0 & 0 & 0 & 0 \\
* & * & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & & & \\
0 & 0 & 0 & & \Phi_{1} & \\
0 & 0 & 0 & &
\end{array}\right] .
$$

Direct calculation, evaluating at $y=b=c=d=0$, yields $C_{y}=0, D_{y}=0$, whence by linear dependence of columns $y$ and $c$ we also have $C_{c}=D_{c}=0$. So

$$
\Phi_{1}=\left[\begin{array}{cc|c}
Y_{y} & Y_{c} & Y_{d} \\
\hline 0 & 0 & C_{d} \\
0 & 0 & D_{d}
\end{array}\right]
$$

This is triangular, so its eigenvalues are

$$
\begin{aligned}
& 0 \\
& Y_{y}=p-a^{2} r=-2 r a^{2} \\
& D_{d}=a^{2} R^{2}-2 x^{2} Q^{3}-a x^{2} Q_{d}^{4}+a^{4} R^{4}+a^{2} x^{2} M^{4}
\end{aligned}
$$

using the branching equations.
Since column $b$ of $\Phi_{0}$ is zero, the eigenvalues of $\Phi_{0}$ are 0 , together with those of

$$
\left[\begin{array}{l}
X_{x} X_{a} \\
A_{x} A_{a}
\end{array}\right]
$$

Now

$$
\begin{aligned}
& X_{x}=p_{x} x+r_{x} x a^{2}, \\
& X_{a}=p_{a} x+\left(a^{2} r_{a}+2 a r\right) x, \\
& A_{x}=\left(S_{x}^{1}+S_{x}^{3}\right) a, \\
& A_{a}=\left(S_{a}^{1}+S_{a}^{3}\right) a .
\end{aligned}
$$

Again the matrix is of the form

$$
\left[\begin{array}{ll}
f_{11} y^{2} & f_{12} a y \\
f_{21} a y & f_{22} a^{2}
\end{array}\right]
$$

and we may retain only the lowest order terms in the $f_{i j}$. The result is

$$
\left[\begin{array}{cc}
2 p_{\beta} x^{2} & 2\left(p_{N}+r\right) a x \\
2\left(P_{\beta}^{1}-Q^{3}\right) a x & 2 P_{N}^{1} a^{2}
\end{array}\right]
$$

so the determinant and trace have the indicated signs.
Notice the "duality" between wavy and twisted vortices. This completes the verification of Table 5.1.
6. Nondegeneracy conditions. We now proceed to a detailed analysis of the solutions to the branching equations, and the signs of the real parts of the eigenvalues along branches, which determine (orbital asymptotic) stability. The main qualitative features of the bifurcation diagrams, and their associated stabilities, depend upon the signs of a number of coefficients. We therefore impose appropriate nondegeneracy conditions: these coefficients should be nonzero.

Recall from $\S 1$ that in order to obtain the six-dimensional kernel we had to fix the speed of counterrotation of the outer cylinder at some critical value $\Omega_{0}^{*}$. At this speed we found a two-dimensional eigenspace associated with zero eigenvalues, $\mathbf{R}^{2}$, coalescing with a four-dimensional space associated with a pair of complex conjugate purely imaginary eigenvalues, $\mathbf{R}^{2} \otimes \mathbf{C}$. Thus, in order to model the effects of counterrotation in the Taylor experiment, we must introduce a perturbation parameter $\alpha$ which will split apart the bifurcations corresponding to $\mathbf{R}^{2}$ (vortices) and $\mathbf{R}^{2} \otimes \mathbf{C}$ (spiral cells and $Z_{2}^{2}$ ).

We choose to do this by replacing $P^{1}$ in (5.2) by $\alpha+P^{1}$. If $\alpha<0$, then the bifurcation to vortices occurs second (in the bifurcation parameter $\lambda=\Omega_{i}$ ); if $\alpha>0$, it occurs first. Thus, we may think of $\alpha$ as $\Omega_{0}-\Omega_{0}^{*}$. See Fig. 6.1.


Fig. 6.1. Schematic rendition of the effect of the perturbation $\alpha$. The directions of the branches are chosen arbitrarily and secondary branches have been suppressed.

The nondegeneracy conditions we impose on $h$ are stated when $\alpha=0$ and when $z=0, A=0$.

In Table 6.1 we list sixteen nondegeneracy conditions; a $\Gamma$-equivariant bifurcation
Table 6.1
Nondegeneracy conditions for $h$.

| (a) | $p_{\beta}$ | (h) | $R^{2}$ |
| :--- | :--- | :--- | :--- |
| (b) | $p_{\lambda}$ | (i) | $2 P_{N}^{1}+R^{2}$ |
| (c $\left.\mathrm{c}_{1}\right)$ | $\left(P_{\beta}^{1}+Q^{3}\right) p_{\lambda}-P_{\lambda}^{1} p_{\beta}$ | (j) | $2\left(p_{N} P_{\lambda}^{1}-P_{N p \lambda}^{1}\right)-p_{\lambda} R^{2}$ |
| (c $\left.\mathrm{c}_{2}\right)$ | $\left(P_{\beta}^{1}-Q^{3}\right) p_{\lambda}-P_{\lambda}^{1} p_{\beta}$ | (k) | $P_{N}^{1} p_{\beta}-\left(P_{\beta}^{1}+Q^{3}\right)\left(p_{N}+r\right)$ |
| (d) | $P_{N}^{1}$ | (l) | $P_{N}^{1} p_{\beta}-\left(P_{\beta}^{1}-Q^{3}\right)\left(p_{N}-r\right)$ |
| (e) | $P_{\lambda}^{1}$ | (m) | $r$ |
| (f) | $P_{\lambda}^{1}\left(p_{N}+r\right)-p_{\lambda} P_{N}^{1}$ | (n) | $Q^{3}$ |
| (g) | $P_{\lambda}^{1}\left(p_{N}-r\right)-p_{\lambda} P_{N}^{1}$ | (o) | $q$ |

problem $h$ is called nondegenerate if these sixteen expressions are nonzero for $h$. In Table 6.2 we list the lower order terms for each solution branch of $h=0$ and each eigenvalue of $d h$ along these branches. For nondegenerate $h$ these lower order terms determine the direction of branching (super or subcritical) and the (orbital) asymptotic stability of each solution. In Table 6.1 we use the convention that all quantities are to be evaluated at the origin. So, for example, $P_{N}^{1}$ means $P_{N}^{1}(0,0,0,0,0,0)$. The terms (a)-(n) in Table 6.2 refer to the corresponding expressions in Table 6.1.

Table 6.2
Branching equations and eigenvalues to lowest order for nondegenerate problems.

|  | Branching equations | Sign of real part of eigenvalues | Multiplicity |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \hline \hline \text { Couette flow } \\ & \left(O(2) \times S^{1}\right) \\ & (0,0) \end{aligned}$ | None | $\begin{gathered} (b) \lambda \\ \alpha+(e) \lambda \end{gathered}$ | $2$ |
| $\begin{aligned} & \text { Taylor vortices } \\ & Z_{2}(\kappa) \times S^{1} \\ & (x, 0) \end{aligned}$ | $\lambda=-\frac{(a)}{(b)} x^{2}$ | 0 <br> (a) $\begin{aligned} & \alpha+\frac{\left(c_{1}\right)}{(b)} x^{2} \\ & \alpha+\frac{\left(c_{2}\right)}{(b)} x^{2} \end{aligned}$ | 1 <br> 2 <br> 2 |
| $\begin{aligned} & \text { unknown } \\ & Z_{2}^{2} \\ & \left(0,\left(\begin{array}{ll} a & 0 \\ 0 & 0 \end{array}\right)\right) \end{aligned}$ | $\lambda=\frac{-1}{(e)}\left[\alpha+(d) a^{2}\right]$ | $\begin{gathered} 0 \\ -\frac{(b)}{(e)} \alpha+\frac{(f)}{(e)} a^{2} \\ -\frac{(b)}{(e)} \alpha+\frac{(g)}{(e)} a^{2} \end{gathered}$ <br> (d) <br> (h) |  |
| $\begin{aligned} & \hline \frac{\text { spiral cells }}{} \\ & \left.\left(\begin{array}{ll} 0 O(2) \\ a & 0 \\ 0 & a \end{array}\right)\right) \end{aligned}$ | $\lambda=-\frac{1}{(e)}\left[\alpha+(i) a^{2}\right]$ | $\begin{gathered} 0 \\ -\frac{(b)}{(e)} \alpha+\frac{(j)}{(e)} a^{2} \\ (i) \\ -(h) \end{gathered}$ | $\begin{aligned} & 2 \\ & 1 \\ & 2 \end{aligned}$ |
| wavy vortices $\begin{aligned} & Z_{2}(\kappa \pi, \pi) \\ & \left(i y,\left(\begin{array}{ll} a & 0 \\ 0 & 0 \end{array}\right)\right) \end{aligned}$ | $-\frac{\left(c_{2}\right)}{(b)} y^{2}+\frac{(g)}{(b)} a^{2}=\alpha$ $\lambda=\frac{(a)}{\left(c_{2}\right)} \alpha+\frac{(l)}{\left(c_{2}\right)} a^{2}$ | (m) $\begin{gathered} 2(n) y^{2}+(h) a^{2} \\ \operatorname{det}\left[\begin{array}{cc} Y_{y} & Y_{a} \\ A_{y} & A_{a} \end{array}\right]=(l) \\ \operatorname{tr}\left[\begin{array}{cc} Y_{y} & Y_{a} \\ A_{y} & A_{a} \end{array}\right]=(a) y^{2}+(d) a^{2} \end{gathered}$ |  |

Table 6.2 (continued)

\begin{tabular}{|c|c|c|c|}
\hline twisted vortices
$$
\begin{aligned}
& Z_{2}(\kappa) \\
& \left(x,\left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right)\right)
\end{aligned}
$$ \& $$
-\frac{\left(c_{1}\right)}{(b)} x^{2}+\frac{(f)}{(b)} a^{2}=\alpha
$$
$$
\lambda=\frac{(a)}{\left(c_{1}\right)} \alpha+\frac{(k)}{\left(c_{1}\right)} a^{2}
$$ \& $$
\begin{gathered}
0 \\
-(m) \\
2(n) x^{2}+(h) a^{2}
\end{gathered}
$$
$$
\begin{gathered}
\operatorname{det}\left[\begin{array}{ll}
X_{x} & X_{a} \\
A_{x} & A_{a}
\end{array}\right]=(k) \\
\operatorname{tr}\left[\begin{array}{ll}
X_{x} & X_{a} \\
A_{x} & A_{a}
\end{array}\right]=(a) x^{2}+(d) a^{2}
\end{gathered}
$$ \& 2
1
1

2 <br>
\hline $Z_{2}(\pi, \pi)$ \& No solutions by (h) \& \& <br>
\hline 1 \& No solutions by (m), (o) except perhaps on the orbit \& $\left(x+i y,\left(\begin{array}{ll}a & 0 \\ 0 & d\end{array}\right)\right)$ \& <br>
\hline
\end{tabular}

*The terms (a)-(o) are defined in Table 6.1 and required, by assumption of nondegeneracy, to be nonzero.

In our analysis of the bifurcation diagrams and the asymptotic stability of the associated solutions, we use only the equivariant form of the bifurcation equations and the implicit function theorem. Moreover, in each appeal to the implicit function theorem we find a neighborhood of the origin in $(z, A, \lambda, \alpha)$-space on which its consequences are valid. Since we use the implicit function theorem only finitely many times, all of our conclusions hold simultaneously in some fixed neighborhood of ( $0,0,0,0$ ) in ( $z, A, \lambda, \alpha$ )-space. This neighborhood does depend, however, on the particular values that enter into the nondegeneracy conditions.

The computation of the entries in Table 6.2 may be completed in a routine fashion using the entries in Table 5.1. We give the flavor of these computations by presenting the results for wavy vortices.

The branching equations for $Z_{2}(\kappa \pi, \pi)$ are

$$
\begin{aligned}
& p\left(y^{2}, a, 0^{2},-a^{2} y^{2}, 0, \lambda\right)-a^{2} r\left(y^{2}, a^{2}, 0,-a^{2} y^{2}, 0, \lambda\right)=0, \\
& \alpha+P\left(y^{2}, a^{2}, 0, a^{2} y^{2}, 0, \lambda\right)+y^{2} Q^{3}\left(y^{2}, a^{2}, 0,-a^{2} y^{2}, 0, \lambda\right)=0 .
\end{aligned}
$$

See Table 5.1. (The third branching equation in that table is used only to eliminate $\tau$.) Expanding to lowest order, we have

$$
\begin{aligned}
& 0=p_{\beta}(0) y^{2}+\left(p_{N}(0)-r(0)\right) a^{2}+p_{\lambda}(0) \lambda+\cdots \\
& 0=\alpha+P_{\beta}(0) y^{2}+P_{N}(0) a^{2}+P_{\lambda}(0) \lambda-Q^{3}(0) y^{2}+\cdots
\end{aligned}
$$

Using the implicit function theorem, we can solve for $\lambda$ and $y^{2}$ as a function of $a^{2}$ if

$$
p_{\beta}(0) P_{\lambda}^{1}(0)-p_{\lambda}(0)\left(P_{\beta}^{1}(0)-Q^{3}(0)\right) \neq 0 .
$$

This is condition $\left(c_{2}\right)$ of Table 6.1. We then obtain

$$
\begin{aligned}
& \lambda=\frac{p_{\beta}(0)}{\left(c_{2}\right)} \alpha+\frac{P_{N}^{1}(0) p_{\beta}(0)-\left(P_{\beta}^{1}(0)-Q^{3}(0)\right)\left(p_{N}(0)-r(0)\right)}{\left(c_{2}\right)} a^{2}+\cdots, \\
& y^{2}=-\frac{p_{\lambda}(0)}{\left(c_{2}\right)} \alpha-\frac{p_{\lambda}(0) p_{N}^{1}(0)-P_{\lambda}^{1}(0)\left(p_{N}^{1}(0)-r(0)\right)}{\left(c_{2}\right)} a^{2}+\cdots,
\end{aligned}
$$

Using the entries in Table 6.1 along with some rearrangement of terms, we obtain the entry in Table 6.2.
7. Comparison with experiment. In this section we discuss how the above model bifurcation problem(s) on the six-dimensional kernel compare with experimental observations in the two main settings.
(1) Experiments by Andereck, Liu, and Swinney [1984] in the counterrotating case, including parameter values near a point at which the six-dimensional kernel appears to occur.
(2) The standard "main sequence" of bifurcations in the case where the outer cylinder is held fixed:

Couette flow $\rightarrow$ Taylor vortices $\rightarrow$ wavy vortices $\rightarrow$ modulated wavy vortices $\rightarrow \cdots$
We will show below that it is possible to make choices for the signs of the coefficients that appear in Table 6.1 as nondegeneracy conditions, so that the resulting bifurcation sequences are in qualitative agreement with the experimentally observed bifurcation sequences. In the counterrotating case we have direct (numerical) evidence for the existence of the six-dimensional kernel through the work of DiPrima and Grannick [1971]; no evidence for this six-dimensional kernel currently exists when the outer cylinder is held fixed. We hasten to add, however, that the existence of the six-dimensional kernel is, because of symmetry, only a codimension one phenomenon; it should occur frequently in various forms of Taylor-Couette flow. We also note that, unfortunately, there are many different choices for the signs of the nondegeneracy conditions in Table 6.1 (over 10,000 ), so many different bifurcation sequences are possible besides the ones we consider here. However, the possibilities are not totally arbitrary, as we see below.
7.1. The counterrotating case. In a private communication, D. Andereck gave us the (qualitative) form of the experimental results for counterrotating Taylor-Couette flow, which have since appeared in Andereck, Liu, and Swinney [1984]. We present these results in Fig. 7.1. There are three features that deserve mention here.
(i) There is a critical speed of counterrotation $\Omega_{0}^{*}$ at which the primary bifurcation from Couette flow changes from Taylor vortices to spiral cells. This corresponds to the critical speed of counterrotation found numerically by DiPrima and Grannick [1971]. However, they presumably performed the calculations for values of the dimensions of the apparatus which differ from those used by Andereck, Liu and Swinney [1984].
(ii) In the weakly counterrotating case $\Omega_{0}<\Omega_{2}^{*}$-this corresponds to the case
( $\alpha>0$ ) where our perturbation parameter $\alpha$ is positive-the observed bifurcation sequence is:

$$
\text { Couette } \rightarrow \text { vortices } \rightarrow \text { wavy vortices }
$$

See Fig. 7.2.


Fig. 7.1. Qualitative version of the experimental results of Andereck, Liu, and Swinney [1984] showing observed transitions between stable states in the counterrotating Taylor-Couette system.


Fig. 7.2. Schematic bifurcation diagram when $\alpha>0$ corresponding to the observations of Andereck, Liu, and Swinney [1984]. (Secondary branches may or may not join other branches, depending on the values of the coefficients.)

If the speed of the inner cylinder is increased further, then the wavy vortices lose stability to another state which does not appear to correspond to any state in our model.
(iii) In the strongly counterrotating case where $\Omega_{0}$ is slightly greater than $\Omega_{0}^{*}$-this corresponds to our $\alpha<0$-the observed transition sequence is:

$$
\text { Couette } \rightarrow \text { spiral cells } \rightarrow \text { wavy spiral cells }
$$

See Fig. 7.3.


Fig. 7.3. Schematic bifurcation diagram when $\alpha<0$ corresponding to the observations of Andereck [1984].
In order to reproduce qualitatively the experimental results, we demand the following:
(a) Couette flow is stable for $\lambda \ll 0$.
(b) Vortices bifurcate supercritically and stably when $\alpha>0$.
(c) There is a secondary bifurcation from vortices to wavy vortices when $\alpha>0$.
(d) Wavy vortices are supercritical and stable at the initial bifurcation from vortices.
(e) Spiral cells bifurcate supercritically and stably when $\alpha<0$.
(f) Spiral cells lose stability to a Hopf bifurcation.

We claim that it is possible to choose signs for the nondegeneracy conditions in Table 6.1 so that each of the conditions in (7.1) is satisfied. Moreover, we claim that when these nondegeneracy conditions are satisfied, it follows that:

Any bifurcation from vortices to Taylor vortices occurs after the bifurcation from vortices to wavy vortices.

The assumptions in (7.1) correspond, in order, to the following nondegeneracy conditions (cf. Table 6.1):
(a) $(e)<0,(b)<0$.
(b) $\quad(a)>0$.
(c) $\quad\left(c_{2}\right)>0$.
(d) $(l)>0 ;(m)>0,(n)>0$.
(e) $(i)>0,(h)<0$.
(f) $\quad(j)>0$.

It is a simple matter to check that the conditions (7.3) are precisely the conditions needed to satisfy (7.1). The only point which requires comment is asymptotic stability of the wavy vortex branch. Observe that at the bifurcation from vortices to wavy vortices, $a=0$ and $y \neq 0$. It follows from Table 6.2 that the wavy vortices are stable if

$$
(m)>0, \quad(n)>0, \quad(l)>0, \quad \text { and }(a)>0 .
$$

However, $(l)>0$ when the branch of wavy vortices is supercritical, and $(a)>0$ has already been assumed in (7.3b). Observe that the branch of wavy vortices can lose
stability if either

$$
\begin{equation*}
(d)<0 \quad \text { or } \quad(h)<0 . \tag{7.4}
\end{equation*}
$$

If $(d)<0$ then this branch will lose stability to a torus bifurcation. However,

$$
\begin{equation*}
(d)=((i)-(h)) / 2 \tag{7.5}
\end{equation*}
$$

and the assumption that spiral cells are stable implies that $(i)>0,(h)<0$ (cf. (7.3e)) so this possibility cannot occur. Nevertheless, $(h)<0$ is satisfied, and wavy vortices may lose stability by a single real eigenvalue passing through zero. This observation verifies (7.2a). It is possible that a new solution branch with isotropy subgroup 1 will appear at this bifurcation, but we have neither confirmed nor eliminated this possibility. See Table 5.1.

Finally, we verify (7.2b). The wavy vortex branch begins at $\lambda_{w}(a) /\left(c_{2}\right)$, while a branch of twisted vortices would begin at $\lambda_{t}=(a) /\left(c_{2}\right)$. We compute $\operatorname{sgn}\left(\lambda_{t}-\lambda_{w}\right)$. Now

$$
\begin{equation*}
\operatorname{sgn}\left(\lambda_{t}-\lambda_{w}\right)=\operatorname{sgn}\left(\frac{1}{\left(c_{1}\right)}-\frac{1}{\left(c_{2}\right)}\right) \tag{7.6}
\end{equation*}
$$

since $(a)>0$ by (7.3b). However,

$$
\left(c_{2}\right)-\left(c_{1}\right)=-2 Q^{3} p_{\lambda}=-2(n)(b)>0
$$

using (7.3a, d). Hence (7.6) implies that $\lambda_{t}>\lambda_{w}$ as claimed in (7.2b). Observe that it is possible, under different circumstances, for twisted vortices to bifurcate supercritically and stably from vortices. Such a transition has been observed in the corotating case. See Andereck, Dickman and Swinney [1983].
7.2. The main sequence. Here we verify that the main sequence of bifurcations can also occur in the six-dimensional model. This sequence of bifurcations is observed in experiments when the outer cylinder is held fixed. For this sequence to hold, we need Couette flow to lose stability first to vortices. This happens in our model when $\alpha>0$, and we concentrate on this case.

To obtain the main sequence, we need (7.1a, b, c, d) to hold. Of course, this is possible precisely when the nondegeneracy conditions (7.3a, b, c, d) hold. If we wish to show in this model that, in addition, the wavy vortex solutions lose stability to a torus bifurcation, then two complex conjugate eigenvalues must cross the imaginary axis along the branch of wavy vortices. This can happen only if $(d)<0$. Note that if $(d)<0$ then (7.5) implies that (7.3e) is not valid, and that spiral cells cannot be asymptotically stable.

As we saw above, wavy vortices can lose stability by a real eigenvalue crossing through 0 . However, this eventuality cannot occur if $(h)>0$, which is possible, since we have assumed nothing about ( $i$. Thus, assuming

$$
(d)<0, \quad(h)>0
$$

leads to the main sequence. (See Fig. 7.4.) Other choices for the main sequence are possible.

We conclude that both the main sequence and certain regimes in the experiments of Andereck, Liu, and Swinney [1984] appear to be qualitatively consistent with our six-dimensional model, for suitable values of the coefficients. (Note that aside from the states discussed above, no other stable states occur except perhaps with isotropy group

1, as mentioned.) Since the coefficients can in principle be computed by Lyapunov-Schmidt reduction from the Navier-Stokes equations, further numerical work should be able to provide a more stringent test. It would also be of interest to determine, in terms of the physical parameters in the problem, the location of the codimension one set of values at which the six-dimensional kernel occurs.


FIG. 7.4. Schematic bifurcation diagram corresponding to (one occurrence of) the main sequence.
Appendix. Equivariant mappings on the six-dimensional kernel. Let $V=\mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes\right.$ C) be the six-dimensional kernel described in $\S 4$. Recall that $\Gamma=O(2) \times S^{1}$ acts on $V$ by

$$
(\theta, \psi)(v, w \otimes z)=\left(R_{\theta} v,\left(R_{\theta} w\right) \otimes\left(e^{i \psi} Z\right)\right) .
$$

For computational purposes we choose coordinates by identifying the first $\mathbf{R}^{2}$ with $\mathbf{C}$, and $\mathbf{R}^{2} \otimes \mathbf{C}$ with $2 \times 2$ matrices as described in $\S 4$, so that an element of $V$ is written ( $z, a$ ) where

$$
z \in \mathbf{C}, \quad A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), \quad a, b, c, d \in \mathbf{R}
$$

Recall that a (smooth) function $\phi: V \rightarrow \mathbf{R}$ is invariant under $\Gamma$ if

$$
\phi(\gamma v)=\phi(v), \quad \gamma \in \Gamma, \quad v \in V,
$$

and a (smooth) mapping $\Phi: V \rightarrow V$ is equivariant if it commutes with $\Gamma$, that is

$$
\Phi(\gamma v)=\gamma \Phi(v), \quad \gamma \in \Gamma, \quad v \in V .
$$

The aim of this appendix is to describe completely these invariant functions and equivariant mappings, as promised in $\S 4$ above. The main result, which will yield Theorem 4.3 when appropriate terms are collected together, is:

Proposition A.1. (a) Every invariant function on $V$ is of the form

$$
\begin{equation*}
\phi(v)=h\left(\beta, N, \delta^{2}, \gamma, \sigma\right) \tag{A.1}
\end{equation*}
$$

for a smooth function $h: \mathbf{R}^{5} \rightarrow \mathbf{R}$, where

$$
\begin{align*}
& \beta=z \bar{z}=x^{2}+y^{2}, \\
& N=a^{2}+b^{2}+c^{2}+d^{2}, \\
& \delta^{2}=(a d-b c)^{2},  \tag{A.2}\\
& \gamma=\operatorname{Re}\left(z^{2} \bar{\zeta}\right), \\
& \sigma=\delta \operatorname{Im}\left(z^{2} \bar{\zeta}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\zeta=\left(a^{2}+b^{2}-c^{2}-d^{2}\right)+2 i(a c+b d) . \tag{A.3}
\end{equation*}
$$

(b) Every equivariant mapping $V \rightarrow V$ is of the form

$$
\begin{align*}
\Phi(z, A)=(p z & +q i \delta z+r \bar{z} \zeta+s i \delta \bar{z} \zeta, \\
& P^{1} \operatorname{Re}\left(H_{1}\right)+P^{2} \operatorname{Re}\left(H_{2}\right) \\
& +Q^{1} \operatorname{Im}\left(z^{2} \bar{\zeta}\right) \operatorname{Im}\left(H_{1}\right)+Q^{2} \operatorname{Im}\left(z^{2} \bar{\zeta}\right) \operatorname{Im}\left(H_{2}\right) \\
& +Q^{3} \operatorname{Re}\left(\bar{z}^{2} H_{3}\right)+Q^{4} \operatorname{Re}\left(\bar{z}^{2} H_{4}\right)  \tag{A.4}\\
& +R^{1} \delta \operatorname{Im}\left(H_{1}\right)+R^{2} \delta \operatorname{Im}\left(H_{2}\right)+R^{3} \delta \operatorname{Im}\left(\bar{\zeta} H_{3}\right)+R^{4} \delta \operatorname{Im}\left(\bar{\zeta} H_{4}\right) \\
& \left.+M^{3} \delta \operatorname{Im}\left(\bar{z}^{2} H_{3}\right)+M^{4} \delta \operatorname{Im}\left(\bar{z}^{2} H_{4}\right)\right),
\end{align*}
$$

where

$$
\begin{array}{ll}
H_{1}=\left(\begin{array}{ll}
a-i c & b-i d \\
c+i a & d+i b
\end{array}\right), & H_{3}=\left(\begin{array}{cc}
a+i c & b+i d \\
-c+i a & -d+i b
\end{array}\right), \\
H_{2}=\left(\begin{array}{ll}
-b+i d & a-i c \\
-d-i b & c+i a
\end{array}\right), & H_{4}=\left(\begin{array}{cc}
-b-i d & a+i c \\
d-i b & -c+i a
\end{array}\right),
\end{array}
$$

and

$$
p, q, r, s, P^{1}, P^{2}, Q^{1}, Q^{2}, Q^{3}, Q^{4}, R^{1}, R^{2}, R^{3}, R^{4}, M^{3}, M^{4}
$$

are invariant functions.
In more abstract language, Proposition A. 1 says that the ring of invariant functions is generated by $\beta, N, \delta^{2}, \gamma, \sigma$; and that the module of equivariant mappings is generated over the invariants by the twelve mappings in (A.4), whose coefficients are $p, q, r, s, P^{1}, \cdots, M^{4}$. By standard results of Schwarz [1975] and Poénaru [1976] we may assume $\phi$ and $\Phi$ are polynomials when proving Proposition A.1.

The computation comes in two stages. First we compute the (polynomial) $S^{1}$ invariants and -equivariants; then we use this information and the $O(2)$-action to obtain the $O(2) \times S^{1}$-invariants and -equivariants. Since $S^{1}$ acts trivially on $z \in \mathbf{R}^{2}$, we need consider only the action on $A \in \mathbf{R}^{2} \otimes \mathbf{C}$. We take complex coordinates

$$
z_{1}=a+i b, \quad z_{2}=c+i d .
$$

Then we may identify $\mathbf{R}^{2} \otimes \mathbf{C}$ with $\mathbf{C} \oplus \mathbf{C}$, where $S^{1}$ acts diagonally:

$$
\theta\left(z_{1}, z_{2}\right)=\left(e^{i \theta} z_{1}, e^{i \theta} z_{2}\right) .
$$

Lemma A.2. The real $S^{1}$-invariants on $\mathbf{C} \oplus \mathbf{C}$ are generated by $z_{1} \bar{z}_{1}, z_{2} \bar{z}_{2}, \operatorname{Re} z_{1} \bar{z}_{2}$, $\operatorname{Im} z_{1} \bar{z}_{2}$. The $S^{1}$-equivariants are generated over the invariants by $\left(z_{1}, 0\right),\left(0, z_{1}\right),\left(z_{2}, 0\right)$, $\left(0, z_{2}\right),\left(i \bar{z}_{1}, 0\right),\left(0, i \bar{z}_{1}\right),\left(i \bar{z}_{2}, 0\right),\left(0, i \bar{z}_{2}\right)$.

Proof. These results (which generalize easily to $S^{1}$ acting on $\mathbf{C}^{n}$ ) are no doubt wellknown, but for completeness we sketch a proof. The idea is first to find the complex invariants and equivariants and then to read off the real ones.

Consider a $\mathbf{C}$-valued polynomial function

$$
p\left(z_{1}, \bar{z}_{1}, z_{2}, \bar{z}_{2}\right)=\sum A_{\alpha \beta \gamma \delta} z_{1}^{\alpha} \bar{z}_{1}^{\beta} z_{2}^{\gamma} \bar{z}_{2}^{\delta}
$$

Since $\overline{e^{i \theta} z}=e^{-i \theta} \bar{z}$, we can use $S^{1}$-invariance to exclude all terms other than those for which

$$
\alpha-\beta+\gamma-\delta=0 .
$$

So $p$ is a polynomial in $z_{1} \bar{z}_{1}, z_{2} \bar{z}_{2}, \bar{z}_{1} z_{2}$, and $z_{1} \bar{z}_{2}$. If $p$ is to be real in $a, b, c, d$, then we have $p=\bar{p}$, so $A_{\alpha \beta \gamma \delta}=\bar{A}_{\beta \alpha \delta \gamma}$. This leads to the real invariant generators stated.

For the equivariants, we consider a pair of functions $p_{1}, p_{2}$ of the above form. Equivariance excludes all terms other than those for which

$$
\alpha-\beta+\gamma-\delta=1
$$

This yields equivariant generators which are complex scalar multiples of $\left(z_{1}, 0\right),\left(z_{2}, 0\right)$, $\left(0, z_{1}\right),\left(0, z_{2}\right)$. Taking real and imaginary parts, we obtain the stated real equivariant generators.

In $\binom{a b}{c}$ coordinates, we have the invariant generators

$$
\begin{align*}
& z_{1} \bar{z}_{1}=a^{2}+b^{2}, \\
& z_{2} \bar{z}_{2}=c^{2}+d^{2}  \tag{A.5}\\
& \operatorname{Re}\left(z_{1} \bar{z}_{2}\right)=a c+b d, \\
& \operatorname{Im}\left(z_{1} \bar{z}_{2}\right)=b c-a d=-\delta,
\end{align*}
$$

and the equivariant generators $\binom{a b}{c d} \rightarrow$

$$
\begin{align*}
& E_{1}=\left(\begin{array}{ll}
a & b \\
0 & 0
\end{array}\right), \quad E_{2}=\left(\begin{array}{ll}
0 & 0 \\
a & b
\end{array}\right), \quad E_{3}=\left(\begin{array}{ll}
0 & 0 \\
c & d
\end{array}\right), \quad E_{4}=\left(\begin{array}{ll}
c & d \\
0 & 0
\end{array}\right),  \tag{A.6}\\
& E_{5}=\left(\begin{array}{cc}
-b & a \\
0 & 0
\end{array}\right), \quad E_{6}=\left(\begin{array}{cc}
0 & 0 \\
-b & a
\end{array}\right) \quad E_{7}=\left(\begin{array}{cc}
0 & 0 \\
-d & c
\end{array}\right), \quad E_{8}=\left(\begin{array}{cc}
-d & c \\
0 & 0
\end{array}\right) .
\end{align*}
$$

Note that there is a relation

$$
\left(a^{2}+b^{2}\right)\left(c^{2}+d^{2}\right)=(a c+b d)^{2}+(a d-b c)^{2}
$$

We are now ready for the:
Proof of Proposition A. 1 (a). The calculations are easier if we use complex notation. Let

$$
\zeta=\left(a^{2}+b^{2}-c^{2}-d^{2}\right)+2 i(a c+b d) .
$$

Then every real-valued function of the four invariant generators can be written in terms of $N=a^{2}+b^{2}+c^{2}+d^{2}, \zeta, \bar{\zeta}$, and $\delta$. Note that $N$ and $\delta^{2}$ are $O(2)$-invariant. See Golubitsky and Stewart [1985, §9].

Since $S^{1}$ acts trivially on $z \in \mathbf{R}^{2}$, we can write the $S^{1}$-invariants on $\mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes \mathbf{C}\right)$ in the form

$$
\phi(z, \bar{z}, N, \zeta, \bar{\zeta}, \delta)
$$

Under the $O(2)$-action these transform as follows:

|  | $z$ | $\bar{z}$ | $\zeta$ | $\bar{\zeta}$ | $\delta$ | $N$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\kappa$ | $\bar{z}$ | $z$ | $\bar{\zeta}$ | $\zeta$ | $-\delta$ | $N$ |
| $\theta$ | $e^{i \theta_{z}}$ | $e^{-i \theta_{\bar{z}}}$ | $e^{2 i \theta_{\zeta}}$ | $e^{-2 i \theta \bar{\zeta}}$ | $\delta$ | $N$ |

(The expressions $\zeta$ and $\bar{\zeta}$ are introduced because of this pleasant transformation behavior.)

Since $z \bar{z}, \zeta \bar{\zeta}, N$, and $\delta^{2}$ are $O(2)$-invariant, we can write the general $O(2) \times S^{1}$ invariant in the form

$$
\begin{align*}
\phi & =a z^{\alpha} \zeta^{\beta}+b z^{\alpha} \bar{\zeta}^{\beta}+c \bar{z}^{\alpha} \zeta^{\beta}+d \bar{z}^{\alpha} \bar{\zeta}^{\beta}+\delta\left(e z^{\alpha} \zeta^{\beta}+f z^{\alpha} \bar{\zeta}^{\beta}+g \bar{z}^{\alpha} \zeta^{\beta}+h \bar{z}^{\alpha} \bar{\zeta}^{\beta}\right)  \tag{A.7}\\
& \equiv \phi_{0}+\delta \phi_{1}
\end{align*}
$$

where $a, b, \cdots, h \in \mathrm{C}\left[z \bar{z}, N, \delta^{2}\right]$. (Note: $\zeta \bar{\zeta}=N-4 \delta^{2}$ so no $\zeta \bar{\zeta}$ terms are required.) Reality of $\phi$ implies that

$$
\bar{a}=d, \quad \bar{b}=c, \quad \bar{e}=h, \quad \bar{f}=g,
$$

while $\kappa$-invariance leads to

$$
a=b, \quad c=d, \quad e=-h, \quad f=-g .
$$

Hence $a, b, c, d$ are real and $e, f, g, h$ are purely imaginary.
Finally we apply $S O$ (2)-invariance. Since $\delta$ is $S O(2)$-invariant and is independent of $z, \bar{z}, \zeta, \bar{\zeta}$, we must have $\phi_{0}$ and $\phi_{1}$ separately $S O(2)$-invariant. This excludes all terms other than

$$
\begin{array}{ll}
a\left(z^{\alpha} \zeta^{\beta}+\bar{z}^{\alpha} \bar{\zeta} \beta\right. & \text { when } \alpha+2 \beta=0, \\
b\left(z^{\alpha} \bar{\zeta}^{\beta}+\bar{z}^{\alpha} \zeta^{\beta}\right) & \text { when } \alpha-2 \beta=0, \\
\delta e\left(z^{\alpha} \zeta^{\beta}-\bar{z}^{\alpha} \bar{\zeta} \beta\right) & \text { when } \alpha+2 \beta=0, \\
\delta f\left(z^{\alpha} \bar{\zeta}^{\beta}-\bar{z}^{\alpha} \zeta^{\beta}\right) & \text { when } \alpha-2 \beta=0, \tag{A.11}
\end{array}
$$

Now (A.8) and (A.10) imply $\alpha=\beta=0$, giving nothing new. The others yield $\alpha=2 \beta$.
We claim that only $\alpha=2, \beta=1$ yield new generators. For example
$\left(z^{\alpha+2} \bar{\zeta}^{\beta+1}+\bar{z}^{\alpha+2} \zeta^{\beta+1}\right)=\left(z^{\alpha} \bar{\zeta} \beta+\bar{z}^{\alpha} \zeta^{\beta}\right)\left(z^{2} \bar{\zeta}+\bar{z}^{2} \zeta\right)-(z \bar{z})^{2}(\zeta \bar{\zeta})\left(z^{\alpha-2} \bar{\zeta}^{\beta-1}+\bar{z}^{\alpha-2} \zeta^{\beta-1}\right)$.
Since $b$ is real and $f$ purely imaginary, we obtain generators

$$
\operatorname{Re}\left(\bar{z}^{2} \bar{\zeta}\right), i \delta \operatorname{Im}\left(z^{2} \bar{\zeta}\right)
$$

in addition to $z \bar{z}, N, \delta^{2}$. This proves part ( $a$ ) of Proposition A.1.
Proof of Proposition A. 1 (b). Write the general equivariant in the form

$$
\Phi(z, A)=\left(\Phi_{0}(z, A), \Phi_{1}(z, A)\right)
$$

where

$$
\begin{aligned}
& \Phi_{0}: \mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes \mathbf{C}\right) \rightarrow \mathbf{R}^{2}, \\
& \Phi_{1}: \mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes \mathbf{C}\right) \rightarrow \mathbf{R}^{2} \otimes \mathbf{C} .
\end{aligned}
$$

We begin with $\Phi_{0}$. Since the $S^{1}$-action on $\mathbf{R}^{2}$ is trivial, the $S^{1}$-equivariance condition implies that $\Phi_{0}$ is $S^{1}$-invariant and hence can be written in the form (A.7) above.

However, this time there is no reality condition since we seek mappings into $\mathbf{R}^{2}$, not $\mathbf{R}$. The $\kappa$-equivariance again implies $a, b, c, d$ are real, and $e, f, g, h$ are purely imaginary. Replacing the latter by $i e, i f, i g$, ih, we may assume all coefficients $a-h$ are real, and replace $\delta$ by $i \delta$. Write $\Phi_{0}=\phi_{0}+i \delta \phi_{1}$ : again we can treat $\phi_{0}$ and $\phi_{1}$ separately.

Now $S O(2)$-equivariance excludes all terms other than

$$
\begin{array}{ll}
z^{\alpha} \zeta^{\beta}, i \delta z^{\alpha} \zeta^{\beta} ; & \alpha+2 \beta=1 \\
z^{\alpha} \bar{\zeta}^{\beta}, i \delta z^{\alpha} \bar{\zeta}^{\beta} ; & \alpha-2 \beta=1 \tag{A.13}
\end{array}
$$

$$
\begin{array}{ll}
\bar{z}^{\alpha} \zeta^{\beta}, i \delta \bar{\zeta}^{\alpha} \zeta^{\beta} ; & -\alpha+2 \beta=1 \\
\bar{z}^{\alpha} \bar{\zeta}^{\beta}, i \delta \bar{z}^{\alpha} \bar{\zeta}^{\beta} ; & -\alpha-2 \beta=1 \tag{A.15}
\end{array}
$$

In (A.12) we have $\alpha=1, \beta=0$, yielding $z$ and $i \delta z$. In (A.13) we have $\alpha=2 \beta+1$. As before, we may use the invariance of $z \bar{z}$ and $\zeta \bar{\zeta}$ to reduce the size of $\alpha$ and $\beta$ :

$$
\begin{aligned}
z^{2 \beta+1} \bar{\zeta}^{\beta} & =z^{2 \beta-1}\left(z^{2} \bar{\zeta}\right) \bar{\zeta}^{\beta-1} \\
& =\left(z^{2} \bar{\zeta}+\bar{z}^{2} \zeta\right) z^{2 \beta-1} \bar{\zeta} \beta-1 \\
\beta & (z \bar{z})^{2}(\zeta \bar{\zeta}) z^{2 \beta-3} \bar{\zeta} \beta-2
\end{aligned}
$$

Thus we can reduce $\beta$ by 1 and $\alpha$ by 2 . The process stops when $\beta=1, \alpha=2$. But now

$$
z^{3} \bar{\zeta}=z z^{2} \bar{\zeta}=\left(z^{2} \bar{\zeta}+\bar{z}^{2} \zeta\right) z-(z \bar{z}) \bar{z} \zeta
$$

Thus we get new generators $\bar{z} \zeta$, $i \delta \bar{z} \zeta$. In (A.14) we can similarly assume $\beta \leqq 2$. But $\beta=2$ gives

$$
\bar{z}^{3} \zeta^{2}=\left(\bar{z}^{2} \zeta+z^{2} \bar{\zeta}\right) \bar{z} \zeta-(z \bar{z})(\zeta \bar{\zeta}) z
$$

so no new generator arises; and $\beta=1$ gives $\bar{z} \zeta$ which is already included. Finally (A.15) is not possible.

Thus we have found four generators $(z, 0)(i \delta z, 0),(\bar{z} \zeta, 0),(i \delta \bar{z} \zeta, 0)$ corresponding to mappings of $\mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes \mathbf{C}\right)$ into $\mathbf{R}^{2}$.

Now we look at

$$
\Phi_{1}: \mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes \mathbf{C}\right) \rightarrow \mathbf{R}^{2} \otimes \mathbf{C}
$$

Again complex notation is more convenient. Define (in a notation consistent with the statement of Proposition A.1) the complex matrices

$$
\begin{align*}
& H_{1}=\left(E_{1}+E_{3}\right)+i\left(E_{2}-E_{4}\right), \\
& H_{2}=\left(E_{5}+E_{7}\right)+i\left(E_{6}-E_{8}\right),  \tag{A.16}\\
& H_{3}=\left(E_{1}-E_{3}\right)+i\left(E_{2}+E_{4}\right), \\
& H_{4}=\left(E_{5}-E_{7}\right)+i\left(E_{6}+E_{8}\right) .
\end{align*}
$$

Then the $S^{1}$-equivariants on $\mathbf{R}^{2} \otimes \mathbf{C}$ are generated over $\mathbf{C}$ by $H_{k}, \bar{H}_{k}(k=1, \cdots, 4)$ and over $\mathbf{R}$ by the real and imaginary parts of $H_{k}(k=1, \cdots, 4)$. Since $S^{1}$ acts trivially on $z \in \mathbf{R}^{2}$ we can think of the $S^{1}$-equivariants mapping $\mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes \mathbf{C}\right) \rightarrow \mathbf{R}^{2}$ as $S^{1}$-equivariants mapping $\mathbf{R}^{2} \otimes \mathbf{C} \rightarrow \mathbf{R}^{2}$ parametrized by $z$ and $\bar{z}$. Thus they are linear combinations of $H_{k}, \bar{H}_{k},(k=1, \cdots, 4)$ with coefficients in $\mathbf{C}[N, \delta, \zeta, \bar{\zeta} ; z, \bar{z}]$.

We write the equivariance condition $\phi(\gamma v)=\gamma \Phi(v)$ in the form

$$
\begin{equation*}
\Phi(v)=\gamma^{-1} \Phi(\gamma v) . \tag{A.17}
\end{equation*}
$$

Suppose

$$
\Phi(v)=\rho(v) H(v)
$$

where $\rho: \mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes \mathbf{C}\right) \rightarrow \mathbf{R}, H: \mathbf{R}^{2} \oplus\left(\mathbf{R}^{2} \otimes \mathbf{C}\right) \rightarrow \mathbf{R}^{2} \otimes \mathbf{C}$. Then (A.17) is equivalent to

$$
\begin{equation*}
\rho(v) H(v)=\gamma^{-1} \rho(\gamma v) H(\gamma v)=\rho(\gamma v) \gamma^{-1} H(\gamma v) . \tag{A.18}
\end{equation*}
$$

We compute this action on $H_{k}(k=1, \cdots, 4)$ when $\gamma \in O(2)$. Using (A.16) and noting that

$$
\begin{aligned}
& \kappa(z, A)=\left(\bar{z},\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) A\right), \\
& \psi(z, A)=\left(e^{i \psi} z, R_{\psi} A\right)
\end{aligned}
$$

where

$$
R_{\psi}=\left(\begin{array}{cc}
\cos \psi & -\sin \psi \\
\sin \psi & \cos \psi
\end{array}\right)
$$

we find

| $H(v)$ | $\kappa^{-1} H(\kappa v)$ | $\psi^{-1} H(\psi v)$ |
| :--- | :--- | :--- |
| $H_{1}$ | $\bar{H}_{1}$ | $H_{1}$ |
| $H_{2}$ | $\bar{H}_{2}$ | $H_{2}$ |
| $H_{3}$ | $\bar{H}_{3}$ | $e^{2 i \psi} H_{3}$ |
| $H_{4}$ | $\bar{H}_{4}$ | $e^{2 i \psi} H_{4}$ |

We can write the general $S^{1}$-equivariant $\Phi_{1}: \mathbf{R}^{2} \oplus(\mathbf{R} \otimes \mathbf{C}) \rightarrow \mathbf{R}^{2} \otimes \mathbf{C}$ in the form

$$
\begin{equation*}
\Phi_{1}=\operatorname{Re}\left\{\sum_{k=1}^{4}\left(\rho_{k}+\delta \sigma_{k}\right) H_{k}\right\} \tag{A.20}
\end{equation*}
$$

where the $\rho_{k}, \sigma_{k}$ are polynomials over $\mathbf{C}$ of the form

$$
\rho_{k}=\rho_{k}\left(N, \delta^{2}, \zeta, \bar{\zeta} ; z, \bar{z}\right), \quad \sigma_{k}=\sigma_{k}\left(N, \delta^{2}, \zeta, \bar{\zeta} ; z, \bar{z}\right)
$$

Since $z \bar{z}$ and $\zeta \bar{\zeta}$ are $O(2)$-invariant, we can write the $\rho_{k}$ and $\sigma_{k}$ as

$$
\begin{equation*}
a z^{\alpha} \zeta^{\beta}+b z^{\alpha} \bar{\zeta}^{\beta}+c \bar{z}^{\alpha} \zeta^{\beta}+d \bar{z}^{\alpha} \bar{\zeta} \beta \tag{A.21}
\end{equation*}
$$

with $a, b, c, d, \in \mathbf{C}\left[N, \delta^{2}\right]$.
We now apply $\kappa$ - and $\psi$-equivariance in the form (A.17), writing

$$
\tilde{\rho}=\rho(\kappa z, \kappa A), \quad \hat{\rho}=\rho(\psi z, \psi A) .
$$

Now $\kappa$-equivariance (using (A.18) and (A.19)) implies that

$$
\begin{equation*}
\tilde{\rho}_{k}=\bar{\rho}_{k}, \tag{A.22}
\end{equation*}
$$

and $\psi$-equivariance implies
(A.24)
(A.25)
$\hat{\rho}_{k}= \begin{cases}\rho_{k} & (k=1,2), \\ e^{-2 i \psi} \rho_{k} & (k=3,4),\end{cases}$
(A.26)
(A.27)

$$
\hat{\sigma}_{k}= \begin{cases}\sigma_{k} & (k=1,2)  \tag{A.24}\\ e^{-2 i \psi} \sigma_{k} & (k=3,4)\end{cases}
$$

$$
\begin{equation*}
\tilde{\boldsymbol{\sigma}}_{k}=-\bar{\sigma}_{k} \tag{A.23}
\end{equation*}
$$

Now write the $\rho_{k}$ and $\sigma_{k}$ in the form (A.20) (we suppress unnecessary fine points of notation in the interests of clarity). From (A.22) we get

$$
\begin{equation*}
\left(\text { for } \rho_{k}\right) a=\bar{a}, \quad b=\bar{b}, \quad c=\bar{c}, \quad d=\bar{d} \tag{A.28}
\end{equation*}
$$

and from (A.23)

$$
\begin{equation*}
\left(\text { for } \sigma_{k}\right) a=-\bar{a}, \quad b=-\bar{b}, \quad c=-\bar{c}, \quad d=-\bar{d} . \tag{A.29}
\end{equation*}
$$

That is, the coefficients are real for $\rho_{k}$ and purely imaginary for $\sigma_{k}$. We therefore replace $\sigma_{k}$ by $i \sigma_{k}$, so that $\rho_{k}$ and $\sigma_{k}$ are real: now (A.20) takes the form

$$
\begin{equation*}
\Phi=\operatorname{Re}\left\{\sum_{k=1}^{4}\left(\rho_{k}+i \delta \sigma_{k}\right) H_{k}\right\} . \tag{A.30}
\end{equation*}
$$

The $\psi$-action multiplies $z, \zeta$, and $H_{k}$ by complex constants $e^{i \psi}, e^{2 i \psi}, e^{2 i \psi}$ respectively. Hence we may consider each of the eight terms in (A.30) separately. From (A.26) and (A.27) we obtain the following conditions on the exponents $\alpha, \beta$, required for $\psi$-equivariance:
(A.38)

| Real part of: | $k=1,2$ | $k=3,4$ |
| :---: | :---: | :---: |
| $z^{\alpha} \zeta^{\beta} H_{k}$ | $\alpha+2 \beta=0$ | $\alpha+2 \beta=-2$ |
| $z^{\alpha} \overline{\bar{\xi}}^{\beta} H_{k}$ | $\alpha-2 \beta=0$ | $\alpha-2 \beta=-2$ |
| $\bar{z}^{\alpha}{ }^{\alpha}{ }^{\beta} H_{k}$ | $-\alpha+2 \beta=0$ | $-\alpha+2 \beta=-2$ |
| $\bar{z}^{\alpha} \overline{\bar{\xi}}^{\beta} H_{k}$ | $-\alpha-2 \beta=0$ | $-\alpha-2 \beta=-2$ |
| ${ }^{i} \delta^{\alpha} \delta^{\alpha}{ }^{\beta} H_{k}$ | $\alpha+2 \beta=0$ | $\alpha+2 \beta=-2$ |
| ${ }^{i} \delta^{\alpha}{ }^{\alpha \bar{\zeta}^{\beta} H_{k}}$ | $\alpha-2 \beta=0$ | $\alpha-2 \beta=-2$ |
| $\left.{ }^{i} \delta^{\mathbf{z}}{ }^{\alpha}\right\}^{\beta} H_{k}$ | $-\alpha+2 \beta=0$ | $-\alpha+2 \beta=-2$ |
| ${ }^{i} \delta_{\bar{z}}{ }^{\alpha} \bar{\zeta}^{\beta} H_{k}$ | $-\alpha-2 \beta=0$ | $-\alpha-2 \beta=-2$ |

We deal with these terms case by case, first for $k=1,2$; then for $k=3,4$. So let $k=1,2$.
(A.31) implies $\alpha=\beta=0$, leading to the generators

$$
\begin{equation*}
\operatorname{Re}\left(H_{k}\right), \quad k=1,2 \tag{A.39}
\end{equation*}
$$

(A.32) requires $\alpha=2 \beta$, so we get

$$
\begin{equation*}
z^{2 \beta \bar{\zeta}^{\beta}} H_{k}+\bar{z}^{2 \beta} \zeta^{\beta} \bar{H}_{k} . \tag{A.40}
\end{equation*}
$$

Similarly (A.33) requires $\alpha=2 \beta$, and the result is

$$
\begin{equation*}
\bar{z}^{2 \beta \zeta \beta} H_{k}+z^{2 \beta} \bar{\zeta}^{\beta} \bar{H}_{k} \tag{A.41}
\end{equation*}
$$

Forming the sum and difference of (A.40) and (A.41) we may replace them by

$$
\begin{aligned}
& x_{\beta}=\left(z^{2 \beta \bar{\zeta} \beta}+\bar{z}^{2 \beta} \zeta^{\beta}\right)\left(H_{k}+\bar{H}_{k}\right), \\
& y_{\beta}=\left(z^{2 \beta \bar{\zeta} \beta}-\bar{z}^{2 \beta} \zeta^{\beta}\right)\left(H_{k}-\bar{H}_{k}\right) .
\end{aligned}
$$

We observe the following identities:

$$
\begin{aligned}
& x_{\beta+1}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) x_{\beta}-\left(z^{2} \bar{z}^{2} \zeta \bar{\zeta}\right) x_{\beta-1}, \\
& y_{\beta+1}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) y_{\beta}-\left(z^{2} \bar{z}^{2} \zeta \bar{\zeta}\right) y_{\beta-1},
\end{aligned}
$$

which have invariant functions as coefficients. Since

$$
x_{0}=2 \operatorname{Re}\left(H_{k}\right), \quad y_{0}=0, \quad x_{1}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) \operatorname{Re}\left(H_{k}\right),
$$

and these may be obtained from the generators (A.39), an inductive argument shows that only $y_{1}$ need be retained in a list of generators. So we obtain the new generators

$$
\begin{equation*}
\operatorname{Im}\left(z^{2} \bar{\zeta}\right) \operatorname{Im}\left(H_{k}\right), \quad k=1,2 \tag{A.42}
\end{equation*}
$$

For (A.34) we have $\alpha=\beta=0$ and nothing new results.
For (A.35) we have $\alpha=\beta=0$, leading to new generators $\operatorname{Re}\left(i \delta H_{k}\right)$, or equivalently

$$
\begin{equation*}
\delta \operatorname{Im}\left(H_{k}\right), \quad k=1,2 \tag{A.43}
\end{equation*}
$$

From (A.36) and (A.37) we get $\alpha=2 \beta$, yielding

$$
\begin{aligned}
& i \delta z^{2 \beta} \bar{\zeta}^{\beta} H_{k}-i \delta \bar{z}^{2 \beta} \zeta^{\beta} \bar{H}_{k}, \\
& i \delta \bar{z}^{2 \beta} \zeta^{\beta} H_{k}-i \delta z^{2 \beta \bar{\zeta}} \bar{H}_{k} .
\end{aligned}
$$

Forming the sum and difference, we replace these by

$$
\begin{aligned}
& v_{\beta}=i \delta\left(z^{2 \beta} \bar{\zeta}^{\beta}+\bar{z}^{2 \beta} \zeta^{\beta}\right)\left(H_{k}-\bar{H}_{k}\right), \\
& w_{\beta}=i \delta\left(z^{2 \beta \bar{\zeta}^{\beta}}-\bar{z}^{2 \beta}{ }^{\beta} \beta\right)\left(H_{k}+\bar{H}_{k}\right) .
\end{aligned}
$$

We note the identities

$$
\begin{aligned}
& v_{\beta+1}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) v_{\beta}-\left(z^{2} \bar{z}^{2} \zeta \bar{\zeta}\right) v_{\beta-1} \\
& w_{\beta+1}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) w_{\beta}-\left(z^{2} \bar{z}^{2} \zeta \bar{\zeta}\right) w_{\beta-1} \\
& v_{1}=\operatorname{Re}\left(z^{2} \bar{\zeta}\right) \delta \operatorname{Im}\left(H_{k}\right) \\
& w_{1}=\delta \operatorname{Im}\left(z^{2} \bar{\zeta}\right) \operatorname{Re}\left(H_{k}\right)
\end{aligned}
$$

It follows by induction that no new generators arise here.
Finally (A.38) leads to $\alpha=\beta=0$, and no new generators. This completes the analysis for $k=1,2$.

Next, we let $k=3,4$. The calculations follow a similar pattern.
(A.31) is impossible.
(A.32) and (A.33) lead to

$$
\begin{array}{ll}
t_{\beta}=z^{2 \beta-2} \bar{\zeta}^{\beta} H_{k}+\bar{z}^{2 \beta-2 \zeta^{\beta}} \bar{H}_{k}, & \beta \geqq 1 \\
u_{\beta}=\bar{z}^{2 \beta+2} \zeta^{\beta} H_{k}+z^{2 \beta+2 \bar{\zeta}^{\beta}} H_{k}, & \beta \geqq 0 .
\end{array}
$$

Now

$$
\begin{array}{ll}
t_{\beta+1}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) t_{\beta}-\left(z^{2} \bar{z}^{2} \zeta \bar{\zeta}\right) t_{\beta-1}, & (\beta \geqq 2) \\
t_{2}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) t_{1}-(\zeta \bar{\zeta}) u_{0} \\
u_{\beta+1}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) u_{\beta}-\left(z^{2} \bar{z}^{2} \zeta \bar{\zeta}\right) u_{\beta-1}, & (\beta \geqq 1) \\
u_{1}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) u_{0}-\left(z^{2} \bar{z}^{2}\right) x_{1}
\end{array}
$$

Hence inductively the only new generators are $t_{1}$ and $u_{0}$; that is,

$$
\begin{array}{lr}
\bar{\zeta} H_{k}+\zeta \bar{H}_{k}, & k=3,4, \\
\bar{z}^{2} H_{k}+z^{2} \bar{H}_{k}, & k=3,4 . \tag{A.44}
\end{array}
$$

However, we observe that the identities

$$
\begin{aligned}
& N \operatorname{Re}\left(H_{1}\right)-2 \delta \operatorname{Im}\left(H_{2}\right)=\operatorname{Re}\left(\bar{z} H_{3}\right), \\
& 2 \delta \operatorname{Im}\left(H_{1}\right)+N \operatorname{Re}\left(H_{2}\right)=\operatorname{Re}\left(\bar{z} H_{4}\right)
\end{aligned}
$$

are valid. Thus the generators $\bar{z}^{2} H_{k}+z^{2} \bar{H}_{k}(k=3,4)$ are redundant and can be omitted.
From (A.34) we have either $\alpha=0, \beta=1$ or $\alpha=2, \beta=0$. These lead to $t_{1}$ and $u_{0}$ again.

For convenience we now consider (A.38), for which $\alpha=2, \beta=0$ or $\alpha=0, \beta=1$. These lead to new generators

$$
\begin{array}{lc}
\delta \operatorname{Im}\left(\bar{\zeta} H_{k}\right), & k=3,4, \\
\delta \operatorname{Im}\left(\bar{z}^{2} H_{k}\right), & k=3,4 \tag{A.45}
\end{array}
$$

Finally we take (A.36) and (A.37), yielding $\alpha=2 \beta-2(\beta \geqq 1)$ and $\alpha=2 \beta+2$ respectively. So we have terms

$$
\begin{array}{ll}
r_{\beta}=i \delta z^{2 \beta-2} \bar{\zeta}^{\beta} H_{k}-i \delta \bar{z}^{2 \beta-2} \zeta^{\beta} \bar{H}_{k} & (\beta \geqq 1), \\
s_{\beta}=i \delta \bar{z}^{2 \beta-2} \zeta^{\beta} H_{k}-i \delta z^{2 \beta-2} \bar{\zeta} \beta \bar{H}_{k} & (\beta \geqq 0) .
\end{array}
$$

As usual, we find that

$$
\begin{aligned}
& r_{\beta+1}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) r_{\beta}-\left(z^{2} \bar{z}^{2} \zeta \bar{\zeta}\right) r_{\beta-1} \quad(\beta \geqq 2), \\
& r_{2}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) \delta \operatorname{Im}\left(\bar{\zeta} H_{k}\right)-(\zeta \bar{\zeta}) \delta \operatorname{Im}\left(\bar{z}^{2} H_{k}\right), \\
& s_{\beta+1}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) s_{\beta}-\left(z^{2} \bar{z}^{2} \zeta \bar{\zeta}\right) s_{\beta-1} \\
& s_{1}=2 \operatorname{Re}\left(z^{2} \bar{\zeta}\right) s_{0}-\left(z^{2} \bar{z}^{2}\right) \delta \operatorname{Im}\left(\bar{\zeta} H_{k}\right), \\
& s_{0}=\delta \operatorname{Im}\left(\bar{z}^{2} H_{k}\right) .
\end{aligned}
$$

Taking (A.45) into account, we find no new generators.
This completes the analysis. We have found twelve generators (A.39), (A.42), (A.43), (A.44), (A.45). Proposition A.1(b) now follows.

Note that the invariants (A.2) for $O(2) \times S^{1}$ do not form a polynomial ring: there is a relation

$$
\delta^{2} \gamma^{2}-\sigma^{2}=(z \bar{z})^{2}(\zeta \bar{\zeta})=\beta^{2}\left(N-4 \delta^{2}\right) .
$$

Further, the equivariants do not form a free module, although the relations have degree 9 or more. For example

$$
[\sigma]\left[\delta \operatorname{Im}\left(H_{1}\right)\right]=\left[\delta^{2}\right]\left[\operatorname{Im}\left(z^{2 \bar{\zeta}}\right) \operatorname{Im}\left(H_{1}\right)\right]
$$

(There are other relations too). In consequence, the singularity theory of $O(2) \times S^{1}$ on the six-dimensional kernel would be extremely complicated to compute.

Finally, we turn to the statement of Theorem 4.3. We obtain the form stated there for the equivariants from that used in Proposition A.1, by defining

$$
K_{j}=\operatorname{Re}\left(H_{j}\right), \quad L_{j}=\operatorname{Im}\left(H_{j}\right), \quad j=1,2,3,4
$$

and collecting terms according to the matrices $K_{j}, L_{j}$ that occur.
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# BIFURCATIONS IN DOUBLY-DIFFUSIVE SYSTEMS III. INTERACTION OF EQUILIBRIUM AND TIME PERIODIC SOLUTIONS* 
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#### Abstract

The bifurcations associated with a double zero eigenvalue which occur in equations describing double-diffusive convection in a layer of fluid are studied. Two-dimensional roll-like, and three-dimensional rectangular, square and hexagonal convection cell patterns are considered. The equations are reduced to a center manifold and further reduced to a normal form so that the complete unfolding of the codimension two bifurcation can be determined. In addition to primary pitchfork and Hopf bifurcations, saddle connections exist for roll-like, square and hexagonal convective solutions. For certain parameter values, secondary Hopf bifurcations and semistable periodic orbits exist for square and hexagonal convective solutions.
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1. Introduction. This is the final paper in a series of three concerning bifurcations in double-diffusive convective equations. The equations model an idealized infinite horizontal layer of fluid that is heated and salted from below. For more background we refer to the first paper of this series [8], which we will call Part I, and the references therein. In Part I we treated the bifurcation of equilibrium solutions corresponding to steady convective cells, and in the second paper of the series [9], which we will call Part II, we treated the Hopf bifurcation of time periodic solutions corresponding to oscillating (overstable) convection cells. In the present paper we consider the interactions between equilibrium and time periodic solutions and show the existence of further bifurcations such as saddle connections and secondary Hopf bifurcations, in some cases (see Figs. 3.4 and 3.6).

We restrict the convection equations to classes of functions corresponding to prescribed cellular convection patterns. The linearization of the restricted equations can then have a nilpotent double zero eigenvalue, and the associated codimension two bifurcation is analyzed using center manifold and normal form reductions to obtain our results. However, our stability results are incomplete since we consider only local asymptotic stability within a prescribed class of convection cell pattterns. For example, our results may show that hexagon pattern solutions are locally asymptotically stable with respect to hexagon pattern disturbances, but more generally they may well be unstable with respect to roll-like disturbances. By considering instead a wider class of solutions, namely those which are doubly periodic with respect to a hexagonal lattice, one can treat rolls, hexagons, triangles and a class of rectangles simultaneously to obtain pattern selection results. Motivated by the Rayleigh-Bénard problem modelling an infinite horizontal layer of fluid heated from below (no salt), Golubitsky, Swift and Knobloch [15] developed a theory of pattern selection in the hexagonal lattice. Bifurcations of equilibrium solutions associated with a six-dimensional semisimple eigenspace were treated. The third-order coefficients computed in Part I were sufficient (assuming a generically satisfied condition involving fifth-order coefficients) to determine some pattern selection results in the hexagonal lattice for steady convection. To treat pattern

[^24]selection in the hexagonal lattice in the context of the present paper, one must analyze the dynamic bifurcations associated with a twelve-dimensional nilpotent eigenspace. This is a substantial project and we do not attempt it here. Should such a project be completed, however, the third-order normal form coefficients computed in this paper would be expected to be incorporated into the hexagonal lattice normal form to give specific pattern selection results as in Part I.

In any case, results for the hexagonal lattice do not include square and most rectangular convection cell patterns. Sattinger [16] includes a discussion of square and rectangular lattices, but so far there are no results comparing the stability of solutions in one lattice with respect to disturbances in another. Furthermore, we do not consider stability of solutions with respect to more general disturbances, for example spatially periodic disturbances with different wave numbers. For the stability of rolls in the Rayleigh-Bénard problem with respect to a wide variety of disturbances, see Busse [13]. Finally, we do not consider the effects of sidewalls in a finite layer of fluid. These are perhaps the most important effects (and most difficult to treat mathematically) which must be considered in any complete treatment of pattern selection. For some results on rolls, in the Raleigh-Bénard problem, see Daniels [14].

The plan of this paper is as follows: First, in this section we review the parametrized system of partial differential equations modelling double-diffusive convection, and the symmetry conditions corresponding to cellular convection patterns. We then consider the eigenvalue problem for the linearization, linearized about the constant gradient solution. For certain critical parameter values, the linearization has a double zero eigenvalue when restricted to functions satisfying the symmetry conditions. We then reformulate the problem in terms of operators in Hilbert spaces. The operators and spaces are equivalent to those used in Parts I and II, but instead are formulated in terms of Fourier series. In $\S 2$ we apply a version of the center manifold theorem due to Henry [5] to reduce the parametrized partial differential equations to a two-parameter family of ordinary differential equations on two-dimensional invariant manifolds. All of the dynamics in the original family of partial differential equations for parameter values near the critical ones are retained by the family of reduced ordinary differential equations. We then further reduce the equations to a normal form, from which the complete local bifurcation and stability behavior of solutions to the equations can be deduced. In $\S 3$ we present the results of our computations to find the normal form coefficients. These coefficients determine the unfolding of the degenerate vector field in the neighborhood of critical parameter values. Two-dimensional roll-like solutions can exhibit only one case of the unfolding, but we find that three-dimensional cellular solutions (rectangular, square or hexagonal) can exhibit further cases depending on the values of auxiliary parameters.

We recall from Parts I and II that the deviation $u=\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right)$ from the constant gradient solution satisfies the system of coupled partial differential equations

$$
\begin{align*}
& \frac{\partial}{\partial t} \mathbf{u}=\sigma(\Delta \mathbf{u}-\nabla p)+\left(r \sigma u_{4}-s \sigma u_{5}\right) \mathbf{e}_{3}-(\mathbf{u} \cdot \nabla) \mathbf{u}, \\
& \frac{\partial}{\partial t} u_{4}=\Delta u_{4}+u_{3}-(\mathbf{u} \cdot \nabla) u_{4}  \tag{1.1}\\
& \frac{\partial}{\partial t} u_{5}=\tau \Delta u_{5}+u_{3}-(\mathbf{u} \cdot \nabla) u_{5} \\
& \operatorname{div} \mathbf{u}=0
\end{align*}
$$

for $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$ in $\mathbb{R}^{2} \times(0,1)$, where $\mathbf{e}_{3}$ is the unit vector $(0,0,1), \mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ is the nondimensionalized fluid velocity, $u_{4}$ is the nondimensionalized fluid temperature deviation from the constant gradient solution and $u_{5}$ is the nondimensionalized solute concentration deviation from the constant gradient solution. The parameters $r, s, \sigma$ and $\tau$ are all positive, with $0<\tau<1$. We take free-surface boundary conditions for $\mathbf{u}$ and Dirichlet boundary conditions for $u_{4}$ and $u_{5}$ at the boundary surfaces $x_{3}=0$ and $x_{3}=1$ :

$$
\begin{equation*}
\left.\frac{\partial u_{1}}{\partial x_{3}}\right|_{x_{3}=0,1}=\left.\frac{\partial u_{2}}{\partial x_{3}}\right|_{x_{3}=0,1}=\left.u_{3}\right|_{x_{3}=0,1}=\left.u_{4}\right|_{x_{3}=0,1}=\left.u_{5}\right|_{x_{3}=0,1}=0 . \tag{1.2}
\end{equation*}
$$

We require that solutions of (1.1)-(1.2) are periodic with fundamental domain of spatial periodicity $\Omega$, where $\Omega$ corresponds to roll-like, rectangular, square or hexagonal convection cells, as described below. Then we can express the functions $u_{k}, k=1, \cdots, 5$ and $p$ as Fourier series (cf. Part I)

$$
\begin{equation*}
w(\mathbf{x})=\sum_{\mathbf{j} \in \mathbb{Z}^{n}} \hat{w}(\mathbf{j}) e^{i\left(j_{1} \alpha_{1} x_{1}+\cdots+j_{3} \alpha_{3} x_{3}\right)}, \quad \overline{\hat{w}}(\mathbf{j})=\hat{w}(-\mathbf{j}), \tag{1.3}
\end{equation*}
$$

where $\mathbf{j}=\left(j_{1}, j_{2}, j_{3}\right), w=u_{k}, k=1, \cdots, 5$ or $p, n=2$ or $3, \alpha_{1}^{2}+\alpha_{2}^{2}=\pi^{2} / 2$ and $\alpha_{3}=\pi$. The Fourier coefficients $u_{k}, p$ are required to satisfy symmetry conditions

$$
\begin{array}{lr}
\hat{u}_{1}(\mathbf{j}) \text { is odd in } j_{1}, & \text { even in } j_{2}, \\
\hat{u}_{2}(\mathbf{j}) \text { is even in } j_{3}, \\
\hat{u}_{3}(\mathbf{j}) \text { is even in } j_{1}, & \text { odd in } j_{2},  \tag{1.4}\\
\text { even in } j_{2}, & \text { odd in } j_{3}, \\
\hat{w}(\mathbf{j}) \text { is even in } j_{1}, & \text { even in } j_{2}, \\
\text { odd in } j_{3},
\end{array}
$$

where $\hat{w}=\hat{u}_{4}, \hat{u}_{5}$ or $\hat{p}$, and

$$
\begin{equation*}
\hat{\mathbf{u}}(g \mathbf{j})=g \hat{\mathbf{u}}(\mathbf{j}), \quad \hat{w}(g \mathbf{j})=\hat{w}(\mathbf{j}), \tag{1.5}
\end{equation*}
$$

where $\hat{w}=\hat{u}_{4}, \hat{u}_{5}$ or $\hat{p}$, and $g$ is a $3 \times 3$ matrix of the form

$$
g=\left[\begin{array}{ccc}
\cos \phi & -\sin \phi & 0 \\
\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{array}\right]
$$

representing rotations by the angle $\phi$ about the $x_{3}$ axis.
We define the following classes of functions corresponding to the cellular convection patterns (cf. Part I):
(a) Rolls. $\alpha_{1}=\pi / 2^{1 / 2}, \alpha_{2}=0$ in (1.3). For rolls only, we modify the definitions of $\mathbf{x}$, $\mathbf{u}$ and $\mathbf{j}$ to $\mathbf{x}=\left(x_{1}, x_{3}\right), \mathbf{u}=\left(u_{1}, u_{3}\right)$ and $\mathbf{j}=\left(j_{1}, j_{3}\right)$. The sum in (1.3) is over $\mathbf{j} \in \mathbb{Z}^{2}$ for rolls $(n=2) . \phi=\pi$ in (1.5) and $\Omega=\left(0,2 \pi / \alpha_{1}\right) \times(0,1)$.
(b) Rectangles. $\alpha_{1}^{2}+\alpha_{2}^{2}=\pi^{2} / 2, \alpha_{1}, \alpha_{2}>0, \alpha_{2} \neq \alpha_{1}\left[m^{2}-1\right]^{1 / 2}$ for any positive integer $m$ in (1.3). $\phi=\pi$ in (1.5) and $\Omega=\left(0,2 \pi / \alpha_{1}\right) \times\left(0,2 \pi / \alpha_{2}\right) \times(0,1)$.
(c) Squares. $\alpha_{1}=\alpha_{2}=\pi / 2$ in (1.3). $\phi=\pi / 2$ in (1.5) and $\Omega=\left(0,2 \pi / \alpha_{1}\right) \times\left(0,2 \pi / \alpha_{1}\right)$ $\times(0,1)$.
(d) Hexagons. $\alpha_{1}=2^{1 / 2} \pi / 4, \alpha_{2}=6^{1 / 2} \pi / 4$ in (1.3). $\phi=2 \pi / 3$ in (1.5) and $\Omega=H \times$ $(0,1)$, where $H$ is the open hexagonal region in $\mathbb{R}^{2}$ enclosed by the six lines $x_{2}=$ $\pm \pi / 3^{1 / 2} \alpha_{1}, x_{2}+3^{1 / 2} x_{1}= \pm 2 \pi / 3^{1 / 2} \alpha_{1}, x_{2}-3^{1 / 2} x_{1}= \pm 2 \pi / 3^{1 / 2} \alpha_{1}$.

We observe that by (1.4) we have

$$
\begin{equation*}
\hat{u}_{k}(\mathbf{0})=0, \quad k=1, \cdots, 5, \quad \hat{p}(\mathbf{0})=0 \tag{1.6}
\end{equation*}
$$

and furthermore, all the $\hat{u}_{k}(\mathbf{j}), \hat{p}(\mathbf{j})$ are pure imaginary. Thus, if desired we can write the Fourier series (1.3) as (cf. Part I)

$$
u_{k}(\mathbf{x})=\sum_{j_{1}, j_{2}=-\infty}^{\infty}\left[\hat{u}_{k}\left(j_{1}, j_{2}, 0\right)+\sum_{j_{3}=1}^{\infty} 2 \hat{u}_{k}(\mathbf{j}) \cos j_{3} \pi x_{3}\right] e^{i\left(j_{1} \alpha_{1} x_{1}+j_{2} \alpha_{2} x_{2}\right)}
$$

for $k=1,2$ and

$$
(\mathbf{x})=\sum_{j_{1}, j_{2}=-\infty}^{\infty}\left[\sum_{j_{3}=1}^{\infty} 2 i \hat{w}(\mathbf{j}) \sin j_{3} \pi x_{3}\right] e^{i\left(j_{1} \alpha_{1} x_{1}+j_{2} \alpha_{2} x_{2}\right)}
$$

where $w=u_{3}, u_{4}, u_{5}$ or $p$. For rolls there are slight modifications $\left(\alpha_{2}=0, \mathbf{u}=\left(u_{1}, u_{3}\right)\right.$ sum only over $j_{1}, j_{3}$ ).

If we substitute the Fourier series (1.3) with the Fourier coefficients satisfying the symmetries corresponding to one of the cellular convection patterns (a)-(d) into the eigenvalue problem for the linearization

$$
\begin{align*}
& \sigma(\Delta \mathbf{u}-\nabla p)+\left(r \sigma u_{4}-s \sigma u_{5}\right) \mathbf{e}_{3}=\lambda \mathbf{u} \\
& \Delta u_{4}+u_{3}=\lambda u_{4}  \tag{1.7}\\
& \tau \Delta u_{5}+u_{3}=\lambda u_{5} \\
& \operatorname{div} \mathbf{u}=0
\end{align*}
$$

with the boundary conditions (1.2), we find that the critical eigenvalues $\lambda$ belong to the lowest mode and are given by the roots of the cubic equation

$$
\begin{gather*}
\lambda^{3}+\left(3 \pi^{2} / 2\right)(1+\sigma+\tau) \lambda^{2}+\left[\left(9 \pi^{4} / 4\right)(\sigma+\tau+\sigma \tau)-(1 / 3) \sigma(r-s)\right] \lambda  \tag{1.8}\\
+\left(27 \pi^{6} / 8\right) \sigma \tau+\left(\pi^{2} / 2\right) \sigma(s-\tau r)=0
\end{gather*}
$$

with the same multiplicities. Higher modes correspond to eigenvalues whose real parts are negative when (1.8) has solutions $\lambda$ with real part near 0 . For $\sigma>0,0<\tau<1$ and for the critical parameter values

$$
\begin{align*}
& r=r_{0} \equiv\left(27 \pi^{4} / 4\right) \sigma^{-1}(1-\tau)^{-1}(\sigma+\tau), \\
& s=s_{0} \equiv\left(27 \pi^{4} / 4\right) \tau^{2}(1-\tau)^{-1}\left(1+\sigma^{-1}\right) \tag{1.9}
\end{align*}
$$

the equation (1.8) has a double root $\lambda=0$ and the remaining root is real and negative (cf. Part I).

Thus for $\sigma>0,0<\tau<1$ and for each $\Omega$ corresponding to roll-like, rectangular, square or hexagonal convection cells, the eigenvalue problem (1.7) for $u_{k}, k=1, \cdots, 5$ and $p$ satisfying (1.3)-(1.5) has a double zero eigenvalue when (1.9) holds. All other eigenvalues have negative real parts for these critical parameter values.

We now reformulate the eigenvalue problem (1.7) in terms of an abstract differential operator in a space of functions. Let $n=2$ (for rolls) or $n=3$ (for rectangles, squares or hexagons) and define the spaces of functions corresponding to one of the cellular convection patterns (a)-(d)
$\dot{H}_{\#}^{\beta}(\Omega)=\left\{w: w(\mathbf{x})\right.$ has the form (1.3), $\sum_{\mathbf{j} \in \mathbb{Z}^{n}}|\mathbf{j}|^{2 \beta}|\hat{w}(\mathbf{j})|^{2}<\infty, \hat{w}(\mathbf{j})$ satisfy (1.4) and (1.5) $\}$
and

$$
\begin{aligned}
\dot{\mathbf{H}}_{\#}^{\beta}(\Omega)= & \left\{\mathbf{u}: u_{k}(\mathbf{x}) \text { have the form }(1.3), k=1, \cdots, 3,\right. \\
& \left.\sum_{\mathbf{j} \in \mathbb{Z}^{n}}|\mathbf{j}|^{2 \beta}|\hat{\mathbf{u}}(\mathbf{j})|^{2}<\infty, \hat{\mathbf{u}}(\mathbf{j}) \text { satisfy (1.4) and (1.5) }\right\}
\end{aligned}
$$

where $\beta \in \mathbb{R}$, and the numbers $\alpha_{1}, \alpha_{2}, \alpha_{3}$ in (1.3) and the matrix $g$ in (1.5) are appropriate to rolls, rectangles, squares or hexagons. The function spaces $\dot{H}_{\#}^{\beta}(\Omega)$ and $\dot{\mathbf{H}}_{\#}^{\beta}(\Omega)$ are closed subspaces of the Hilbert spaces $\dot{H}_{p}^{\beta}(Q)$ and $\dot{H}_{p}^{\beta}(Q)$ defined in [12] with $Q=\left(0,2 \pi / \alpha_{1}\right) \times\left(0,2 \pi / \alpha_{3}\right)$ for rolls or $Q=\left(0,2 \pi / \alpha_{1}\right) \times\left(0,2 \pi / \alpha_{2}\right) \times\left(0,2 \pi / \alpha_{3}\right)$ for rectangles, squares, or hexagons; hence the statements made in [12, pp. 7-11] regarding $\dot{H}_{p}^{\beta}(Q), \dot{H}_{p}^{\beta}(Q)$ and the Stokes operator $A$ carry over with minor modifications to our present case.

In particular, $\dot{H}_{\#}^{\beta}(\Omega)$ is a Hilbert space with norm

$$
\|w\|_{\beta}=\left[\sum_{\mathbf{j} \in \mathbb{Z}^{n}}|\mathbf{j}|^{2 \beta}|\hat{w}(\mathbf{j})|^{2}\right]^{1 / 2}
$$

and $\dot{\mathbf{H}}_{\#}^{\beta}(\Omega)$ is a Hilbert space with the product structure of $\left[\dot{H}_{\#}^{\beta}(\Omega)\right]^{n}$. The closed subspace

$$
J=\left\{\mathbf{u} \in \dot{\mathbf{H}}_{\#}^{0}(\Omega): \operatorname{div} \mathbf{u}=0\right\}
$$

of $\dot{H}_{\#}^{0}(\Omega)$ has the orthogonal complement

$$
G=\left\{\mathbf{u} \in \dot{\mathbf{H}}_{\#}^{0}(\Omega): \mathbf{u}=\nabla p \text { for some } p \in \dot{H}_{\#}^{1}(\Omega)\right\}
$$

Let $X=J \times \dot{H}_{\#}^{0}(\Omega) \times \dot{H}_{\#}^{0}(\Omega)$ with the norm induced by the product structure of $\left[\dot{H}_{\#}^{0}(\Omega)\right]^{n+2}$. By solving the boundary-value problem

$$
\begin{align*}
& \sigma(\Delta \mathbf{u}-\nabla p)=\mathbf{f}, \\
& \Delta u_{4}=f_{4},  \tag{1.10}\\
& \tau \Delta u_{5}=f_{5}, \\
& \operatorname{div} \mathbf{u}=0
\end{align*}
$$

with boundary values (1.2) explicitly for the Fourier coefficients of $u=\left(\mathbf{u}, u_{4}, u_{5}\right)$ when $\sigma>0,0<\tau<1$ and $f=\left(\mathbf{f}, f_{4}, f_{5}\right) \in X$ as in [12], it follows that $p=0$ and that the operator defined by

$$
\begin{align*}
& D(A)=X \cap\left[\dot{H}_{\#}^{2}(\Omega)\right]^{n+2}  \tag{1.11}\\
& A u=\left(\sigma \Delta \mathbf{u}, \Delta u_{4}, \tau \Delta u_{5}\right) \quad \text { for } u \in D(A)
\end{align*}
$$

is a closed, densely defined selfadjoint operator in $X$ with compact inverse $A^{-1}: X \rightarrow X$. The norm

$$
|u|_{1}=\|A u\|_{X}
$$

on $D(A)$ is equivalent to the norm induced by the product structure of $\left[\dot{H}_{\#}^{2}(\Omega)\right]^{n+2}$. The operator $-A$ is sectorial (cf. [5, p. 19]), and hence we can define the powers $(-A)^{\alpha}$ for all real $\alpha \geqq 0$ and the Hilbert spaces

$$
X^{\alpha}=D\left((-A)^{\alpha}\right)
$$

with norms

$$
|u|_{\alpha}=\left\|(-A)^{\alpha} u\right\|_{X} .
$$

We have $D(A)=X^{1} \subset X^{\alpha} \subset X^{0}=X$ for $0 \leqq \alpha \leqq 1$, the inclusions being continuous. In terms of the spaces $\dot{H}_{\#}^{\beta}(\Omega)$ we have

$$
X^{\alpha}=\left\{u=\left(\mathbf{u}, u_{4}, u_{5}\right) \in \dot{\mathbf{H}}_{\#}^{2 \alpha}(\Omega) \times \dot{H}_{\#}^{2 \alpha}(\Omega) \times \dot{H}_{\#}^{2 \alpha}(\Omega): \operatorname{div} \mathbf{u}=0\right\}
$$

and the norm $|u|_{\alpha}$ is equivalent to the norm by the product structure of $\left[\dot{H}_{\#}^{2 \alpha}(\Omega)\right]^{n+2}$.
Let $\Pi$ denote the orthogonal projection of $\dot{\mathbf{H}}_{\#}^{0}(\Omega)$ onto $J$, and let

$$
\Pi_{0}=\Pi \times I \times I: J \times \dot{H}_{\#}^{0}(\Omega) \times \dot{H}_{\#}^{0}(\Omega) \rightarrow X,
$$

where $I$ is the identity mapping on $\dot{H}_{\#}^{0}(\Omega)$. Then $\Pi_{0}$ is a continuous linear mapping, and for $\sigma>0$, the operator

$$
\begin{equation*}
B(r, s) u=\Pi_{0}\left(\left(r \sigma u_{4}-s \sigma u_{5}\right) \mathbf{e}_{3}, u_{3}, u_{3}\right) \tag{1.12}
\end{equation*}
$$

is a continuous linear mapping in $u$, from $X^{\alpha}$ into $X$, for each fixed pair $(r, s) \in \mathbb{R}^{2}$. Furthermore, $B(r, s)$ depends analytically on $(r, s)$.

We let

$$
\begin{equation*}
L(r, s) u=A u+B(r, s) u, \quad u \in D(L(r, s))=D(A) \tag{1.13}
\end{equation*}
$$

Since $A$ has a compact inverse, the argument in the Appendix of Part I can be used to show that the spectrum of $L(r, s)$ consists entirely of isolated eigenvalues of finite multiplicities. The eigenvalue problem (1.7) can now be written as

$$
\begin{equation*}
L(r, s) u=\lambda u, \quad u \in D(L(r, s)) \tag{1.14}
\end{equation*}
$$

The eigenvalues of (1.14) corresponding to the lowest mode are given by (1.8). Thus $L\left(r_{0}, s_{0}\right)$ has a double zero eigenvalue, and the rest of the spectrum of $L\left(r_{0}, s_{0}\right)$ consists of isolated eigenvalues with negative real parts. Note that the space $X$ corresponds to a particular choice of cellular convection-rolls, rectangles, squares or hexagons.

Finally, we express the nonlinear double-diffusive convection equations in abstract form. From the argument given in [5, pp. 79-81] and from the continuity of $\Pi_{0}$, it follows that the operator $M: X^{\alpha} \times X^{\alpha} \rightarrow X$, defined by

$$
\begin{equation*}
M(u, v)=-\Pi_{0}\left((\mathbf{u} \cdot \nabla) \mathbf{v},(\mathbf{u} \cdot \nabla) v_{4},(\mathbf{u} \cdot \nabla) v_{5}\right) \tag{1.15}
\end{equation*}
$$

is a continuous bilinear mapping for $3 / 4<\alpha<1$. Thus

$$
\begin{equation*}
f(u, r, s)=B(r, s) u+M(u, u) \tag{1.16}
\end{equation*}
$$

is analytic mapping $f: X^{\alpha} \times \mathbb{R}^{2} \rightarrow X$. We write the double-diffusive convection equations (1.1), with the boundary conditions (1.2) and one of the cellular convection patterns (a)-(d) as

$$
\begin{equation*}
\frac{d u}{d t}=A u+f(u, r, s) \tag{1.17}
\end{equation*}
$$

where $-\boldsymbol{A}$ is sectorial and $f$ is analytic. Furthermore, the linear part of the right-hand side of (1.17) is

$$
\begin{equation*}
A u+D_{u} f(0, r, s) u=L(r, s) u \tag{1.18}
\end{equation*}
$$

where $D_{u} f$ is the partial derivative of $f$ with respect to $u$.
We note that (1.17) generates a unique parametrized family of local semiflows near the origin in $X^{\alpha}, \frac{3}{4}<\alpha<1$, which are the solutions of (1.17) with initial conditions $u(0)=u_{0} \in X^{\alpha}[5, \mathrm{p} .54]$. This family of semiflows is jointly analytic in $\left(t, u_{0}, r, s\right)$ for $t>0$ on its domain of existence [5, p. 66].
2. Center manifold reduction. The study of bifurcation and stability in differential equations can often be greatly simplified by the use of the center manifold theorem. This theorem allows one to reduce the dimension of the state space while preserving the local behavior of solutions of a differential equation. As an example, consider the ordinary differential equation

$$
\begin{equation*}
\frac{d u}{d t}=L u+g(u), \quad u \in \mathbb{R}^{m} \tag{2.1}
\end{equation*}
$$

where $L$ is an $m \times m$ matrix, $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ is a smooth nonlinear mapping with $g(0)=0$ and $g^{\prime}(0)=0$. Then the origin $u=0$ is an equivalent solution of (2.1), and to study the stability of the origin we determine the spectrum of $L, \Sigma(L)$. Suppose that the origin is a degenerate equilibrium of (2.1), i.e. $\Sigma(L)$ contains eigenvalues with zero real part. For example, if $\Sigma(L)$ consists of $m_{c}$ eigenvalues with zero real part and $m_{s}$ eigenvalues with negative real part, $m_{c}+m_{s}=m$, then the phase space $\mathbb{R}^{m}$ splits into a direct sum of $L$-invariant subspaces $Y_{c}$ (the center eigenspace) and $Y_{s}$ (the stable eigenspace)

$$
\mathbb{R}^{m}=Y_{c} \oplus Y_{s}
$$

where $\operatorname{dim} Y_{c}=m_{c}$ and $\operatorname{dim} Y_{s}=m_{s}$, and thus every $u \in \mathbb{R}^{m}$ can be uniquely expressed as

$$
u=u_{c}+u_{s}, \quad \text { for some } u_{c} \in Y_{c}, \quad u_{s} \in Y_{s} .
$$

Furthermore, the restrictions $\left.L\right|_{Y_{c}}$ and $\left.L\right|_{Y_{s}}$ have spectra consisting of the eigenvalues of $L$ with zero real parts, and the eigenvalues of $L$ with negative real parts, respectively. Provided $g$ is smooth enough, the center manifold theorem then states that there is a (not necessarily unique) local invariant manifold $W_{c}$-a submanifold of $\mathbb{R}^{m}$ defined in some neighborhood of the origin, consisting of solution curves of (2.1)-tangent to $Y_{c}$ at the origin

$$
W_{c}=\left\{u^{\prime}=u_{c}+u_{s} \in \mathbb{R}^{m}: u_{s}=h\left(u_{c}\right),\left|u_{c}\right|<\delta\right\}
$$

where $h$ is a smooth function from a neighborhood of the origin in $Y_{c}$ into $Y_{s}$, with $h(0)=0$ and $h^{\prime}(0)=0 . W_{c}$ is called a center manifold.

The asymptotic behavior of solutions of (2.1) near the origin is determined by the $m_{c}$-dimensional equation in $Y_{c}$

$$
\begin{equation*}
\frac{d u_{c}}{d t}=L_{c} u_{c}+P_{c} g\left(u_{c}+h\left(u_{c}\right)\right) \tag{2.2}
\end{equation*}
$$

where $L_{c}=\left.L\right|_{Y_{c}}$ and $P_{c}$ is the projection of $\mathbb{R}^{m}$ onto $Y_{c}$, along $Y_{s}$. More precisely, if the origin is stable (asymptotically stable, unstable) for (2.2), then the origin is stable (asymptotically stable, unstable) for (2.1) [1, p. 4]. Thus, center manifold theory allows one to study the stability of an equivalent solution by locally reducing the differential equation to one of lower dimension.

To study bifurcations near the origin in a $k$-parameter family of differential equations

$$
\begin{equation*}
\frac{d u}{d t}=L(\mu) u+g(u, \mu), \quad u \in \mathbb{R}^{m}, \quad u \in \mathbb{R}^{k} \tag{2.3}
\end{equation*}
$$

where $L(\mu)$ is an $m \times m$ matrix depending smoothly on $\mu, L(0)$ has $m_{c}$ eigenvalues with zero real part and $m_{s}$ eigenvalues with negative real part, $m_{c}+m_{s}=m, g(0, \mu)=0$ and $D_{u} g(0, \mu)=0$, we apply the center manifold to the $(m+k)$-dimensional system

$$
\begin{equation*}
\frac{d u}{d t}=L(\mu) u+g(u, \mu), \quad \frac{d \mu}{d t}=0 \tag{2.4}
\end{equation*}
$$

for $(u, \mu) \in \mathbb{R}^{m+k} . \mathbb{R}^{m}$ splits into a direct sum of $L(0)$-invariant subspaces $\mathbb{R}^{m}$ $=X_{c} \oplus X_{s}$, where $\operatorname{Re} \Sigma\left(\left.L(0)\right|_{X_{c}}\right)=0, \operatorname{Re} \Sigma\left(\left.L(0)\right|_{X_{s}}\right)<0$; and $\mathbb{R}^{m+k}$ splits into a direct sum $\mathbb{R}^{m+k}=Y_{c} \oplus Y_{s}$, where $Y_{c}=X_{c} \times \mathbb{R}^{k}, Y_{s}=X_{s}$. The center manifold theorem applied to (2.4) gives the existence of a center manifold defined by a smooth function $h\left(u_{c}, \mu\right)$ mapping a neighborhood of the origin in $X_{c} \times \mathbb{R}^{k}$ into $X_{s}$. Bifurcation and stability of solutions of (2.3) near the origin, for $\mu$ near 0 , is determined by the reduced system

$$
\begin{equation*}
\frac{d u_{c}}{d t}=P_{c} L(\mu) u_{c}+P_{c} g\left(u_{c}+h\left(u_{c}, \mu\right), \mu\right) \tag{2.5}
\end{equation*}
$$

for $u_{c} \in X_{c}, \mu \in \mathbb{R}^{k}$ [1, p. 12], [6, pp. 471-473]. Thus local bifurcations in (2.3) can be studied by means of a reduced system (2.5). Moreover, in many applications it suffices to determine only the first few terms in the Taylor series expansion of the right-hand side of (2.5) in order to obtain the complete unfolding of (2.3) near $\mu=0$.

In this section we apply a suitable version of the center manifold theorem to reduce the $(r, s)$-parametrized family of abstract differential equations (1.17) to a two-parameter family of ordinary differential equations in a two-dimensional phase space, the dimension two of the phase space being determined by the multiplicity two of the zero eigenvalue of the linearization (1.14). We explicitly describe $X_{c}, P_{c}$ and the first few terms in the Taylor series expansion of a center manifold function $h$ when the state space $X$ of (1.17) corresponds to rolls, rectangles, squares or hexagons.

We apply the following theorems due to Henry [5, Thm. 6.2.1 and Cor. 6.2.2, pp. 168-171]:

Theorem 1. Consider the abstract differential equation

$$
\begin{equation*}
\frac{d u}{d t}=A u+f(u) \tag{2.6}
\end{equation*}
$$

where $-A$ is a sectorial operator in a Banach space $Y, 0 \leqq \alpha<1, U$ is a neighborhood of the origin in $Y^{\alpha}$, and $f: U \rightarrow Y$ is $C^{1}$ with $f(0)=0$ and $f^{\prime}$ Lipschitz continuous in $U$. Assume $L=A+f^{\prime}(0)$ has $\operatorname{Re} \Sigma(L) \leqq 0$ with $\Sigma(L) \cap\{\operatorname{Re} \lambda=0\}$ a spectral set. Let $Y=Y_{c}$ $+Y_{s}$ be the decomposition into L-invariant subspaces with $\operatorname{Re} \Sigma\left(\left.L\right|_{Y_{c}}\right)=0$ and $\operatorname{Re} \Sigma\left(\left.L\right|_{Y_{s}}\right)<0$.

Then there exists a $C^{1}$ local invariant manifold ( a center manifold)

$$
W_{c}=\left\{u=u_{c}+u_{s}: u_{s}=h\left(u_{c}\right), u_{c} \in Y_{c},\left\|u_{c}\right\|_{Y}<\delta\right\}
$$

tangent to $Y_{c}$ at the origin. The flow in $W_{c}$ is represented by the ordinary differential equation

$$
\begin{equation*}
\frac{d u_{c}}{d t}=l_{c} u_{c}+P_{c} g\left(u_{c}+h\left(u_{c}\right)\right) \tag{2.7}
\end{equation*}
$$

where $g(u)=f(u)-f^{\prime}(0) u, L_{c}=\left.L\right|_{Y_{c}}$ and $P_{c}$ is the projection of $Y$ onto $Y_{c}$ along $Y_{s}$. If the origin is asymptotically stable for (2.7), then the origin is asymptotically stable in $Y^{\alpha}$ for (2.6); if the origin is unstable for (2.7), then the origin is unstable in $Y^{\alpha}$ for (2.6).

If the nonlinear part $f$ in Theorem 1 is smooth enough, the center manifold $W_{c}$ is smooth and we can approximate $h\left(u_{c}\right)$ by the first finitely many terms in the Taylor series for $h\left(u_{c}\right)$ [5, Thm. 6.2.3, p. 171]:

Theorem 2. Assume the hypotheses of Theorem 1, and assume that $g: U \rightarrow Y$ is $C^{p}$, where $g(u)=f(u)+f^{\prime}(0) u$. If there is a $C^{1}$ function $\phi$ with Lipschitzian derivative from $a$ neighborhood of the origin in $Y_{c}$ into $Y_{s}^{\alpha}$, with range in $D\left(\left.L\right|_{Y_{s}}\right)$, such that

$$
\begin{equation*}
\phi^{\prime}\left(u_{c}\right)\left[L_{c} u_{c}+P_{c} g\left(u_{c}+\phi\left(u_{c}\right)\right)\right]-L_{s} \phi\left(u_{c}\right)-P_{s} g\left(u_{c}+\phi\left(u_{c}\right)\right)=O\left(\left\|u_{c}\right\|^{p}\right) \tag{2.8}
\end{equation*}
$$

as $u_{c} \rightarrow 0$ in $Y_{c}$, where $L_{c}=\left.L\right|_{Y_{c}}, L_{s}=\left.\right|_{Y_{s}}, P_{c}$ is the projection of $Y$ onto $Y_{c}$ along $Y_{s}$, $P_{s}=I-P_{c}$, then

$$
\begin{equation*}
\left|h\left(u_{c}\right)-\phi\left(u_{c}\right)\right|_{\alpha}=O\left(\left\|u_{c}\right\|^{p}\right) \tag{2.9}
\end{equation*}
$$

as $u_{c} \rightarrow 0$ in $Y_{c}$, where $h\left(u_{c}\right)$ defines the center manifold of Theorem 1. If $g$ is $C^{p}$ near the origin, there is a unique polynomial function $\phi$ of order $p$ satisfying the conditions above.

We apply Theorems 1 and 2 to the system

$$
\begin{equation*}
\frac{d u}{d t}=A u+f(u, r, s), \quad \frac{d r}{d t}=0, \quad \frac{d s}{d t}=0, \tag{2.10}
\end{equation*}
$$

in the Hilbert space $Y=X \times \mathbb{R}^{2}$, where $X$ is the space defined in $\S 1,-A$ is the sectorial operator defined by (1.11) and $f$ is the operator defined by (1.16).

By the remarks in §1,

$$
\begin{equation*}
L_{0}=L\left(r_{0}, s_{0}\right)=A+D_{u} f\left(0, r_{0}, s_{0}\right) \tag{2.11}
\end{equation*}
$$

has $\operatorname{Re} \Sigma\left(L_{0}\right) \leqq 0$ with $\Sigma\left(L_{0}\right) \cap\{\operatorname{Re} \lambda=0\}=\{0\}$. Suppose we find a Jordan basis for the zero eigenspace satisfying

$$
\begin{array}{ll}
L_{0} q_{1}=0, & L^{*}{ }_{0} q_{1}^{*}=q_{2}^{*} \\
L_{0} q_{2}=q_{1}, & L_{0}^{*} q_{2}^{*}=0  \tag{2.12}\\
\left(q_{j}, q_{k}^{*}\right)=\delta_{j k}, & j, k=1,2
\end{array}
$$

where (, ) is the inner product in $X$ and $L^{*}{ }_{0}$ is the adjoint of $L_{0}$ (see Part I). Then the operator $P_{c}: X \rightarrow \operatorname{span}\left\{q_{1}, q_{2}\right\}$ defined by

$$
\begin{equation*}
P_{c} u=\left(u, q_{1}^{*}\right)+\left(u, q_{2}^{*}\right) q_{2} \tag{2.13}
\end{equation*}
$$

is a projection onto the double zero eigenspace $\operatorname{span}\left\{q_{1}, q_{2}\right\}$, with

$$
\begin{equation*}
P_{c} L_{0} u=L_{0} P_{c} u \quad \text { for all } u \in D\left(L_{0}\right) \tag{2.14}
\end{equation*}
$$

Thus $L_{0}$ leaves the subspaces

$$
R\left(P_{c}\right)=\operatorname{span}\left\{q_{1}, q_{2}\right\}, \quad N\left(P_{c}\right)=\left\{q_{1}^{*}, q^{*}\right\}^{\perp}
$$

invariant, with

$$
\begin{equation*}
X=R\left(P_{c}\right) \oplus N\left(P_{c}\right) \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\Sigma\left(\left.L_{0}\right|_{R\left(P_{c}\right)}\right)=\{0\}, \quad \operatorname{Re} \Sigma\left(\left.L_{0}\right|_{N\left(P_{c}\right)}\right)<0 . \tag{2.16}
\end{equation*}
$$

Define

$$
\begin{equation*}
X_{c}=R\left(P_{c}\right), \quad X_{s}=N\left(P_{c}\right) . \tag{2.17}
\end{equation*}
$$

Then by (2.15) and (2.16), $X_{c}$ is the generalized eigenspace for the double zero eigenvalue of $L_{0}$ and $X_{s}$ is a complementary subspace. By Theorem 1 applied to (2.10), we obtain the existence of a local center manifold

$$
W_{c}=\left\{\left(u_{c}, r^{\prime}, s^{\prime}\right)+h\left(u_{c}, r^{\prime}, s^{\prime}\right):\left\|u_{c}\right\|_{X}<\delta,\left|r^{\prime}\right|<\delta,\left|s^{\prime}\right|<\delta\right\},
$$

where $r^{\prime}=r-r_{0}, s^{\prime}=s-s_{0}$ and $h$ is a $C^{1}$ mapping from a neighborhood of the origin in $X_{c} \times \mathbb{R}^{2}$ into $X_{s}^{\alpha}=X_{s} X^{\alpha}, 3 / 4<\alpha<1$, with $h(0,0,0)=0, h^{\prime}(0,0,0)=0$. Actually, $h$ is $C^{p}$ for any integer $p>0$ (although $h$ is not necessarily analytic) since $f$ in (2.10) is analytic. The flow in $W_{c}$ is represented by

$$
\begin{equation*}
\frac{d u_{c}}{d t}=P_{c} L(r, s) u_{c}+P_{c} g\left(u_{c}+h\left(u_{c}, r^{\prime}, s^{\prime}\right)\right) \tag{2.18}
\end{equation*}
$$

where $g(u)=f(u, r, s)-D_{u} f(0, r, s) u=M(u, u)$. Bifurcation and asymptotic behavior of solutions near $u=0$, with $r$ near $r_{0}$ and $s$ near $s_{0}$ in the abstract differential equation (1.17) can now be studied by means of the oridinary differential equation (2.18).

We get explicit expressions for $q_{1}, q_{2}, q^{*}{ }_{1}$ and $q^{*}{ }_{2}$ in (2.12) by substituting the appropriate Fourier expansions into (2.12) and solving for the Fourier coefficients. For rolls, we obtain
(2.19a) $\quad q_{1}=\left[\begin{array}{c}-\left(2^{1 / 2} / N\right) \sin \alpha_{1} x_{1} \cos \pi x_{3} \\ (1 / N) \cos \alpha_{1} x_{1} \sin \pi x_{3} \\ \left(2 / 3 \pi^{2 N}\right) \cos \alpha_{1} x_{1} \sin \pi x_{3} \\ \left(2 / 3 \pi^{2} N \tau\right) \cos \alpha_{1} x_{1} \sin \pi x_{3}\end{array}\right], \quad q_{2}=\left[\begin{array}{c}-2^{1 / 2} C \sin \alpha_{1} x_{1} \cos \pi x_{3} \\ C \cos \alpha_{1} x_{1} \sin \pi x_{3} \\ Q_{2,4} \cos \alpha_{1} x_{1} \sin \pi x_{3} \\ Q_{2,5} \cos \alpha_{1} x_{1} \sin \pi x_{3}\end{array}\right]$,

$$
q^{*}{ }_{1}=\left[\begin{array}{c}
0 \\
0 \\
-\left(4 \sigma r_{0} / 9 \pi^{4}\right) \cos \alpha_{1} x_{1} \sin \pi x_{3} \\
\left(4 \sigma s_{0} / 9 \pi^{4} \tau^{2}\right) \cos \alpha_{1} x_{1} \sin \pi x_{3}
\end{array}\right], \quad q^{*}=\left[\begin{array}{c}
-2^{1 / 2} \sin \alpha_{1} x_{1} \cos \pi x_{3} \\
\cos \alpha_{1} x_{1} \sin \pi x_{3} \\
\left(2 \sigma r_{0} / 3 \pi^{2}\right) \cos \alpha_{1} x_{1} \sin \pi x_{3} \\
-\left(2 \sigma s_{0} / 3 \pi^{2} \tau\right) \cos \alpha_{1} x_{1} \sin \pi x_{3}
\end{array}\right],
$$

where $N=2^{1 / 2}(1+\sigma+\tau) / \pi^{2} \tau, \quad C=2\left(1+\sigma+\tau+\sigma \tau+\tau^{2}\right) / 3 \pi^{2}(1+\sigma+\tau) N \tau, Q_{2,4}=$ $\left(2 C / 3 \pi^{2}\right)-\left(4 / 9 \pi^{4} N\right)$ and $Q_{2,5}=\left(2 C / 3 \pi^{2}\right)-\left(4 / 9 \pi^{4} N \tau\right)$. For rectangles and squares, we have

$$
\begin{gather*}
q_{1}=\left[\begin{array}{c}
\left(2 i \alpha_{1} / \pi N\right) \Phi_{1} \\
\left(2 i \alpha_{2} / \pi N\right) \Phi_{2} \\
(1 / N) \Phi_{3} \\
\left(2 / 3 \pi^{2} N\right) \Phi_{3} \\
\left(2 / 3 \pi^{2} N \tau\right) \Phi_{3}
\end{array}\right], \quad q_{2}=\left[\begin{array}{c}
\left(2 i \alpha_{1} C / \pi\right) \Phi_{1} \\
\left(2 i \alpha_{2} C / \pi\right) \Phi_{2} \\
C \Phi_{3} \\
Q_{2,4} \Phi_{3} \\
Q_{2,5} \Phi_{3}
\end{array}\right],  \tag{2.19b}\\
q_{1}^{*}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
-\left(4 \sigma r_{0} / 9 \pi^{4}\right) \Phi_{3} \\
\left(4 \sigma s_{0} / 9 \pi^{4} \tau^{2}\right) \Phi_{3}
\end{array}\right], \quad q_{2}^{*}=\left[\begin{array}{c}
\left(2 i \alpha_{1} / \pi\right) \Phi_{1} \\
\left(2 i \alpha_{2} / \pi\right) \Phi_{2} \\
\Phi_{3} \\
\left(2 \sigma r_{0} / 3 \pi^{2}\right) \Phi_{3} \\
-\left(2 \sigma s_{0} / 3 \pi^{2} \tau\right) \Phi_{3}
\end{array}\right],
\end{gather*}
$$

where $C, Q_{2,4}$ and $Q_{2,5}$ are the same expressions as those for rolls, $N=$ $16(1+\sigma+\tau) / \alpha_{1} \alpha_{2} \tau$,

$$
\begin{aligned}
& \Phi_{1}=\left[\omega_{1,1}-\omega_{-1,1}-\omega_{-1,-1}+\omega_{1,-1}\right] \cos \pi x_{3}, \\
& \Phi_{2}=\left[\omega_{1,1}+\omega_{-1,1}+\omega_{-1,-1}+\omega_{1,-1}\right] \cos \pi x_{3}, \\
& \Phi_{3}=\left[\omega_{1,1}+\omega_{-1,1}+\omega_{-1,-1}+\omega_{1,-1}\right] \cos \pi x_{3}, \\
& \omega_{j_{1}, j_{2}}=e^{i\left(j_{1} \alpha_{1} x_{1}+j_{2} \alpha_{2} x_{2}\right)} .
\end{aligned}
$$

For hexagons we obtain the same expressions as (2.19b), except with $N=$ $24(1+\sigma+\tau) / \alpha_{1} \alpha_{2} \tau$,

$$
\begin{aligned}
& \Phi_{1}=\left[\omega_{1,1}-2 \omega_{-2,0}+\omega_{1,-1}-\omega_{-1,-1}+2 \omega_{2,0}-\omega_{-1,1}\right] \cos \pi x_{3}, \\
& \Phi_{2}=\left[\omega_{1,1}-\omega_{-1,-1}-\omega_{-1,-1}+\omega_{-1,1}\right] \cos \pi x_{3}, \\
& \Phi_{3}=\left[\omega_{1,1}+\omega_{-2,0}+\omega_{-1,-1}+\omega_{-1,-1}+\omega_{2,0}+\omega_{-1,1}\right] \sin \pi x_{3} .
\end{aligned}
$$

If we write

$$
\begin{equation*}
u_{c}=y_{1} q_{1}+y_{2} q_{2}, \tag{2.20}
\end{equation*}
$$

where $y_{k}=\left(u_{c}, q^{*}{ }_{k}\right) \in \mathbb{R}, k=1,2$, we can obtain an explicit representation for $P_{c} L(r, s) u_{c}$ in (2.18) by substituting the expressions ( $2.19 \mathrm{a}, \mathrm{b}$ ) into (2.13) and computing

$$
\begin{equation*}
P_{c} L(r, s)=y_{2} q_{1}+\left(\mu_{1} y_{1}+\mu_{2} y_{2}\right) q_{2}, \tag{2.21}
\end{equation*}
$$

where $u_{c}$ is given by (2.20), and

$$
\begin{align*}
& \mu_{1}=\frac{\sigma \tau}{3(1+\sigma+\tau)}\left(r^{\prime}-\frac{s^{\prime}}{\tau}\right) \\
& \mu_{2}=\frac{2 \sigma \tau}{9 \pi^{2}(1+\sigma+\tau)}\left[\frac{1+\sigma+\tau+\sigma \tau+\tau^{2}}{1+\sigma+\tau}\left(r^{\prime}-\frac{s^{\prime}}{\tau}\right)-\tau\left(r^{\prime}-\frac{s^{\prime}}{\tau^{2}}\right)\right] \tag{2.22a}
\end{align*}
$$

for rolls, rectangles, squares and hexagons. One notes that $\mu_{1}, \mu_{2}$ are independent linear functions of $r^{\prime}, s^{\prime}$, and that (2.22a) is invertible for $\sigma>0$ and $0<\tau<1$. The inverse transformation is

$$
\begin{align*}
& r^{\prime}=-\frac{3(1+\sigma+\tau)}{\sigma\left(1+\sigma-t-\tau^{2}\right)}\left[(\sigma+\tau) \mu_{1}-\left(3 \pi^{2} / 2 \tau\right)(1+\sigma+\tau) \mu_{2}\right],  \tag{2.22b}\\
& s^{\prime}=-\frac{3(1+\sigma+\tau)}{\sigma\left(1+\sigma-\sigma \tau-\tau^{2}\right)}\left[(1+\sigma) \mu_{1}-\left(3 \pi^{2} / 2\right)(1+\sigma+\tau) \mu_{2}\right] .
\end{align*}
$$

Thus, we can write equation (2.18) as an ordinary differential equation

$$
\frac{d}{d t}\left[\begin{array}{l}
y_{1}  \tag{2.23}\\
y_{2}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
\mu_{1} & \mu_{2}
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]+\left[\begin{array}{l}
g_{1}(y, \mu) \\
g_{2}(y, \mu)
\end{array}\right]
$$

where $g_{k}(y, \mu)=\left(M\left(u_{c}+h\left(u_{c}, r^{\prime}, s^{\prime}\right), u_{c}+h\left(u_{c}, r^{\prime}, s^{\prime}\right)\right), q_{k}^{*}\right)$ for $k=1,2, y=\left(y_{1}, y_{2}\right), \mu=$ ( $\mu_{1}, \mu_{2}$ ), $u_{c}=y_{1} q_{1}+y_{2} q_{2}$ as in (2.20), and $r^{\prime}, s^{\prime}$ are given (2.22b).

Next, we apply Theorem 2 to obtain a polynomial approximation to a center manifold. Let

$$
\begin{equation*}
\phi(y, \mu)=\frac{1}{2} y_{1}^{2} \phi_{11}+y_{1} y_{2} \phi_{12}+\frac{1}{2} y_{2}^{2} \phi_{22}, \quad \phi_{j k} \in X_{x}^{\alpha}, \tag{2.24}
\end{equation*}
$$

where $u_{c}=y_{1} q_{1}+y_{2} q_{2}$ and $\mu=\left(\mu_{1}, \mu_{2}\right)$. By substituting the expressions (2.20) and (2.24) into (2.8), and equating coefficients of powers of $y_{k}$, we obtain the equations

$$
\begin{align*}
& L_{s} \phi_{11} \omega_{1,-1}=-2 P_{s} M\left(q_{1}, q_{1}\right) \\
& L_{s} \phi_{12}=-P_{s}\left[M\left(q_{1}, q_{2}\right)+M\left(q_{2}, q_{1}\right)\right]+\phi_{11}  \tag{2.25}\\
& L_{s} \phi_{22}=-2 P_{s} M\left(q_{2}, q_{2}\right)+2 \phi_{12}
\end{align*}
$$

When the solutions $\phi_{j k}$ of (2.25) are substituted into (2.24), then by Theorem 2 we have the approximation

$$
\begin{equation*}
h(y, \mu)=\phi(y, \mu)+O(|y||\mu|)+O\left(|(y, \mu)|^{3}\right) \tag{2.26}
\end{equation*}
$$

as $(y, \mu) \rightarrow O$ in $\mathbb{R}^{4}$, where $h(y, \mu)=h\left(u_{c}, r^{\prime}, s^{\prime}\right)$, using (2.20) and (2.22b).
We can solve (2.25) uniquely and obtain explicit expressions for $\phi_{11}, \phi_{12}$ and $\phi_{22}$ by substituting the expressions (2.19) for $q_{k}$ into the right-hand sides of (2.25) and solving for the Fourier coefficients of the $\phi_{j k}$. It turns out that $P_{s} M\left(q_{j}, q_{k}\right)=M\left(q_{j}, q_{k}\right), j, k=1$, 2 , due to the multiplication and orthogonality properties of trigonometric polynomials.

For example, for rolls

$$
M\left(q_{1}, q_{1}\right)=-\frac{1}{2} \Pi_{0}\left[\begin{array}{c}
\left(2 \alpha_{1} / N^{2}\right) \sin 2 \alpha_{1} x_{1}  \tag{2.27}\\
\left(\pi / N^{2}\right) \sin 2 \pi x_{3} \\
\left(2 / 3 \pi N^{2}\right) \sin 2 \pi x_{3} \\
\left(2 / 3 \pi N^{2} \tau\right) \sin 2 \pi x_{3}
\end{array}\right]
$$

belongs to $\left\{q^{*}{ }_{1}, q^{*}{ }_{2}\right\}^{\perp}=R\left(P_{s}\right)$. Similar results are obtained for the other $M\left(q_{j}, q_{k}\right)$, and for the other cellular structures. An explicit expression for $\phi_{22}$ is not actually needed to determine the unfoldings; solving for $\phi_{11}$ and $\phi_{12}$, we obtain, in the case of rolls,
(2.28a)

$$
\phi_{11}=\left[\begin{array}{c}
0 \\
0 \\
-\left(1 / 6 \pi^{3} N^{2}\right) \sin 2 \pi x_{3} \\
-\left(1 / 6 \pi^{3} N^{2} \tau^{2}\right) \sin 2 \pi x_{3}
\end{array}\right], \quad \phi_{12}=\left[\begin{array}{c}
0 \\
0 \\
\left(\frac{-C}{6 \pi^{3} N}+\frac{7}{72 \pi^{5} N^{2}}\right) \sin 2 \pi x_{3} \\
\left(\frac{-C}{6 \pi^{3} N \tau^{2}}+\frac{7}{72 \pi^{5} N^{2} \tau^{3}}\right) \sin 2 \pi x_{3}
\end{array}\right] .
$$

For rectangles and squares we obtain

$$
\begin{gather*}
\phi_{11}=\left[\begin{array}{c}
2 \hat{\phi}_{11,1}(2,0,2) \Theta_{1,1} \\
2 i \hat{\phi}_{11,3}(2,0,2) \Theta_{1,3} \\
2 i \hat{\phi}_{11,4}(2,0,2) \Theta_{1,3}
\end{array}\right]+\left[\begin{array}{c}
0 \\
2 \hat{\phi}_{11,2}(0,2,2) \Theta_{2,2} \\
2 i \hat{\phi}_{11,3}(0,2,2) \Theta_{2,3} \\
2 i \hat{\phi}_{11,4}(0,2,2) \Theta_{2,3} \\
2 i \hat{\phi}_{11,5}(0,2,2) \Theta_{2,3}
\end{array}\right]  \tag{2.28b}\\
+\left[\begin{array}{c}
0 \\
0 \\
0 \\
-\left(4 / 3 \pi^{3} N^{2}\right) \sin 2 \pi x_{3} \\
-\left(4 / 3 \pi^{3} N^{2} \tau^{2}\right) \sin 2 \pi x_{3}
\end{array}\right]
\end{gather*}
$$

$$
\phi_{12}=\left[\begin{array}{c}
2 \hat{\phi}_{12,1}(2,0,2) \Theta_{1,1} \\
2 i \hat{\phi}_{12,3}(2,0,2) \Theta_{1,3} \\
2 i \hat{\phi}_{12,4}(2,0,2) \Theta_{1,3} \\
2 i \hat{\phi}_{12,5}(2,0,2) \Theta_{1,3}
\end{array}\right]+\left[\begin{array}{c}
0 \\
2 \hat{\phi}_{12,2}(0,2,2) \Theta_{2,2} \\
2 i \hat{\phi}_{12,3}(0,2,2) \Theta_{2,3} \\
2 i \hat{\phi}_{12,4}(0,2,2) \Theta_{2,3} \\
2 i \hat{\phi}_{12,5}(0,2,2) \Theta_{2,3}
\end{array}\right]
$$

$$
+\left[\begin{array}{c}
0 \\
0 \\
0 \\
\left(\frac{-4 C}{3 \pi^{3} N}+\frac{7}{9 \pi^{5} N^{2}}\right) \sin 2 \pi x_{3} \\
\left(\frac{-4 C}{3 \pi^{3} N \tau^{2}}+\frac{7}{9 \pi^{5} N^{2} \tau^{3}}\right) \sin 2 \pi x^{3}
\end{array}\right]
$$

where
$\Theta_{1,1}=\left[\omega_{2,0}-\omega_{-2,0}\right] \cos 2 \pi x_{3}$,
$\Theta_{1,3}\left[\omega_{2,0}+\omega_{-2,0}\right] \sin 2 \pi x_{3}$,
$\Theta_{2,2}=\left[\omega_{0,2}-\omega_{0,-2}\right] \cos 2 \pi x_{3}$,
$\Theta_{2,3}=\left[\omega_{0,2}+\omega_{0,-2}\right] \sin 2 \pi x_{3}$,
$\hat{\phi}_{11,1}(2,0,2)=-\left(\pi / \alpha_{1}\right) \hat{\phi}_{11,3}(2,0,2)$,
$\hat{\phi}_{11,3}(2,0,2)=2 i \alpha_{1}^{2} \delta_{1}^{2} / \pi \gamma_{1}^{6} N^{2} \sigma$,
$\hat{\boldsymbol{\phi}}_{11,4}(2,0,2)=\left[1 / 4\left(\alpha_{1}^{2}+\pi^{2}\right)\right]\left[\hat{\phi}_{11,3}(2,0,2)+\left(2 i \delta_{1}^{2} / 3 \pi^{5} N^{2}\right)\right]$,
$\hat{\phi}_{11,5}(2,0,2)=\left[1 / 4\left(\alpha_{1}^{2}+\pi^{2}\right) \tau\right]\left[\hat{\phi}_{11,3}(2,0,2)+\left(2 i \delta_{1}^{2} / 3 \pi^{5} N^{2} \tau\right)\right]$,
$\hat{\phi}_{11,2}(0,2,2)=-\left(\pi / \alpha_{2}\right) \hat{\phi}_{11,3}(0,2,2)$,
$\hat{\phi}_{11,3}(0,2,2)=2 i \alpha_{2}^{2} \delta_{2}^{2} / \pi \gamma_{2}^{6} N^{2} \sigma$,
$\hat{\phi}_{11,4}(0,2,2)=\left[1 / 4\left(\alpha_{2}^{2}+\pi^{2}\right)\right]\left[\hat{\phi}_{11,3}(0,2,2)+\left(2 i \delta_{2}^{2} / 3 \pi^{5} N^{2}\right)\right]$,
$\hat{\phi}_{11,5}(0,2,2)=\left[1 / 4\left(\alpha_{2}^{2}+\pi^{2}\right) \tau\right]\left[\hat{\phi}_{11,3}(0,2,2)+\left(2 i \delta_{2}^{2} / 3 \pi^{5} N^{2} \tau\right)\right]$,
$\hat{\phi}_{12,1}(2,0,2)=-\left(\pi / \alpha_{1}\right) \hat{\phi}_{12,3}(2,0,2)$,
$\hat{\phi}_{12,3}(2,0,2)=-(1 / 4 \sigma) \hat{\phi}_{11,3}(2,0,2)$

$$
+\left(8 i \alpha_{1}^{2} \delta_{1}^{2} / \gamma_{1}^{6}\right)\left[\frac{C\left(24 \alpha_{1}^{2}+15 \pi^{2}\right)}{4 \pi N}-\frac{\left(4 \alpha_{1}^{2}+7 \pi^{2}\right) \sigma}{36 \pi^{5}\left(\alpha_{1}^{2}+\pi^{2}\right) N^{2}}\left(r_{0}-\frac{s_{0}}{\tau^{3}}\right)\right]
$$

$\hat{\phi}_{12,4}(2,0,2)=\hat{\phi}_{12,3}(2,0,2) / 4\left(\alpha_{1}^{2}+\pi^{2}\right)-\hat{\phi}_{11,3}(2,0,2) / 16\left(\alpha_{1}^{2}+\pi^{2}\right)^{2}$

$$
+\frac{i \delta_{1}^{2}}{6 \pi^{3}\left(\alpha_{1}+\pi^{2}\right)}\left[\frac{C}{N}-\frac{4 \alpha_{1}^{2}+7 \pi^{2}}{12\left(\alpha_{1}^{2}+\pi^{2}\right) N^{2}}\right],
$$

$\hat{\phi}_{12,5}(2,0,2)=\hat{\phi}_{12,3}(2,0,2) / 4\left(\alpha_{1}^{2}+\pi^{2}\right) \tau-\hat{\phi}_{11,3}(2,0,2) / 16\left(\alpha_{1}^{2}+\pi^{2}\right)^{2} \tau^{2}$

$$
+\frac{i \delta_{1}^{2}}{6 \pi^{3}\left(\alpha_{1}+\pi^{2}\right) \tau}\left[\frac{C}{N}-\frac{4 \alpha_{1}^{2}+7 \pi^{2}}{12\left(\alpha_{1}^{2}+\pi^{2}\right) N^{2} \tau}\right]
$$

$\hat{\phi}_{12,2}(0,2,2)=-\left(\pi / \alpha_{2}\right) \hat{\phi}_{12,3}(0,2,2)$,
$\hat{\phi}_{12,3}(0,2,2)=-(1 / 4 \sigma) \hat{\phi}_{11,3}(0,2,2)$

$$
+\left(8 i \alpha_{2}^{2} \delta_{2}^{2} / \gamma_{2}^{6}\right)\left[\frac{C\left(24 \alpha_{2}^{2}+15 \pi^{2}\right)}{4 \pi N}-\frac{\left(4 \alpha_{2}^{2}+7 \pi^{2}\right) \sigma}{36 \pi^{5}\left(\alpha_{2}^{2}+\pi^{2}\right) N^{2}}\left(r_{0}-\frac{s_{0}}{\tau^{3}}\right)\right]
$$

$\hat{\phi}_{12,4}(0,2,2)=\hat{\phi}_{12,3}(0,2,2) / 4\left(\alpha_{2}^{2}+\pi^{2}\right)-\hat{\phi}_{11,3}(0,2,2) / 16\left(\alpha_{2}^{2}+\pi^{2}\right)^{2}$

$$
+\frac{i \delta_{2}^{2}}{6 \pi^{3}\left(\alpha_{2}^{2}+\pi^{2}\right)}\left[\frac{C}{N}-\frac{4 \alpha_{2}^{2}+7 \pi^{2}}{12\left(\alpha_{2}^{2}+\pi^{2}\right) N^{2}}\right]
$$

$\hat{\phi}_{12,5}(0,2,2)=\hat{\phi}_{12,3}(0,2,2) / 4\left(\alpha_{2}^{2}+\pi^{2}\right) \tau-\hat{\phi}_{11,3}(0,2,2) / 16\left(\alpha_{2}^{2}+\pi^{2}\right)^{2} \tau^{2}$

$$
\begin{aligned}
& +\frac{i \delta_{2}^{2}}{6 \pi^{3}\left(\alpha_{2}^{2}+\pi^{2}\right) \tau}\left[\frac{C}{N}-\frac{4 \alpha_{2}^{2}+7 \pi^{2}}{12\left(\alpha_{2}^{2}+\pi^{2}\right) N^{2} \tau}\right] \\
\delta_{k}^{2}= & \pi+(-1)^{k} 2\left(\alpha_{1}^{2}-\alpha_{2}^{2}\right), \quad k=1,2 \\
\gamma_{k}^{6}= & 64\left(\alpha_{k}^{2}+\pi^{2}\right)^{3}-27 \alpha_{k}^{2} \pi^{4}, \quad k=1,2
\end{aligned}
$$

For hexagons we obtain

$$
\begin{align*}
& \phi_{11}= {\left[\begin{array}{c}
2 \hat{\phi}_{11,1}(1,1,2) \Phi_{1} \\
2 \hat{\phi}_{11,2}(1,1,2) \Phi_{2} \\
2 i \hat{\phi}_{11,3}(1,1,2) \Phi_{3} \\
2 i \hat{\phi}_{11,4}(1,1,2) \Phi_{3} \\
2 i \hat{\phi}_{11,5}(1,1,2) \Phi_{3}
\end{array}\right]\left[\begin{array}{l}
2 \hat{\phi}_{11,1}(3,1,2) \Theta_{1} \\
2 \hat{\phi}_{11,2}(3,1,2) \Theta_{2} \\
2 i \hat{\phi}_{11,3}(3,1,2) \Theta_{3} \\
2 i \hat{\phi}_{11,4}(3,1,2) \Theta_{3} \\
2 i \hat{\phi}_{11,4}(3,1,2) \Theta_{3}
\end{array}\right] }  \tag{2.28c}\\
&+\left[\begin{array}{c}
0 \\
0 \\
0 \\
-\left(2 / \pi^{3} N^{2}\right) \sin 2 \pi x_{3} \\
-\left(2 / \pi^{3} N^{2} \tau^{2}\right) \sin 2 \pi x_{3}
\end{array}\right], \\
&\left.\phi_{12}=\left[\begin{array}{l}
2 \hat{\phi}_{12,1}(1,1,2) \Phi_{1} \\
2 \hat{\phi}_{12,2}(1,1,2) \Phi_{2} \\
2 i \hat{\phi}_{12,3}(1,1,2) \Phi_{3} \\
2 i \hat{\phi}_{12,4}(1,1,2) \Phi_{3} \\
2 i \hat{\phi}_{12,5}(1,1,2) \Phi_{3}
\end{array}\right]+\begin{array}{l}
2 \hat{\phi}_{12,1}(3,1,2) \Theta_{1} \\
2 \hat{\phi}_{12,2}(3,1,2) \Theta_{2} \\
2 i \hat{\phi}_{12,3}(3,1,2) \Theta_{3} \\
2 i \hat{\phi}_{12,4}(3,1,2) \Theta_{3} \\
2 i \hat{\phi}_{12,5}(3,1,2) \Theta_{3}
\end{array}\right] \\
&+\left[\begin{array}{l}
0 \\
0 \\
0 \\
\left(\frac{-2 C}{\pi^{3} N}+\frac{1}{2 \pi^{5} N^{2}}\right) \sin 2 \pi x_{3} \\
\left(\frac{-2 C}{\pi^{3} N \tau^{2}}+\frac{1}{2 \pi^{5} N^{2} \tau^{3}}\right) \sin 2 \pi x_{3}
\end{array}\right],
\end{align*}
$$

where

$$
\begin{aligned}
& \Phi_{1}=\left[\omega_{1,1}-2 \omega_{-2,0}+\omega_{1,-1}-\omega_{-1,-1}+2 \omega_{2,0}-\omega_{-1,1}\right] \cos 2 \pi x_{3}, \\
& \Phi_{2}=\left[\omega_{1,1}-\omega_{1,-1}-\omega_{-1,-1}+\omega_{-1,1}\right] \cos 2 \pi x_{3} \text {, } \\
& \Phi_{2}=\left[\omega_{1,1}+\omega_{-2,0}+\omega_{1,-1}+\omega_{-1,-1}+\omega_{2,0}+\omega_{-1,1}\right] \sin 2 \pi x_{3} \text {, } \\
& \Theta_{1}=\left[3 \omega_{3,1}-3 \omega_{-3,1}-3 \omega_{-3,-1}+\omega_{3,-1}\right] \cos 2 \pi x_{3} \text {, } \\
& \Theta_{2}=\left[\omega_{3,1}+\omega_{-3,1}-2 \omega_{0,-2}-\omega_{-3,-1}-\omega_{3,-1}+2 \omega_{0,2}\right] \cos 2 \pi x_{3} \text {, } \\
& \Theta_{3}=\left[\omega_{3,1}+\omega_{-3,1}-\omega_{0,-2}+\omega_{-3,-1}+\omega_{3,-1}+\omega_{0,2}\right] \sin 2 \pi x_{3} \text {, } \\
& \hat{\phi}_{11,1}(1,1,2)=-2^{1 / 2} \hat{\phi}_{11,3}(1,1,2) \text {, } \\
& \hat{\phi}_{11,2}(1,1,2)=-6^{1 / 2} \hat{\phi}_{11,3}(1,1,2) \text {, } \\
& \hat{\phi}_{11,3}(1,1,2)=i / 13 \pi N^{2} \sigma \text {, } \\
& \hat{\phi}_{11,4}(1,1,2)=\left(2 i / 9 \pi^{3} N^{2}\right)[1+(1 / 13 \sigma)], \\
& \hat{\phi}_{11,5}(1,1,2)=\left(2 i / 9 \pi^{3} N^{2}\right)\left[\left(1 / \tau^{2}\right)+(1 / 13 \sigma \tau)\right], \\
& \hat{\phi}_{11,1}(3,1,2)=-\left(2^{1 / 2} / 3\right) \hat{\phi}_{11,3}(3,1,2) \text {, } \\
& \hat{\phi}_{11,2}(3,1,2)=-\left(6^{1 / 2} / 3\right) \hat{\phi}_{11,3}(3,1,2) \text {, } \\
& \hat{\phi}_{11,3}(3,1,2)=36 i / 625 \pi N^{2} \sigma, \\
& \hat{\phi}_{11,4}(3,1,2)=\left(2 i / \pi^{3} N^{2}\right)[(1 / 33)+(36 / 6,875 \sigma)], \\
& \hat{\phi}_{11,5}(3,1,2)=\left(2 i / \pi^{3} N^{2}\right)\left[\left(1 / 33 \tau^{2}\right)+(36 / 6,875 \sigma \tau)\right], \\
& \hat{\phi}_{12,1}(1,1,2)=-2^{1 / 2} \hat{\phi}_{12,3}(1,1,2), \\
& \hat{\phi}_{12,2}(1,1,2)=-6^{1 / 2} \hat{\phi}_{12,3}(1,1,2), \\
& \hat{\phi}_{12,3}(1,1,2)=\hat{\phi}_{11,3}(1,1,2) / 117 \pi^{2} \sigma+i C / 13 \pi N \sigma-i / 338 \pi^{3} N^{2} \sigma^{2} \\
& -\left(11 i / 6,318 \pi^{7} N^{2}\right)\left[r_{0}-\left(s_{0} / \tau^{3}\right)\right], \\
& \hat{\phi}_{12,4}(1,1,2)=2 \hat{\phi}_{12,3}(1,1,2) / 9 \pi^{2}-4 \hat{\phi}_{11,3}(1,1,2) / 81 \pi^{4} \\
& +2 i C / 9 \pi^{3} N-11 i / 162 \pi^{5} N^{2}, \\
& \hat{\phi}_{12,5}(1,1,2)=2 \hat{\phi}_{12,3}(1,1,2) / 9 \pi^{2} \tau-4 \hat{\phi}_{11,3}(1,1,2) / 81 \pi^{4} \tau^{2} \\
& +21 C / 9 \pi^{3} N \tau^{2}-11 i / 162 \pi^{5} N^{2} \tau^{3}, \\
& \hat{\phi}_{12,1}(3,1,2)=-\left(2^{1 / 2} / 3\right) \hat{\phi}_{12,3}(3,1,2) \text {, } \\
& \hat{\phi}_{12,2}(3,1,2)=-\left(6^{1 / 2} / 3\right) \hat{\phi}_{12,3}(3,1,2) \text {, } \\
& \hat{\phi}_{12,3}(3,1,2)=81 \hat{\phi}_{11,3}(3,1,2) / 6,875 \pi^{2} \sigma+36 i C / 675 \pi N \sigma \\
& -4,356 i / 390,625 \pi^{3} N^{2} \sigma^{2}-7 i / 1,650 \pi^{7} N^{2}\left[r_{0}-\left(s_{0} / \tau^{3}\right)\right],
\end{aligned}
$$

$$
\begin{aligned}
\hat{\phi}_{12,4}(3,1,2)= & 2 \hat{\phi}_{12,3}(3,1,2) / 11 \pi^{2}-4 \hat{\phi}_{11,3}(3,1,2) / 121 \pi^{4} \\
& +2 i C / 33 \pi^{3} N-35 i / 2,178 \pi^{5} N^{2}, \\
\hat{\phi}_{12,5}(3,1,2)= & 2 \hat{\phi}_{12,3}(3,1,2) / 11 \pi^{2} \tau-4 \hat{\phi}_{11,3}(3,1,2) / 121 \pi^{4} \tau^{2} \\
& +2 i C / 33 \pi^{3} N \tau^{2}-35 i / 2,178 \pi^{5} N^{2} \tau^{3} .
\end{aligned}
$$

If we substitute (2.20), (2.24) and (2.26) into equation (2.23), we obtain

$$
\begin{align*}
& \frac{d y_{1}}{d t}=y_{2}+a_{1} y_{1}^{3}+b_{1} y_{1}^{2} y_{2}+c_{1} y_{1} y_{2}^{2}+d_{1} y_{2}^{3}+\rho_{1}(y, \mu)  \tag{2.29}\\
& \frac{d y_{2}}{d t}=\mu_{1} y_{1}+\mu_{2} y_{2}+a_{2} y_{1}^{3}+b^{2} y_{1}^{2} y_{2}+c_{2} y_{1} y_{2}^{2}+d_{2} y_{2}^{3}+\rho_{2}(y, \mu)
\end{align*}
$$

where $\rho_{k}(y, \mu)=0\left(|y||\mu|^{2}+|y|^{2}|\mu|\right)+0\left(|(y, \mu)|^{4}\right)$, and

$$
\begin{align*}
& a_{k}=\frac{1}{2}\left(M\left(q_{1}, \phi_{11}\right)+M\left(\phi_{11}, q_{1}\right), q_{k}^{*}\right),  \tag{2.30}\\
& b_{k}=\left(M\left(q_{1}, \phi_{12}\right)+M\left(\phi_{12}, q_{1}\right) q_{k}^{*}\right)+\frac{1}{2}\left(M\left(q_{2}, \phi_{11}\right)+M\left(\phi_{11}, q_{2}\right), q_{k}^{*}\right), \\
& c_{k}=\left(M\left(q_{2}, \phi_{12}\right)+M\left(\phi_{12}, q_{2}\right), q_{k}^{*}\right)+\frac{1}{2}\left(M\left(q_{1}, \phi_{22}\right)+M\left(\phi_{22}, q_{1}\right), q_{k}^{*}\right), \\
& d_{k}=\frac{1}{2}\left(M\left(q_{2}, \phi_{22}\right)+M\left(\phi_{22}, q_{2}\right), q_{k}^{*}\right),
\end{align*}
$$

for $k=1$, 2. We have used the fact that $M\left(q_{j}, q_{k}\right) \in\left\{q_{1}, q_{2}\right\}^{\perp}, j, k=1,2$ so that the quadratic terms in $y$ vanish. In fact, since the functions in $X^{\alpha}$ and equation (1.17) are covariant with respect to the $\mathbb{Z}_{2}$ symmetry represented by (1.4), the reduced equations (2.29) are odd with respect to $y$. Thus, no even-order terms in $y$ occur in (2.29) [4, p. 256] and we have in fact

$$
\rho_{k}(y, \mu)=0\left(|y \| \mu|^{2}+|y|^{3}|\mu|+|y|^{5}\right), \quad k=1,2 .
$$

In the following section we determine the unfolding of the degenerate vector field represented by the right-hand side of (2.29) about $\mu=0$, and hence determine the unfolding of the parametrized family of abstract differential equations (1.17) about $(r, s)=\left(r_{0}, s_{0}\right)$ for almost all $\sigma>0$ and $0<\tau<1$.
3. Normal form coefficients and results. The flow of a nonlinear ordinary differential equation near a degenerate equilibrium point can be analyzed, after a center manifold reduction, by means of a nonlinear change of coordinates which simplifies the expression of the vector field. A normal form is a "simplest" expression resulting from a smooth nonlinear change of coordinates. More precisely, for certain differential equations the first finitely many terms in the Taylor series expansion of the vector field are sufficient to determine the asymptotic behavior of solutions near a degenerate equilibrium. In such cases, the normal form theorem ([11], see also [6, p. 459]) is used to find the minimum number of terms essential to describe the local flow. One can then construct coordinate transformations which transform the original vector field into a normal form, modulo higher-order terms. This procedure can be modified for use with parametrized systems such as (2.29) to determine the unfolding of a degenerate vector field [6, pp. 473-474].

In this section we present the results of our computations of the normal form coefficients which determine the unfolding of (2.29). The values of these coefficients completely determine all the local bifurcations which occur in (2.29) for $\mu$ near 0 , as well as the stability of each of the bifurcating solutions. In this way we obtain complete information about local bifurcation and stability in the abstract equations (1.17) for $(r, s)$ near $\left(r_{0}, s_{0}\right)$, for almost all values of $\sigma>0$ and $0<\tau<1$.

For equation (2.29), terms of order three in $y$ are sufficient to determine the flow for $(y, \mu)$ near $(0,0)$, and a suitable normal form is

$$
\begin{equation*}
\frac{d y_{1}}{d t}=y_{2}, \quad \frac{d y_{2}}{d t}=\mu_{1} y_{1}+\mu_{2} y_{2}+a_{2}^{\prime} y_{1}^{3}+b_{2}^{\prime} y_{1}^{2} y_{2}, \tag{3.1}
\end{equation*}
$$

if $a_{2}^{\prime} \neq 0$ and $b_{2}^{\prime} \neq 0\left[6\right.$, p. 474]. Since two parameters $\mu_{1}$ and $\mu_{2}$ are necessary and sufficient to determine all the local bifurcations in (3.1), this is called a codimension two bifurcation. By a suitable smooth change of coordinates preserving the symmetry $y \rightarrow-y$, we can transform (2.29) into

$$
\begin{equation*}
\frac{d y_{1}}{d t}=y_{2}+\rho_{1}(y, \mu), \quad \frac{d y_{2}}{d t}=\mu_{1} y_{1}+\mu_{2} y_{2}+a_{2}^{\prime} y_{1}^{3}+b_{2}^{\prime} y_{1}^{2} y_{2}+\rho_{2}(y, \mu) \tag{3.2}
\end{equation*}
$$

where $\rho_{k}(y, \mu)=O\left(|y||\mu|^{2}+|y|^{3}|\mu|+|y|^{3}\right)$ for $k=1,2$, and the normal form coefficients are

$$
\begin{equation*}
a_{2}^{\prime}=a_{2}, \quad b_{2}^{\prime}=3 a_{1}+b_{2} \tag{3.3}
\end{equation*}
$$

[6, p. 466], [1, p. 81]. The values of $a_{2}^{\prime}$ and $b_{2}^{\prime}$ completely determine the qualitative behaviors of all the local flows of (3.2), and hence of (2.29) for $\mu$ near 0 .

We compute the values of the normal form coefficients by substituting expressions (2.19), (2.28) and (2.30) into (3.3). For rolls, we obtain

$$
\begin{equation*}
\alpha_{2}^{\prime}=\frac{9}{2^{1 / 2} 8 N^{3}}\left[\frac{1+\sigma+\tau}{\tau}\right], \quad b_{2}^{\prime}=-\frac{21}{2^{1 / 2} 16 \pi^{2} N^{3}}\left[\frac{1+\sigma+\tau+\sigma \tau+\tau^{2}}{\tau^{2}}\right] . \tag{3.4a}
\end{equation*}
$$

For rectangles, we obtain

$$
\begin{align*}
a_{2}^{\prime}=\frac{8 \pi^{2}}{\alpha_{1} \alpha_{2} N_{3}} & \left\{\frac{1+\sigma+\tau}{\tau}\left[4+\sum_{k=1}^{2} \frac{\left(\pi^{2}-2 \alpha_{k}^{2}\right) \delta_{k}^{2}}{\pi^{2}\left(\pi^{2}+\alpha_{k}^{2}\right)}\right]\right. \\
& \left.-\frac{1}{\sigma}\left[\sum_{k=1}^{2} \frac{3 \alpha_{k}^{2}\left(\pi^{2}-2 \alpha_{k}^{2}\right)\left(5 \pi^{2}+8 \alpha_{k}^{2}\right)^{2} \delta_{k}^{2}}{\pi^{2}\left(\pi^{2}+\alpha_{k}^{2}\right) \gamma^{6}}\right]\right\} \\
b_{2}^{\prime}=\frac{8}{\alpha_{1} \alpha_{2} N^{3}}\{ & -\frac{1+\sigma+\tau+\sigma \tau+\tau^{2}}{\tau^{2}}\left[7+\sum_{k=1}^{2} \frac{\left(7 \pi^{4}-10 \pi^{2} \alpha_{k}^{2}-8 \alpha_{k}^{4}\right) \delta_{k}^{2}}{4 \pi^{2}\left(\pi^{2}+\alpha_{k}^{2}\right)}\right] \\
& -\frac{1+\sigma+\tau+\sigma \tau+\tau^{2}}{\sigma \tau(1+\sigma+\tau)}\left[\sum_{k=1}^{2} \frac{7 \alpha_{k}^{2}\left(\pi^{2}-2 \alpha_{k}^{2}\right)\left(5 \pi^{2}+8 \alpha_{k}^{2}\right)^{2} \delta_{k}^{2}}{\pi^{2}\left(\pi^{2}+\alpha_{k}^{2}\right) \gamma_{k}^{6}}\right]  \tag{3.4b}\\
& -\frac{1+\sigma+\tau}{\sigma \tau}\left[\sum_{k=1}^{2} \frac{36 \alpha_{k}^{2}\left(\pi^{2}-2 \alpha_{k}^{2}\right)\left(5 \pi^{2}+8 \alpha_{k}^{2}\right) \delta_{k}^{2}}{\left(\pi^{2}+\alpha_{k}^{2}\right) \gamma_{k}^{6}}\right] \\
& \left.+\frac{1}{\sigma^{2}}\left[\sum_{k=1}^{2} \frac{9 \alpha_{k}^{2}\left(\pi^{2}-2 \alpha_{k}^{2}\right)\left(5 \pi^{2}+8 \alpha_{k}^{2}\right)^{2} \delta_{k}^{2}}{\left(\pi^{2}+\alpha_{k}^{2}\right)^{2} \gamma_{k}^{6}}\right]\right\} .
\end{align*}
$$

Note that the quantitites in square brackets are positive. For squares, the expressions (3.4b) simplify to

$$
\begin{align*}
& a_{2}^{\prime}=\frac{32}{N^{3}}\left\{\frac{36}{5}\left[\frac{1+\sigma+\tau}{\tau}\right]-\frac{882}{2,365}\left[\frac{1}{\sigma}\right]\right\}, \\
& b_{2}^{\prime}=\frac{32}{\pi^{2} N^{3}}\left\{-\frac{207}{25}\left[\frac{1+\sigma+\tau+\sigma \tau+\tau^{2}}{\tau^{2}}\right]\right.-\frac{2,352}{2,365}\left[\frac{1+\sigma+\tau+\sigma \tau+\tau^{2}}{\sigma \tau(1+\sigma+\tau)}\right]  \tag{3.4c}\\
&\left.-\frac{18,816}{11,875}\left[\frac{1+\sigma+\tau}{\sigma \tau}\right]+\frac{441}{2,365}\left[\frac{1}{\sigma^{2}}\right]\right\} .
\end{align*}
$$

For hexagons, we obtain

$$
\begin{align*}
& a_{2}^{\prime}=\frac{48}{3^{1 / 2} N^{3}}\left\{\frac{810}{11}\left[\frac{1+\sigma+\tau}{\tau}\right]-\frac{314,892}{89,375}\left[\frac{1}{\sigma}\right]\right\}, \\
& b_{2}^{\prime}=\frac{48}{3^{1 / 2} \pi^{2} N^{3}}\left\{-\frac{226}{33}\left[\frac{1+\sigma+\tau+\sigma \tau+\tau^{2}}{\tau^{2}}\right]-\frac{242,928}{89,375}\left[\frac{1+\sigma+\tau+\sigma \tau+\tau^{2}}{\sigma \tau(1+\sigma+\tau)}\right]\right.  \tag{3.4d}\\
& \\
& \left.\quad-\frac{1,092,828}{983,125}\left[\frac{1+\sigma+\tau}{\sigma \tau}\right]+\frac{471,269,040}{726,171,875}\left[\frac{1}{\sigma^{2}}\right]\right\} .
\end{align*}
$$

The bifurcation structure of (3.2) is now a straightforward application of the theory already developed for (3.1). The unfolding of (3.2) is completely determined by the signs of the coefficients $a_{2}^{\prime}$ and $b_{2}^{\prime}$. The following cases are possible [1, Chap. 4], [3, Chap. 7]:

Case 1a. $a_{2}^{\prime}>0, b_{2}^{\prime}<0$ : See Fig. 3.1 for bifurcation set and associated phase portraits.


Fig. 3.1. Bifurcation set and corresponding phase portraits for Case 1a unfolding ( $a_{2}^{\prime}>0, b_{2}^{\prime}<0$ ).


Fig. 3.2. Bifurcation set and corresponding phase portraits for Case 2a unfolding ( $a_{2}^{\prime}<0, b_{2}^{\prime}<0$ ).

Case 1b. $a_{2}^{\prime}>0, b_{2}^{\prime}>0$ : Bifurcation set and associated phase portraits for this case are obtained from Fig. 3.1 by the transformations $\mu_{2} \rightarrow-\mu_{2}, y_{2} \rightarrow-y_{2}$ and $t \rightarrow-t$.

Case 2a. $a_{2}^{\prime}<0, b_{2}^{\prime}<0$ : See Fig. 3.2 for bifurcation and set associated phase portraits.

Case 2b. $a_{2}^{\prime}<0, b_{2}^{\prime}>0$ : Bifurcation and associated phase portraits for this case are obtained from Fig. 3.2 by the transformations $\mu_{2} \rightarrow-\mu_{2}, y_{2} \rightarrow-y_{2}$ and $t \rightarrow-t$.

The lines $A^{\prime} O^{\prime} C^{\prime}$ and $O^{\prime} B^{\prime}$ in $\left(\mu_{1}, \mu_{2}\right)$-parameter space shown in Figs. 3.1-3.2, correspond to the lines $A O C$ and $O B$ in $(s, r)$-parameter space shown in Figs. 3.3 and 3.5. The corresponding bifurcations-pitchfork and Hopf, respectively-are local ones branching from the trivial (constant gradient) solution $u=0$ of (1.17) when $s \neq s_{0}$. They are treated in Parts I and II.

However, we have further local bifurcations. The line $O^{\prime} D^{\prime}$ in Fig. 3.2 corresponds to Hopf bifurcations from two equilibrium points symmetrically located about the origin in phase space. The curves $O^{\prime} E^{\prime}$ and $O^{\prime} F^{\prime}$ in Figs. 3.1 and 3.2 are tangent to straight lines at the origin in parameter space, and correspond to saddle connections and coalescence of xperiodic orbits. For more details consult [1] or [3].

It is clear from (3.4a) that for rolls, only Case 1a unfoldings occur for all $\sigma>0$ and $0<\tau<1$. However, different cases of unfoldings can occur for rectangles, squares and hexagons. For example, from (3.4c, d) it follows that Case 1 b unfoldings occur for squares and hexagons when $\sigma \ll 1$ and and $\tau=17 \sigma \ll 1$, and Case 2a occurs when $\sigma \ll 1$ and $\tau=25 \sigma \ll 1$. Cases 1 b and 2 a can also occur for rectangles. From (3.4b, c, d) one can see that Case 2 b unfoldings occur for rectangles, squares and hexagons provided $\sigma$


Fig. 3.3. Case 1a bifurcation set in ( $s, r$ ) parameter space.


Fig. 3.4. Bifurcation diagrams corresponding to parameter paths 1 and 2 in Fig. 3.3. Solid lines represent stable equilibrium solutions, broken lines represent unstable equilibrium solutions, solid circles represent stable periodic solutions, open circles represent unstable periodic solutions and asterisks represent saddle connections.
is sufficiently small compared to $\tau$, and the Case 1a unfoldings occur when $\sigma$ is sufficiently large compared to $\tau$.

The bifurcation sets in terms of the original parameters $r$ and $s$ of the doublediffusive convection equations can be found by means of (2.22a, b). The slopes of the tangent lines to the curves $O^{\prime} D^{\prime}, O^{\prime} E^{\prime}$ and $O^{\prime} F^{\prime}$ in Figs. 3.1-3.2 depend on the numerical values of $a_{2}^{\prime}$ and $b_{2}^{\prime}$, but their relative positions with respect to each other and to the lines $A^{\prime} O^{\prime} C^{\prime}$ and $O^{\prime} B^{\prime}$ are unchanged. Thus, the corresponding tangent lines to the curves $O D, O E$ and $O F$ in $(s, r)$ parameter space maintain their relative positions with respect to each other and to the lines $A O C$ and $O B$. For example, in Case 1a we have the bifurcation set illustrated in Fig. 3.3, valid for $r$ near $r_{0}$ and $s$ near $s_{0}$. Following parameter path 1 in Fig. 3.3 ( $s$ fixed near $s_{0}, s<s_{0}, r$ increasing) gives a subcritical pitchfork bifurcation, and following parameter path 2 in Fig. 3.3 gives the more complicated bifurcation diagram illustrated in Fig. 3.4. In case 2b, parameter paths 3 and 4 in Fig. 3.5 correspond to the bifurcation diagrams of Fig. 3.6. It is possible that the unstable subcritical branches of equilibrium solutions in Figs. 3.4 and 3.6 may "turn back" and regain stability as they have been shown to do in the case of rolls for $s$ near $s_{1}=27 \pi^{4} \tau^{3} / 4\left(1-\tau^{2}\right)$ [10]. However, we do not address this question here.


Fig. 3.5. Case 2 b bifurcation set in ( $s, r$ ) parameter space.


Fig. 3.6. Bifurcation diagrams corresponding to parameter paths 3 and 4 in Fig. 3.5. (See Fig. 3.4 legend ).
"Physically reasonable" parameter values are $\sigma$ near 1 or greater, and $\tau \ll 1$. These correspond to Case 1a unfoldings for all four types of cellular convection patterns considered. However, the possibility exists, at least mathematically, that rectangles, squares and hexagons can have a different unfolding than the one that rolls must have. This is implied by our previous results in Part I and II.

For parameter values $\sigma$ and $\tau$ such that $a_{2}^{\prime}=0$ or $b_{2}^{\prime}=0$, the normal form (3.1) is inadequate to determine the unfolding of (1.17) about ( $r_{0}, s_{0}$ ), but such values constitute a set of measure zero in the space of parameter values $\sigma>0,0<\tau<1$.
4. Conclusion. We have studied bifurcations which occur in a system of equations describing double-diffusive convection in a layer of fluid. The partial differential equations were expressed as a single abstract evolution equation in an infinite-dimensional Hilbert space corresponding to two-dimensional roll-like convection cells, or three-dimensional convection cells with rectangular, square, or hexagonal plan-forms. At the critical parameter values $r_{0}$ and $s_{0}$ for which the linear part of the equation has a
double zero eigenvalue, the infinite-dimensional equation was reduced to a finite dimensional one by means of center manifold theorem. The resulting equation was then further reduced to a normal form, from which one obtains a complete description of the local bifurcations which occur in the double-diffusive convection equations, for almost all $\sigma<0$ and $0<\tau<1$. The bifurcations take place in a phase space that corresponds to a single type of cellular convection pattern. We have found that the three-dimensional convection patterns can have different bifurcations from those associated with two-dimensional roll-like convection.

Our result for rolls agrees with that of [7], who applied perturbation methods to a system of ordinary differential equations obtained from the partial differential equations by modal truncation. In addition, our result was obtained via center manifold and normal form reductions, and so no other bifurcation behavior occurs locally. One cannot conclude this from the perturbation methods alone. Numerical studies of the same ordinary differential equations show that the bifurcation results obtained locally actually extend to parameter values some distance away from the critical ones which give the double zero eigenvalue [2]. A related problem of thermally driven convection in a rotating fluid layer was treated by [4]. Center manifold and normal form reductions were applied to a similar system of ordinary differential equations resulting from modal truncation. The normal form used was the same as (3.1), and the same case of unfoldings were present. All three papers [7], [2] and [4] treated only two-dimensional roll-like convection, and in all three papers a system of partial differential equations was first reduced to a system of ordinary differential equations by means of a modal truncation.
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# SECONDARY BIFURCATIONS OF A THIN ROD UNDER AXIAL COMPRESSION* 

ERNESTO BUZANO ${ }^{\dagger}$


#### Abstract

We study the post-buckling behavior of a prismatic rod with rectangular cross-section, under axial compression. We employ the nonlinear rod theory stated in [2]. Let $\delta$ be the difference between the sides of the cross-section. When $\delta \neq 0$ there are two distinct eigenvalues which coalesce when $\delta=0$ and the cross-section becomes a square. By employing equivariant singularity theory [4], we unfold the bifurcation problem corresponding to $\delta=0$ and study also the case $\delta \neq 0$. We obtain bifurcation diagrams with second bifurcations when $\delta \neq 0$.


Introduction. A fruitful way of studying secondary bifurcation problems is that of forcing two eigenvalues to coincide by varying some parameter of the problem and then unfolding the multiple eigenvalue so obtained. This technique, due to Bauer, Keller and Reiss [11], has been coupled with singularity theory by Schaeffer and Golubitsky in [9], where they give an explanation of the phenomenon of mode-jumping observed experimentally in the post-buckling behavior of a rectangular plate under compression. Other applications are given in [3] and [10].

Here we apply this procedure to the study of secondary bifurcations of a prismatic rod with rectangular cross-section. Let $\delta$ be the difference between the sides of the cross-section. When $\delta \neq 0$ there are two distinct eigenvalues which coalesce when $\delta=0$ and the cross-section becomes a square. In this last case we can apply the results obtained in [2], where the bifurcation problem has been reduced to finite dimension. The problem obtained in this way has topological codimension 1 in the module of the mappings which commute with the symmetries of the rectangle. Therefore it is possible to unfold it and study also the case $\delta \neq 0$. The bifurcation diagrams we obtain are given at the end of the paper. They show that secondary bifurcations occur when $\delta \neq 0$.

The classical rod model, based on linear constitutive equations (see for example [6] or [7]), has infinite codimension in our context. We reduce our problem to finite codimension by employing the nonlinear rod theory stated in [2].

Evidence for secondary bifurcations of a prismatic rod has also been obtained by Kovari in [5], by using elliptic functions and numerical computations. However these bifurcations do not coincide with ours because they concern the case $\delta=0$ where we do not obtain secondary bifurcations.

1. Geometry of the deformation. In [2, Chap. 1] a simple nonlinear director theory has been employed to understand the effects of the symmetry of the cross-sections on the post-buckling behavior of a thin rod under axial compression. This theory is a special case of a more general situation studied in [1], but it relies upon a weaker transverse isotropy condition in order to distinguish between rods with polygonal and circular cross-section. Here we recall briefly such a theory in the case of a rectangular cross-section. The reader should refer to [2, Chap. 1] for the details.

We denote by $\mathscr{C}$ the axis of the rod, that is the line of centroids of the cross-sections. We assume that $\mathscr{C}$ is of length 1 and parametrize $\mathscr{C}$ by arc-length $s \in[0,1]$. Throughout the paper we set $J=[0,1]$ and denote by a dash the derivative with respect

[^25]to $s \in J$. Let us consider a right-handed orthonormal reference frame $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ fixed in space. We assume that the rod is naturally straight with the end $s=0$ at the origin and its axis $\mathscr{C}$ along the direction $\mathbf{e}_{3}$. We take such a configuration as a reference configuration. We describe the deformed configuration by three vector functions $\mathbf{r}, \mathbf{a}_{1}, \mathbf{a}_{2}$ of the variable $s \in J$, such that $\mathbf{r}(s)$ is the position vector joining the origin $t=0$ and the centroid $t=s$, and $\mathbf{a}_{1}(s), \mathbf{a}_{2}(s)$ are two orthonormal vectors fixed flat to the cross-section $\Sigma$ through the centroid $s$. Define
$$
\mathbf{a}_{3}(s)=\mathbf{a}_{1}(s) \times \mathbf{a}_{2}(s),
$$
and assume that the rod can suffer neither extension nor shear; that is that (Kirchhoff hypotheses)
\[

$$
\begin{equation*}
\mathbf{r}^{\prime}(s)=\mathbf{a}_{3}(s) \tag{1}
\end{equation*}
$$

\]

Let $\mathbf{u}(s)$ be the unique vector satisfying

$$
\mathbf{a}_{j}^{\prime}(s)=\mathbf{u}(s) \times \mathbf{a}_{j}(s), \quad j=1,2,3 .
$$

Let

$$
\mathbf{r}(s)=\sum_{i=1}^{3} x_{i}(s) \mathbf{e}_{i}
$$

and

$$
\mathbf{u}(s)=\sum_{i=1}^{3} u_{i}(s) \mathbf{a}_{i}(s)
$$

In our theory $u_{j}$ are the strains. From (1) we have

$$
\begin{equation*}
x_{3}^{\prime}(s)=\left[1-\left(x_{1}^{\prime 2}(s)+x_{2}^{\prime 2}(s)\right)\right]^{1 / 2} \tag{2}
\end{equation*}
$$

Let $\boldsymbol{\theta}, \psi, \phi$ be the (English) Euler angles describing the rotation of $\left\{\mathbf{a}_{i}(s)\right\}$ with respect to $\left\{\mathbf{e}_{i}\right\}$ (see [7, Article 253]), and let

$$
\alpha=\frac{\pi}{2}-(\psi+\phi) ;
$$

then it is easy to compute $u_{j}$ in terms of $x_{1}^{\prime}, x_{2}^{\prime}$ and $\alpha$, obtain (see [2, §1.1]):

$$
\left[\begin{array}{l}
u_{1}  \tag{3}\\
u_{2} \\
u_{3}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right] \cdot\left[\begin{array}{c}
x_{1}^{\prime \prime}-\frac{x_{1}^{\prime} x_{3}^{\prime \prime}}{1+x_{3}^{\prime}} \\
x_{2}^{\prime \prime}-\frac{x_{2}^{\prime} x_{3}^{\prime \prime}}{1+x_{3}^{\prime}} \\
-\alpha^{\prime}+\frac{x_{1}^{\prime \prime} x_{2}^{\prime}-x_{1}^{\prime} x_{2}^{\prime \prime}}{1+x_{3}^{\prime}}
\end{array}\right] .
$$

Actually it is easy to realize that $\left\{\mathbf{a}_{i}(s)\right\}$ can be obtained from $\left\{\mathbf{e}_{i}\right\}$ by rotation $-\alpha$ around the $\mathbf{e}_{3}$-axis (torsion) followed by rotation around an axis in the $\left(\mathbf{e}_{1}, \mathbf{e}_{2}\right)$-plane and taking $\mathbf{e}_{3}$ onto $\mathbf{a}_{3}(s)$ (flexure). This makes it clearer that the state of the strain may be described purely in terms of $x_{1}, x_{2}$ and $\alpha$.
2. Deformation energy. Following the usual director approach (see [1] and [2]), we assume that the deformation energy is given by

$$
\begin{equation*}
\int_{0}^{1} \mathscr{W}(\mathbf{u}(s)) d s \tag{4}
\end{equation*}
$$

where $\mathscr{W}$ is a smooth function such that $\mathscr{W}(0)=0$ and satisfying suitable symmetry hypotheses, which we describe below. We assumed that $\mathscr{W}$ does not depend explicitly on $s$; this means that the cross-sections do not depend on $s$, that is that the rod is prismatic. As we said above, $\mathscr{W}$ satisfies also suitable symmetry conditions which reflect the geometry of the cross-section. More precisely, the usual Kirchhoff transverse isotropy conditions state that if the principal moments of inertia of the cross-section are equal, then $\mathscr{W}$ is invariant with respect to the action of $\mathbb{O}(2) \oplus \mathbb{Z}_{2} \subset \mathbb{O}(3)$ on $\left(u_{1}, u_{2}, u_{3}\right)$, defined by

$$
(\gamma, \varepsilon) \cdot \mathbf{u}=\left[\begin{array}{ccc}
\gamma_{11} & \gamma_{12} & 0 \\
\gamma_{21} & \gamma_{22} & 0 \\
0 & 0 & \varepsilon
\end{array}\right] \cdot\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right],
$$

where $\gamma=\left[\gamma_{j k}\right]$ is an orthogonal matrix and $\varepsilon= \pm 1$. The invariance of $\mathscr{W}$ with respect to the second summand, i.e. to $\mathbb{Z}_{2}$, represents indifference with respect to left-handed and right-handed twist. As regards the first summand, i.e. $\mathbb{O}(2)$, we already pointed out in [2, §1.2], that this hypothesis does not take completely into account the geometry of the cross-section $\Sigma$. For example, if $\Sigma$ is a regular $n$-gon, its group of symmetries is $\mathbb{D}_{n}$ rather than $\mathbb{O}(2)$; thus it is more natural to assume that $\mathscr{W}$ is invariant only under the action of $\Gamma_{\Sigma} \oplus \mathbb{Z}_{2} \subset \mathbb{O}(3)$, where $\Gamma_{\Sigma}$ is the subgroup of $\mathbb{O}(2)$ which leaves invariant the cross-section $\Sigma$. As we already said, if $\Sigma$ is a regular $n$-gon we have $\Gamma_{\Sigma}=\mathbb{D}_{n}$; while if $\Sigma$ is a rectangle, then $\Gamma_{\Sigma}=\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$.

Let us assume that the cross-section $\Sigma$ is a rectangle with sides $2 b_{1}$ and $2 b_{2}$ as in Fig. 1. Define by $\delta=b_{2}-b_{1}$ the aspect of the cross-section. When $\delta=0, \Sigma$ becomes a


Fig. 1
square. On the ground of what we said above, we assume that $\mathscr{W}$ is a smooth function of $\mathbf{u}$ and $\delta$, invariant with respect to the action of $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$ when $\delta \neq 0$ and with respect to the action of $\mathbb{D}_{4} \oplus \mathbb{Z}_{2}$ when $\delta=0$. Hence $\mathscr{W}$ is an invariant of the reflections $u_{j} \rightarrow-u_{j}, j=1,2,3$; thus, in a similar way as in [2, Prop. 1.13] one can prove that $\mathscr{W}$ depends on $u_{j}^{2}$ only. Therefore there exists a smooth function $K$ such that

$$
\begin{equation*}
\mathscr{W}(\mathbf{u}, \delta)=K\left(u_{1}^{2}, u_{2}^{2}, u_{3}^{2}, \delta\right) \tag{5}
\end{equation*}
$$

Of course when $\delta=0$, that is the cross-section $\Sigma$ is a square, $K$ must also be an invariant of the rotation $\pi / 2$ in the plane $u_{3}=0$; therefore by [2, Prop. 1.13] (with $n=4$ ) there exists a smooth function $H$ such that

$$
\begin{equation*}
K\left(u_{1}^{2}, u_{2}^{2}, u_{3}^{2}, 0\right)=H\left(\tau_{1}, \tau_{2}, \tau_{3}\right) \tag{6}
\end{equation*}
$$

where $\tau_{1}=u_{1}^{2}+u_{2}^{2}, \tau_{2}=u_{1}^{4}-6 u_{1}^{2} u_{2}^{2}+u_{2}^{4}, \tau_{3}=u_{3}^{2}$. In the following we shall write:

$$
K\left(u^{2}, \delta\right)=K\left(u_{1}^{2}, u_{2}^{2}, u_{3}^{2}, \delta\right), \quad H(\tau)=H\left(\tau_{1}, \tau_{2}, \tau_{3}\right) .
$$

Naturally if we expand $K$ up to first order, we must obtain the classical quadratic energy of a rod (see [6, §18]):

$$
\begin{equation*}
K\left(u^{2}, \delta\right)=\frac{E_{0}}{2}\left(I_{1}(\delta) u_{1}^{2}+I_{2}(\delta) u_{2}^{2}\right)+\frac{C(\delta)}{2} u_{3}^{2}+\text { h.o.t., } \tag{7}
\end{equation*}
$$

where $E_{0}$ is the Young modulus, $I_{1}(\delta)$ and $I_{2}(\delta)$ are the principal moments of inertia of the cross-section and $C(\delta)$ is the torsional rigidity. It is possible to verify by a direct computation (a bit long for $C(\delta)$ ) that $I_{1}, I_{2}$ and $C$ depend smoothly on $\delta$, that is consistent with our assumptions on $K$. Moreover the following is true:

$$
\begin{equation*}
I_{1}(\delta)<I_{2}(\delta) \text { if and only if } \delta<0 \tag{8}
\end{equation*}
$$

3. The variational problem. We can now give the energy functional $f$ to be (locally) minimised by the rod. We hold fixed the end $s=0$ and apply a terminal load force $P$ along the axis of the rod at the end $s=1$. Thus the total energy of the rod is the deformation energy minus the work done by $P$ in moving along its line of action. The end $s=1$ moves ( $x_{3}(0)=0$ ):

$$
1-x_{3}(1)=\int_{0}^{1}\left(1-x_{3}^{\prime}(s)\right) d s
$$

Thus from (4) and (5) we have

$$
\begin{equation*}
f\left(x_{1}, x_{2}, \alpha, P, \delta\right)=\int_{0}^{1}\left\{K\left(u^{2}(s), \delta\right)-P\left(1-x_{3}^{\prime}(s)\right)\right\} d s \tag{9}
\end{equation*}
$$

We consider the rod clamped at both ends; that is satisfying the following set of boundary conditions:

$$
\begin{align*}
& x_{1}(0)=x_{1}(1)=x_{2}(0)=x_{2}(1)=0  \tag{10}\\
& x_{1}^{\prime}(0)=x_{1}^{\prime}(1)=x_{2}^{\prime}(0)=x_{2}^{\prime}(1)=0,  \tag{11}\\
& \alpha(0)=\alpha(1)=0 \tag{12}
\end{align*}
$$

Conditions (11) and (12) mean that the ends $s=0$ and $s=1$ cannot rotate. In particular it is possible to prove that boundary conditions (10) to (12) correspond to have (see [2, §1.2])

$$
\mathbf{a}_{1}(0)=\mathbf{a}_{1}(1)=\mathbf{e}_{2}, \quad \mathbf{a}_{2}(0)=\mathbf{a}_{2}(1)=-\mathbf{e}_{1}, \quad \mathbf{a}_{3}(0)=\mathbf{a}_{3}(1)=\mathbf{e}_{3},
$$

which fix the position of the rod in the unstressed state.
In order to state our variational problem, define the following Banach space

$$
X=C_{0}^{2}(J) \times C_{0}^{2}(J) \times C_{0}^{1}(J),
$$

where $C_{0}^{k}(J)=\left\{g: J \rightarrow \mathbb{R} \mid g\right.$ is continuous with its derivatives $g^{(j)}$ for $0 \leqq j \leqq k$ and $g^{(j)}(0)=g^{(j)}(1)=0$, for $\left.0 \leqq 2 j \leqq k\right\}$. Moreover $C_{0}^{k}(J)$ is equipped with the maximum norm $\left|g_{k}\right|=\sup \left\{\left|g^{(j)}(s)\right|: s \in J\right.$ and $\left.0 \leqq j \leqq k\right\}$ and $X$ with the product-norm $\|x\|_{X}$. We denote by $x=\left(x_{1}, x_{2}, \alpha\right)$ the elements of $X$. Let

$$
\Omega=\left\{(x, P, \delta) \in X \times \mathbb{R} \times \mathbb{R} \mid \sup _{s \in J}\left(x_{1}^{\prime 2}(s)+x_{2}^{\prime 2}(s)<1\right)\right\} .
$$

It is easy to see that $\Omega$ is open and that by (2) and (3) we have $f \in C^{\infty}(\Omega, \mathbb{R})$.
The equilibria of the rod are given by the critical points with respect to $x \in X$ of the energy functional $f: \Omega \rightarrow \mathbb{R}$. In particular we are interested in (statically) stable equilibria, which correspond to (strict) minima of $f$. Let

$$
\begin{equation*}
P_{j}(\delta)=4 \pi^{2} E_{0} I_{j}(\delta)=E_{0} I_{j}(\delta) \inf _{\phi \in C_{0}^{2}(J)} \frac{\int_{0}^{1} \phi^{\prime \prime 2} d s}{\int_{0}^{1} \phi^{\prime 2} d s}, \quad j=1,2 \tag{13}
\end{equation*}
$$

Proposition 1. For each $P \in \mathbb{R}$ and $\delta \in \mathbb{R}$, the unstressed configuration $\left(x_{1}, x_{2}, \alpha\right)$ $=(0,0,0)$ is a critical point of the energy functional $f$. For $P<\inf \left\{P_{1}(\delta), P_{2}(\delta)\right\}$ the unstressed configuration ( $0,0,0$ ) corresponds to a strict (local) minimum of the energy functional $f$ and hence to a stable equilibrium. Finally the second derivative $D_{x}^{2} f(0, P, \delta)$ is a degenerate quadratic form for $P=P_{j}(\delta), j=1,2$.

Proof. From (9), (5), (7), (3) and (2) one can compute easily the second derivative at $(0, P, \delta)$ :

$$
D_{x}^{2} f(0, P, \delta)[x, x]=\int_{0}^{1}\left\{E_{0}\left(I_{1}(\delta) x_{1}^{\prime \prime 2}+I_{2}(\delta) x_{2}^{\prime \prime 2}\right)+C(\delta) \alpha^{\prime 2}-P\left(x_{1}^{\prime 2}+x_{2}^{\prime 2}\right)\right\} d s
$$

and the result follows immediately.
From Proposition 1 it follows immediately that $\left(0, P_{j}(\delta), \delta\right), j=1,2$ are possible bifurcation points for $f$. On the other hand we have $P_{1}(0)=P_{2}(0)$, consequently it makes sense to state the following perturbed variational bifurcation problem: find the number of (stable) critical points of for $(x, P, \delta)$ near $\left(0, P_{0}, 0\right)$, where $P_{0}=P_{1}(0)=P_{2}(0)$.
4. Bifurcation analysis. In order to solve the problem stated above, we first reduce it to finite dimension, then we employ singularity theory. By applying Magnus' splitting lemma (see [2, Thm. 2.1] and [8]), we reduce the functional $f$ to a function $\tilde{f}$ on a finite dimensional space in the same way as we did in [2]. Here we outline the reduction steps, referring to [2, Chap. 2] for the details. Let $I_{0}=I_{1}(0)=I_{2}(0)$; then $P=P_{0}\left(=P_{1}(0)=\right.$ $P_{2}(0)$ ) is the first eigenvalue of the boundary-value problem

$$
\begin{aligned}
& E_{0} I_{0} \phi^{(4)}-P \phi^{\prime \prime}=0, \\
& \phi(0)=\phi(0)=0, \\
& \phi^{\prime}(0)=\phi^{\prime}(0)=0 .
\end{aligned}
$$

The relevant eigenfunction is $\phi_{0}(s)=1-\cos 2 \pi s$. Let

$$
V=\left\{\left(\eta_{1} \phi_{0}(s), \eta_{2} \phi_{0}(s), 0\right) \in X \mid \eta_{1}, \eta_{2} \in \mathbb{R}\right\} .
$$

Define the Banach space

$$
Y=C^{0}(J) \times C^{0}(J) \times C^{0}(J)
$$

where $C^{0}(J)=\{g: J \rightarrow \mathbb{R} \mid g$ is continuous $\}$ and the continuous linear mapping $\omega: Y \rightarrow$ $X^{*}$ (where $X^{*}$ is the dual space to $X$ ) by

$$
\langle y, x\rangle=\sum_{j=1}^{2} \int_{0}^{1} y_{j} x_{j}^{\prime \prime} d s+\int_{0}^{1} y_{3} \alpha^{\prime} d s
$$

where $x=\left(x_{1}, x_{2}, \alpha\right) \in X$ and $y=\left(y_{1}, y_{2}, y_{3}\right) \in Y$ and $\langle\cdot, \cdot\rangle$ is the duality between $X^{*}$ and $X$. Define $F: \Omega \rightarrow Y$ by

$$
\begin{array}{r}
F(x, P, \delta)=\left(\sum_{j=1}^{3}\left(K_{, u_{j}} u_{j, x_{1}^{\prime \prime}}-\int_{0}^{1} K_{, u_{j}} u_{j, x_{1}^{\prime}} d t\right)+P \int_{0}^{1}\left(1-x_{3}^{\prime}\right)_{, x_{1}^{\prime}} d t,\right. \\
\sum_{j=1}^{3}\left(K_{, u_{j}} u_{j, x_{2}^{\prime \prime}}-\int_{0}^{1} K_{, u_{j}} u_{j, x_{2}^{\prime}} d t\right)+P \int_{0}^{1}\left(1-x_{3}^{\prime}\right)_{, x_{2}^{\prime}} d t, \\
\left.\sum_{j=1}^{3}\left(K_{, u_{j}} u_{j, \alpha^{\prime}}-\int_{0}^{1} K_{, u_{j}} u_{j, \alpha} d t\right)\right),
\end{array}
$$

where a subscript following a comma indicates partial differentiation. We have $F \in$ $C^{\infty}(\Omega, Y)$. Moreover, by an integration by parts one verifies that

$$
D_{x} f(x, P, \delta)[\hat{x}]=\langle F(x, P, \delta), \hat{x}\rangle .
$$

Let

$$
T=D_{x} F\left(0, P_{0}, 0\right)
$$

Following the same steps as in [2, §2.3], we obtain that:

1) There exist decompositions $X=V \oplus Z$ and $Y=W \oplus Q$ such that $V=T^{-1} W$ and $T_{1 Z}: Z \rightarrow Q$ is an isomorphism.
2) There exists a neighborhood $U$ of $\left(0, P_{0}, 0\right) \in X \times \mathbb{R} \times \mathbb{R}$ such that:
a) There exists a smooth mapping $h: U^{\prime} \rightarrow Z$, with $U^{\prime}=U \cap(V \times \mathbb{R} \times \mathbb{R})$, which is the unique solution $z=h(v, P, \delta)$ of the equation

$$
P_{Q} F(v \oplus z, P, \delta)=0
$$

where $P_{Q}$ is the orthogonal projection onto $Q$.
b) If we let $\eta=\left(\eta_{1}, \eta_{2}\right) \in \mathbb{R}^{2}, v=\left(\eta_{1} \phi_{0}, \eta_{2} \phi_{0}, 0\right) \in V, \lambda=P-P_{0}$ and $\tilde{f}(\eta, \lambda, \delta)=$ $f(v \oplus h(v, P, \delta), P, \delta)$, then

$$
(\eta, \lambda, \delta) \rightarrow(v \oplus h(v, P, \delta), P, \delta)
$$

defines a one-to-one and onto correspondence between the critial points of $\tilde{f}(\eta, \lambda, \delta)$ in $U^{\prime}$ and those of $f$ in $U$. Moreover this correpondence preserves the minima.
3) $\tilde{f}(\eta, \lambda, \delta)$ is an invariant of the action of $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$ on $\mathbb{R}^{2}$ generated by the symmetries $\left(\eta_{1}, \eta_{2}\right) \rightarrow\left(-\eta_{1}, \eta_{2}\right)$ and $\left(\eta_{1}, \eta_{2}\right) \rightarrow\left(\eta_{1},-\eta_{2}\right)$.

In this way we reduce our problem to finding the number of (stable) critical points of $\tilde{f}$ for fixed $\lambda$ and for $(\eta, \lambda, \delta)$ near $(0,0,0)$. This is equivalent to solving the following perturbed bifurcation problem:

$$
\begin{equation*}
G(\eta, \lambda, \delta)=0 \tag{14}
\end{equation*}
$$

where $G=D_{\eta} \tilde{f}, \lambda$ is the bifurcation parameter and $\delta$ is the perturbation parameter. Of course the minima of $\tilde{f}$, i.e., the (statically) stable equilibria, correspond to positive eigenvalues of the Jacobian matrix $D_{\eta} G$. Finally we have that the invariance of $\tilde{f}$ forces $G$ to be $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$-equivariant i.e.:

$$
\begin{aligned}
& G_{1}\left(-\eta_{1}, \eta_{2}, \lambda, \delta\right)=-G_{1}\left(\eta_{1}, \eta_{2}, \lambda, \delta\right) \\
& G_{2}\left(-\eta_{1}, \eta_{2}, \lambda, \delta\right)=G_{2}\left(\eta_{1}, \eta_{2}, \lambda, \delta\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& G_{1}\left(\eta_{1},-\eta_{2}, \lambda, \delta\right)=G_{1}\left(\eta_{1}, \eta_{2}, \lambda, \delta\right), \\
& G_{2}\left(\eta_{1},-\eta_{2}, \lambda, \delta\right)=-G_{2}\left(\eta_{1}, \eta_{2}, \lambda, \delta\right),
\end{aligned}
$$

where $G_{j}=\partial \tilde{f} / \partial \eta_{j}, j=1,2$.
In order to study the bifurcation problem (14), we employ, in the case of the symmetry group being $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$, the theory formulated in [4]. Recall briefly that two bifurcation problems $G$ and $\hat{G}$ are $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$-equivalent if (see again [4, §§1 and 4])

$$
\hat{G}(\eta, \lambda)=T(\eta, \lambda) G(E(\eta, \lambda), L(\lambda))
$$

for some smooth family of invertible matrices $T$ and a smooth diffeomorphism $(\eta, \lambda) \rightarrow$ $(E(\eta, \lambda), L(\lambda))$ such that $(\partial L / \partial \lambda)(0)>0$. Moreover we require that $T$ and $E$ be $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$-equivariant. It is easy to see that such an equivalence preserves the number of solutions for fixed $\lambda$, which is the information we are looking for.

Coming back to our problem, we have that in [2, Thm. 5.13] we have proven that if the function $H$ in (6) is such that $\left(\partial H / \partial \tau_{2}\right)(0) \neq 0$ and the rod is prismatic, then $G(\eta, \lambda, 0)$ is $\mathbb{D}_{4}$-equivalent, hence $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$-equivalent, to

$$
\left(A \eta_{1}^{2}+\eta_{2}^{2}\right)-\lambda\left[\begin{array}{l}
\eta_{1}  \tag{15}\\
\eta_{2}
\end{array}\right]+\varepsilon\left[\begin{array}{l}
\eta_{1}^{3}-3 \eta_{1} \eta_{2}^{2} \\
\eta_{2}^{3}-3 \eta_{1}^{2} \eta_{2}
\end{array}\right]=0
$$

where $A>1$ and $\varepsilon=\left[\operatorname{sgn}\left(\partial H / \partial \tau_{2}\right)(0)\right] 1$. Moreover the above equivalence preserves the signature of the real part of the eigenvalues of $D_{\eta} G$, that is the stability assignments of the solutions. This essentially solves our problem for $\delta=0$.

It is worthwhile to remark that if $H$ does not depend on $\tau_{2}$ (and so in particular $\left.\left(\partial H / \partial \tau_{2}\right)(0)=0\right)$ then one can prove that $g(\eta, \lambda, 0)$ has infinite $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$-codimension and our analysis fails. This is the main reason to consider nonlinear constitutive equations in our model.

Now we study $G(\eta, \lambda, \delta)=0$ for $\delta$ near 0 . Rewrite (15) as

$$
\left[\begin{array}{l}
(A+\varepsilon) \eta_{1}^{3}+(A-3 \varepsilon) \eta_{1} \eta_{2}^{2}-\lambda \eta_{1}  \tag{16}\\
(A-3 \varepsilon) \eta_{1}^{2} \eta_{2}+(A+\varepsilon) \eta_{2}^{3}-\lambda \eta_{2}
\end{array}\right]=0
$$

then multiply (16) by the matrix

$$
\left[\begin{array}{cc}
\sqrt{A+\varepsilon} & 0 \\
0 & \sqrt{A+\varepsilon}
\end{array}\right]
$$

and divide $\eta_{j}$ by $\sqrt{A+\varepsilon}$. We obtain that (16) is $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$-equivalent to

$$
\left[\begin{array}{l}
\eta_{1}^{3}+\mu \eta_{1} \eta_{2}^{2}-\lambda \eta_{1}  \tag{17}\\
\nu \eta_{1}^{2} \eta_{2}+\eta_{2}^{3}-\lambda \eta_{2}
\end{array}\right]=0
$$

with

$$
\begin{equation*}
\mu=\nu=\frac{A-3 \varepsilon}{A+\varepsilon} . \tag{18}
\end{equation*}
$$

Now (17) is a double cusp bifurcation problem and has been studied in [4, §4] and in [9, §6]. If it satisfies the nondegeneracy conditions

$$
\begin{equation*}
\mu \neq 1, \quad \nu \neq 1, \quad \mu \nu \neq 1 \tag{19}
\end{equation*}
$$

it has universal unfolding

$$
\left[\begin{array}{c}
\eta_{1}^{3}+\tilde{\mu} \eta_{1} \eta_{2}^{2}-\lambda \eta_{1}  \tag{20}\\
\tilde{\nu} \eta_{1}^{2} \eta_{2}+\eta_{2}^{3}-(\lambda+a) \eta_{2}
\end{array}\right]=0,
$$

with $\tilde{\mu}$ and $\tilde{\nu}$ near $\mu$ and $\nu$ and $a$ near 0 . The Universal Unfolding Theorem (see [4, Thm. 1.8]) says that $G(\eta, \lambda, \delta)$ factors through (20), that is that there exists a smooth mapping $\delta \rightarrow(\tilde{\mu}(\delta), \tilde{\nu}(\delta), a(\delta))$ such that for each $\delta$ near $0, G$ and (20) are $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2^{-}}$ equivalent. Now the nondegeneracy conditions (19) split the ( $\mu, \nu$ )-plane into 7 regions such that for fixed $a$ all the bifurcation diagrams inside each region are topologically equivalent (see $[9, \S 6]$ ). Now if ( $\tilde{\mu}(\delta), \tilde{\nu}(\delta)$ ) belongs to one of these regions for $\delta=0$, it will stay there also for each small $\delta \neq 0$. It follows that for a given $\delta$ our problem is associated to one of the regions according to the value of $\tilde{\mu}(0)$ and $\tilde{\nu}(0)$. Finally in each region there are three different diagrams according as $a(\delta) \lessgtr 0$ (see [9, §6]). Now for
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our problem we have $\tilde{\mu}(0)=\tilde{\nu}(0)=(A-3 \varepsilon) /(A+\varepsilon)$, thus there are only two possibilities: $(A-3 \varepsilon) /(A+\varepsilon) \lessgtr 1$, corresponding to $\varepsilon= \pm 1$. So we have inspected all the possible cases and we are able to give the bifurcation diagrams. However, first we prefer to make some observations:

1) The bifurcation diagrams relate only to the number of solutions for fixed $\lambda$, their stability and their buckling features, as explained below.
2) As we did in [2, §§3.4 and 5.3], we can classify the solutions in three types, besides the trivial ones, according to their symmetry group and the kind of buckling the rod undergoes; see Table 1.

Table 1

| Solution type |  | Symmetry group |
| :---: | :---: | :---: |
| $T$ | $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$ | Buckling |
| I | $\mathbb{Z}_{2}$ (reflection through $\eta_{2}$-axis) | trivial equilibrium |
| in the plane $x_{2}=0$ |  |  |
| II | $\mathbb{Z}_{2}$ (reflection through $\eta_{1}$-axis) | in the plane $x_{1}=0$ |
| III | $\{1\}$ | spatial |

2) Table 1 allows us to relate the sign of $a$ to the sign of $\delta$. In fact $-a$ is the bifurcation point of solutions of type II and this is negative if and only if the rod buckles first in the plane $x_{1}=0$. Now by Proposition 1 this happens if and only if $P_{2}(\delta)<P_{1}(\delta)$, that is if and only if $\delta>0$, by (8) and (13).
5. Bifurcation diagrams. In the diagrams in Figs. 2 and 3 we draw stable equilibria (i.e. minima) in heavy black.


Fig. 3
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# EXACT BOUNDARY CONDITIONS AT AN ARTIFICIAL BOUNDARY FOR PARTIAL DIFFERENTIAL EQUATIONS IN CYLINDERS* 
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#### Abstract

The numerical solution of partial differential equations in unbounded domains requires a finite computational domain. Often one obtains a finite domain by introducing an artificial boundary and imposing boundary conditions there. This paper derives exact boundary conditions at an artificial boundary for partial differential equations in cylinders. An abstract theory is developed to analyze the general linear problem. Solvability requirements and estimates of the solution of the resulting finite problem are obtained by use of the notions of exponential and ordinary dichotomies. Useful representations of the boundary conditions are derived using separation of variables for problems with constant tails. The constant tail results are extended to problems whose coefficients obtain limits at infinity by use of an abstract perturbation theory. The perturbation theory approach is also applied to a class of nonlinear problems. General asymptotic formulas for the boundary conditions are derived and displayed in detail.
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1. Introduction. Many of the boundary value problems arising in applied mathematics are given on unbounded domains. Examples include the problems of fluid flow and wave propagation in channels or past bodies. The numerical solution of these problems, however, requires a finite domain. In this paper, we develop a theory for the exact reduction of a boundary value problem for a partial differential equation on an unbounded cylindrical domain to a problem on a bounded domain. That is, an "artifical" boundary is introduced and the proper boundary condition to be imposed there is derived. In other works, [8] and [9], we use our theory to solve nonlinear problems of both elliptic and parabolic type.

For ordinary differential equations, exact reduction theories have been developed by many authors: de Hoog and Weiss [5], Keller and Lentini [11], Jepson and Keller [10] and Markowich [12]. Few works on artificial boundary conditions for partial differential equations, on the other hand, have discussed exact conditions. An exception is the paper of Gustafsson and Kreiss [6], where the form of the proper conditions for a general hyperbolic problem is derived. They go on to find representations of the exact conditions in various simple cases for problems of both hyperbolic and elliptic type.

We illustrate the derivation of exact conditions with the following example:
a)

$$
\nabla^{2} u+a(x, \mathbf{y}) u=f(x, \mathbf{y}), \quad(x, y) \in[0, \infty) \times \Omega, \quad \Omega \subset R^{n-1}
$$

$$
c(x, \mathbf{y}) \frac{\partial u}{\partial \nu}(x, \mathbf{y})+d(x, \mathbf{y}) u(x, \mathbf{y})=\gamma_{\Omega}(x, \mathbf{y}), \quad \mathbf{y} \in \partial \Omega
$$

$$
\begin{equation*}
\alpha(\mathbf{y}) \frac{\partial u}{\partial x}(0, \mathbf{y})+b(\mathbf{y}) u(0, \mathbf{y})=\gamma_{0}(\mathbf{y}), \quad \mathbf{y} \in \Omega \tag{1.1}
\end{equation*}
$$

$$
\lim _{x \rightarrow \infty} u(x, \mathbf{y})=0
$$

e)

$$
\begin{align*}
& c(x, \mathbf{y})=c_{\infty}(\mathbf{y}), \quad d(x, \mathbf{y})=d_{\infty}(\mathbf{y}), \quad a(x, \mathbf{y})=a_{\infty}(\mathbf{y}), \quad x \geqq x_{0}, \\
& f(x, \mathbf{y})=\gamma_{\Omega}(x, \mathbf{y})=0, \quad x \geqq x_{0} .
\end{align*}
$$

[^26](We say that (1.1) has a constant tail, due to condition (1.1e).) We choose some point $x=\tau \geqq x_{0}$ as the location of the artificial boundary. In the "tail", $x \geqq \tau$, we have:
a) $\quad \nabla^{2} u+a_{\infty}(\mathbf{y}) u=0, \quad(x, \mathbf{y}) \in[\tau, \infty) \times \Omega ;$
b) $\quad c_{\infty}(\mathbf{y}) \frac{\partial u}{\partial \nu}(x, y)+d_{\infty}(\mathbf{y}) u(x, y)=0, \quad \mathbf{y} \in \partial \Omega$;
c) $\lim _{x \rightarrow \infty} u(x, y)=0$.

Problem (1.2) can be easily analyzed by separation of variables. Consider the following eigenvalue problem:
a) $\quad \nabla_{\mathbf{y}}^{2} Y_{n}(\mathbf{y})+a_{\infty}(\mathbf{y}) Y_{n}(\mathbf{y})=\omega_{n} Y_{n}(\mathbf{y}), \quad \mathbf{y} \in \Omega$,
b) $\quad c_{\infty}(\mathbf{y}) \frac{\partial}{\partial \nu} Y_{n}(\mathbf{y})+d_{\infty}(\mathbf{y}) Y_{n}(\mathbf{y})=0, \quad \mathbf{y} \in \partial \Omega$;
c) $\quad \int_{\Omega} d \mathbf{y} Y_{n}^{2}(\mathbf{y})=1$.

Given certain assumptions on the boundary condition, (1.3b), the set of eigenfunctions, $\left\{Y_{n}\right\}$, is complete in that subspace of $L_{2}(\Omega)$ consisting of functions satisfying it. (See Berezanskii [3].) For simplicity, we further assume that the $\omega_{n}$ are distinct and that $\omega_{n}=0$ is not an eigenvalue. We rewrite the $\left\{\omega_{n}\right\}$ in the following way:

$$
\begin{array}{ll}
\omega_{n}=\alpha_{n}^{2}>0, & n=1, \cdots, m \\
\omega_{n}=-\lambda_{n}^{2}<0, & n=m+1, m+2, \cdots \tag{1.4}
\end{array}
$$

Expanding $u$ in terms of the $Y_{n}$ 's,

$$
\begin{equation*}
u(x, \mathbf{y})=\sum_{n=1}^{\infty} c_{n}(x) Y_{n}(\mathbf{y}) \tag{1.5}
\end{equation*}
$$

problem (1.2) becomes:
a) $c_{n}^{\prime \prime}=\left\{\begin{array}{ll}-\alpha_{n}^{2} c_{n}, & n=1, \cdots, m, \\ \lambda_{n}^{2} c_{n}, & n=m+1, m+2, \cdots,\end{array} \quad x \in[\tau, \infty) ;\right.$
b) $\quad \lim _{x \rightarrow \infty} c_{n}(x)=0, \quad n=1,2, \cdots$.

As (1.6a) can be trivially solved, we see that (1.6b) is satisfied if and only if:
a) $\quad c_{n}(\tau)=c_{n}^{\prime}(\tau)=0, \quad n=1, \cdots, m ;$
b) $\quad c_{n}^{\prime}(\tau)=-\lambda_{n} c_{n}(\tau), \quad n=m+1, m+2, \cdots$.

This allows us to replace (1.1) by an equivalent finite domain problem:
a) $\quad \nabla^{2} u+a(x, y) u=f(x, y), \quad(x, y) \in[0, \tau] \times \Omega$;
b) $\quad c(x, \mathbf{y}) \frac{\partial u}{\partial \nu}(x, \mathbf{y})+d(x, \mathbf{y}) u(x, \mathbf{y})=\gamma_{\Omega}(x, \mathbf{y}), \quad \mathbf{y} \in \partial \Omega$;
c) $\alpha(\mathbf{y}) \frac{\partial u}{\partial x}(0, \mathbf{y})+b(\mathbf{y}) u(0, \mathbf{y})=\gamma_{0}(\mathbf{y}), \quad \mathbf{y} \in \Omega$;
d) $\int_{\Omega} d \mathbf{y} u(\tau, \mathbf{y}) Y_{n}(\mathbf{y})=\int_{\Omega} d \mathbf{y} \frac{\partial u}{\partial x}(\tau, \mathbf{y}) Y_{n}(\mathbf{y})=0, \quad n=1, \cdots, m ;$

$$
\int_{\Omega} d \mathbf{y} \frac{\partial u}{\partial x}(\tau, \mathbf{y}) Y_{n}(\mathbf{y})=-\lambda_{n} \int_{\Omega} d \mathbf{y} u(\tau, \mathbf{y}) Y_{n}(\mathbf{y}), \quad n=m+1, m+2, \cdots
$$

That is, (1.1) has a solution if and only if (1.8) does and the solutions agree on a finite domain.

In $\S 2$ of this work we derive boundary conditions for the reduction of a general partial differential equation in a semi-infinite cylindrical domain to a finite one. These turn out to be the requirement that the appropriate data at the artificial boundary lie in a certain affine set. We find it convenient to rewrite the problem as an ordinary differential equation in a Banach space, making transparent the connection between our reduction and the reduction theorems for the case of ordinary differential equations. In $\S 3$ we introduce the notion of a dichotomy for our abstract equation and use it to develop error estimates and solvability requirements for the finite problem.

We first consider the problem of representing the boundary conditions in §4. Here separation of variables is used to analyze constant tail problems such as the one presented above. The exact representation we obtain is equivalent to (1.8d) in that case.

We develop a perturbation theory to analyze nonconstant tail problems in $\S 5$. Assuming the limiting problem at infinity can be solved by separation of variables, a perturbation expansion of the exact boundary condition can be calculated. We carry out this expansion for the Helmholtz equation exterior to a body, recovering the conditions of Bayliss, Gunzburger and Turkel [2]. Finally, in §6, nonlinear problems are considered. We use the perturbation theory of the preceding section to prove, under certain conditions, the existence of an exact nonlinear boundary condition and to calculate an expansion which approximates it.

We note that many authors have derived boundary conditions for specific problems. We do not, in general, attempt to examine the connection between their conditions and ours. For more discussion of these connections as well as for a more extensive bibliography, the reader is referred to Hagstrom [7].
2. Basic linear reduction theorem. We consider abstract boundary value problems of the form:
a) $\quad \frac{d u}{d x}=A(x) u+f(x), \quad 0<x<\infty ;$
b) $\quad B_{0} u(0)=\gamma_{0}$,
c) $\quad \lim _{x \rightarrow \infty} B_{\infty} u(x)=0$.

In addition we may impose:
d) $\quad\|u(x)\|$ bounded as $x \rightarrow \infty$.

For some Banach space, $\mathscr{B}$, we seek $u(x) \in \mathscr{B}$ for $x \in[0, \infty]$. We suppose that $A(x), B_{0}$ and $B_{\infty}$ are linear operators with domain in $\mathscr{B}$, to which we also constrain the range of $A(x)$. Finally, $f(x) \in \mathscr{B}$.

Problems of form (1.1) can be obtained from general partial differential equation problems in cylindrical domains. Specifically we consider

$$
\begin{equation*}
\left(\sum_{j=1}^{n} P_{j}\left(\mathbf{y}, \mathbf{x}, \frac{\partial}{\partial \mathbf{y}}\right) \frac{\partial^{j}}{\partial x^{j}}\right) \omega=g(x, \mathbf{y}) \tag{2.2}
\end{equation*}
$$

on the cylindrical domain

$$
(x, \mathbf{y}) \in[0, \infty) \times \Omega, \quad \Omega \subset \mathbf{R}^{n}
$$

Homogeneous boundary conditions are imposed on $\partial \Omega$ involving $\omega$ and its normal derivatives;

$$
\begin{equation*}
\sum_{j=0}^{m} B_{\Omega, h_{j}}(\mathbf{y}) \frac{\partial^{j} \omega}{\partial \nu^{j}}(x, \mathbf{y})=0, \quad \mathbf{y} \in \partial \Omega \tag{2.3}
\end{equation*}
$$

We further suppose that, subject to these boundary conditions,

$$
P_{n}^{-1}\left(x, \mathbf{y}, \frac{\partial}{\partial \mathbf{y}}\right)
$$

exists for all $x$. Now (2.2) can be rewritten in the form of (2.1a) by introducing

$$
u=\left(\begin{array}{c}
\frac{\partial^{n-1} \omega}{\partial x^{n-1}}  \tag{2.4}\\
\frac{\partial^{n-2} \omega}{\partial x^{n-2}} \\
\vdots \\
\omega
\end{array}\right) .
$$

The space, $\mathscr{B}$, is some space of $n$-tuples of functions on $\Omega$ which satisfy the homogeneous boundary conditions, (2.3). It is necessary to eliminate inhomogeneous conditions on $\partial \Omega$ in order to reduce the problem to the abstract form. This can be accomplished by subtracting a function that satisfies the inhomogeneous condition. We note that the functions $B_{\Omega, j}$ affect $P_{n}^{-1}$ and, ultimately, $A(x)$.

Returning to (2.1) we choose some finite point, $x=\tau$, and attempt to reduce the infinite problem on $[0, \infty)$ to a finite one on $[0, \tau]$. We define $\mathbf{A}(\tau ; f)$, the admissible set of Cauchy data at $x=\tau$, as the set leading to solutions, $u$, in the tail, $x \in[\tau, \infty)$. More precisely we have:

Definition 2.5. The set $\mathbf{A}(\tau ; f) \subset \mathscr{B}$, the admissible set at $x=\tau$, is the set of all $u_{0} \in \mathscr{B}$ such that there exists $u(x) \in \mathscr{B}, x \in[\tau, \infty)$, satisfying:
a) $\quad \frac{d u}{d x}=A(x) u+f(x), \quad \tau<x<\infty$,
b) $\quad u(\tau)=u_{0} ;$
as well as ( $2.1 \mathrm{c}, \mathrm{d}$ ) as appropriate.
It is now possible to write down an exact reduction of (2.1) to a problem on a finite domain. We state the reduction as a theorem whose proof follows immediately from the definition of $\mathbf{A}(\tau ; f)$.

Theorem 2.6. Problem (2.1) has a solution if and only if the following problem has a solution:
a) $\quad \frac{d \omega}{d x}=A(x) \omega+f(x), \quad x \in[0, \tau] ;$
b) $\quad B_{0} \omega(0)=\gamma_{0}$;
c) $\quad \omega(\tau) \in \mathbf{A}(\tau ; f)$.

Furthermore, whenever (2.1) has a solution $u(x)$, (2.6) has a solution which is identical to $u$ on $[0, \tau]$.

Proof. Suppose (2.6) has a solution. Then, by the definition of $\mathbf{A}(\tau ; f)$, there exists $u^{+}(x), x \in[\tau, \infty)$, satisfying (2.1a) and (2.1c, d) as appropriate as well as $\omega(\tau)=u^{+}(\tau)$. Define

$$
u(x)= \begin{cases}\omega(x), & x \in[0, \tau] \\ u^{+}(x), & x \in[\tau, \infty)\end{cases}
$$

Then, $u$ is a solution of (2.1). Now, suppose that (2.1) has a solution. The restriction of $u$ to $[\tau, \infty)$ satisfies (2.5) and (2.1c, d) and, hence, by the definition of $\mathbf{A}(\tau ; f), u(\tau) \in$ $\mathbf{A}(\tau ; f)$. This implies that the restriction of $u$ to $[0, \tau]$ satisfies (2.6), completing the proof.

The set $\mathbf{A}(\tau ; f)$ is an affine subset of $\mathscr{B}$. A convenient representation of $\mathbf{A}$ can be found in terms of its underlying linear subspace and some particular element of $\mathscr{B}$. We consider the homogeneous problem in the tail associated with (2.1):
a) $\quad \frac{d v}{d x}=A(x) v, \quad x \in[\tau, \infty)$;
b) $\quad \lim _{x \rightarrow \infty} B_{\infty} v(x)=0$,
and, if (2.1d) is imposed,
c) $\|v(x)\|$ bounded as $x \rightarrow \infty$.

We define $\mathscr{A}(\tau)$, the admissible space at $x=\tau$, as the set of all Cauchy data leading to solutions of (2.7). That is:

Definition 2.8. The set $\mathscr{A}(\tau) \subset \mathscr{B}$, the admissible space at $x=\infty$, is the set of all $v_{0} \in \mathscr{B}$ such that (2.7) has a solution satisfying:

$$
\begin{equation*}
v(\tau)=v_{0} \tag{2.8}
\end{equation*}
$$

We note that $\mathscr{A}(\tau)$ is independent of the inhomogeneous term in (2.1). We further require a particular solution, $u_{p}(x)$, which satisfies:
a) $\quad \frac{d u_{p}}{d x}=A(x) u_{p}+f(x), \quad x \in[\tau, \infty) ;$
b) $\quad \lim _{x \rightarrow \infty} B_{\infty} u_{p}(x)=0$;
and, if (2.1d) is imposed
c) $\quad\left\|u_{p}(x)\right\|$ bounded as $x \rightarrow \infty$.

We note that if $\mathbf{A}(\tau ; f)$ is nonempty, at least one such $u_{p}(x)$ must exist. It is now possible to prove:

Theorem 2.10. Let $u_{0} \in \mathscr{B}$. Then $u_{0} \in \mathbf{A}(\tau ; f)$ if and only if, for any particular solution $u_{p}(x)$

$$
\begin{equation*}
u_{0}-u_{p}(\tau) \in \mathscr{A}(\tau) \tag{2.10}
\end{equation*}
$$

Proof. The proof is an immediate consequence of the definitions of $\mathbf{A}(\tau ; f), \mathscr{A}(\tau)$ and $u_{p}(x)$ combined with the linearity of (2.1).

If we assume that there exists a projection operator, $Q(\tau)$, into $\mathscr{A}(\tau)$, we can rewrite (2.10):

$$
(I-Q(\tau))\left(u_{0}-u_{p}(\tau)\right)=0
$$

In particular, the boundary condition, (2.6c), can be replaced by:

$$
(I-Q(\tau)) \omega(\tau)=(I-Q(\tau)) u_{p}(\tau)
$$

We emphasize that $u_{p}(x)$ can be any particular solution.
Finally, we write down a corollary of Theorem 2.6 which concerns the uniqueness of solutions.

Corollary. Suppose that for all $v_{0} \in \mathscr{A}(\tau)$ solutions to the Cauchy problem defined by (2.7a) and (2.8) are unique. Then (2.6) has a unique solution if and only if (2.1) does.

Proof. Assuming uniqueness of solutions to (2.1) immediately yields uniqueness for (2.6). In the other direction, note that the assumption above guarantees the uniqueness of $u_{+}(x)$ which, combined with the uniqueness of the finite interval solution, implies the uniqueness of $u$.
3. Solvability of the finite problem. In this section we assume that solutions to the homogeneous Cauchy problems:
a) $\quad \frac{d v}{d x}=A(x) v, \quad x_{0} \leqq x \leqq x_{1} \quad$ if $x_{1}>x_{0} ; \quad x_{1} \leqq x \leqq x_{0} \quad$ if $x_{0}>x_{1} ;$
b) $\quad v\left(x_{0}\right)=v_{0}$;
are unique for all $x_{0}, x_{1} \in[0, \infty)$. We define a solution operator $S\left(x_{1}, x_{0} ; A\right)$ in the following way:

Definition 3.2. Let $v_{0} \in \mathscr{B}$. If there exists a solution, $v(x)$ to problem (3.1) then

$$
\begin{equation*}
S\left(x_{1}, x_{0} ; A\right) v_{0}=v\left(x_{1}\right) \tag{3.2}
\end{equation*}
$$

Otherwise, $v_{0}$ is said to be outside the domain of $S\left(x_{1}, x_{0} ; A\right)$.
The linearity of the differential equation implies the linearity of $s$. The stated uniqueness of solutions implies the consistency of the definition. Note that it is certainly necessary to restrict the domain of $S$ for ill-posed Cauchy problems such as those which arise in the study of elliptic equations. Whenever $S$ exists, however, it does have the familiar semi-group properties:
a) $\quad S\left(x_{1}, x^{*} ; A\right) S\left(x^{*}, x_{0} ; A\right)=S\left(x_{1}, x_{0} ; A\right)$,
b) $\quad S\left(x_{0}, x_{0} ; A\right)=I$.

The notion of dichotomies is very useful in what follows. First we present definitions of exponential and ordinary dichotomies. These are adapted from Daletskiy and Krein [4], with some modifications required by the poosible nonexistence of solutions.

Definition 3.4. We say that the problem

$$
\begin{equation*}
\frac{d v}{d x}=A(x) v, \quad x \in[0, \infty) \tag{3.4}
\end{equation*}
$$

has an exponential dichotomy if, for any $x^{*} \in[0, \infty)$, the space $\mathscr{B}$ can be decomposed into a direct sum of subspaces $\mathscr{B}_{-}\left(x^{*}\right)$ and $\mathscr{B}_{+}\left(x^{*}\right)$ such that:
a) If $v \in \mathscr{B}_{-}\left(x^{*}\right)$ then, for some $N_{-}$and $\alpha_{-}>0$
i) $S\left(x, x^{*} ; A\right) v$ exists for any $x \geqq x^{*}$;
ii) $\left\|S\left(x, x^{*} ; A\right) v\right\| \leqq N_{-} e^{-\alpha_{-}\left(x-x^{*}\right)}\|v\|$.
b) If $v \in \mathscr{B}_{+}\left(x^{*}\right)$ then, for some $N_{+}$and $\alpha_{+}>0$
i) $S\left(x, x^{*} ; A\right) v$ exists for any $x \leqq x^{*}$;
ii) $\left\|S\left(x, x^{*} ; A\right) v\right\| \leqq N_{+} e^{-\alpha_{+}\left(x^{*}-x\right)}\|v\|$.
c) There exists $\gamma>0$, independent of $x^{*}$, such that

$$
\begin{equation*}
\inf _{\substack{u_{+} \in \mathscr{R}_{ \pm}\left(x^{*}\right) \\\left\|u_{ \pm}\right\|=1}}\left\|u_{+}+u_{-}\right\| \geqq \gamma . \tag{3.7}
\end{equation*}
$$

(This infimum is typically called the angular distance between $\mathscr{B}_{+}\left(x^{*}\right)$ and $\mathscr{B}_{-}\left(x^{*}\right)$. .)
An ordinary dichotomy is defined as above except that $\alpha_{ \pm}=0$ is allowed. No "continuity" of the spaces as functions of $x^{*}$ has so far been required. In general, we impose a sort of continuity in the form of the following "no-mixing" condition.

Definition 3.8. The dichotomy (3.5-3.7) satisfies the no-mixing condition if whenever
a) $\quad Q(x)$ is the projection operator into $\mathscr{B}_{-}(x)$,
b) $\quad S\left(x_{1}, x_{0} ; A\right) v$ exists
then

$$
\text { c) } \quad Q\left(x_{1}\right) S\left(x_{1}, x_{0} ; A\right) v=S\left(x_{1}, x_{0} ; A\right) Q\left(x_{0}\right) v .
$$

Assuming that the homogeneous problem has a dichotomy in the tail and that $\mathscr{B}_{-}(x)$ coincides with the admissible space, $\mathscr{A}(x)$, it is possible to write down an integral expression for a particular solution, $u_{p}(x)$ which is valid whenever $\|f(x)\|$ is integrable;

$$
\begin{equation*}
u_{p}(x)=\int_{\tau}^{x} S(x, p ; A) Q(p) f(p) d p-\int_{x}^{\infty} S(x, p ; A)(I-Q(p)) f(p) d p \tag{3.9}
\end{equation*}
$$

(The validity of (2.9a) follows from the direct differentiation of (3.9) while (2.9b) is insured by the identity of $\mathscr{B}_{-}(x)$ and $\mathscr{A}(x)$ combined with the absolute convergence of the integrals.) Note that it is always the case that $\mathscr{B}_{-}(x)=\mathscr{A}(x)$ if there is an exponential dichotomy. Then, only boundedness of $\|f\|$ need be assumed.

Formula (3.9) is extremely useful in the development of a perturbation theory. For now, we simply use it to write down a new expression for the boundary condition, (2.6c):

$$
\begin{equation*}
(I-Q(\tau)) \omega(\tau)=-\int_{\tau}^{\infty} S(\tau, p)(I-Q(p)) f(p) d p \tag{3.10}
\end{equation*}
$$

Extending the dichotomy to the entire interval, we now can prove an existence theorem for the finite boundary value problem (2.6).

Theorem 3.11. Suppose that solutions to all Cauchy problems (3.1) are unique for $x_{0}, x_{1} \in[0, \tau]$ and that (3.1a) has a nonmixing ordinary dichotomy on $[0, \tau]$ with projector $Q(x)$ into $\mathscr{B}_{-}(x)$. Also assume that $\mathscr{B}_{-}(\tau)=\mathscr{A}(\tau)$. Then (2.6) has a solution for arbitrary $f(x), u_{p}(\tau)$ and $\gamma_{0}$ in the range of $B_{0}$ if and only if the operator

$$
\Phi \omega=\left\{\begin{array}{c}
(I-Q(0)) \omega  \tag{3.11}\\
B_{0} \omega
\end{array}\right\}
$$

has an inverse with domain containing all pairs of the form:

$$
\begin{equation*}
\binom{0}{\gamma}, \quad \gamma \in \operatorname{Range}\left(B_{0}\right) . \tag{3.12}
\end{equation*}
$$

The solution is unique and bounded in terms of the inhomogeneous data if and only if this (restricted) inverse is.

Proof. We use the ordinary dichotomy defined by $Q(x)$ to solve certain initial value problems. Let

$$
\begin{equation*}
\omega_{+}(x)=S(x, \tau ; A)(I-Q(\tau)) u_{p}(\tau)+\int_{\tau}^{x} S(x, p ; A)(I-Q(p)) f(p) d p \tag{3.13}
\end{equation*}
$$

This exists for all $x$ on $[0, \tau]$ by the definition of $Q$. If we seek solutions to (2.6) in the form

$$
\begin{equation*}
\omega(x)=\omega_{+}(x)+\omega_{-}(x) \tag{3.14}
\end{equation*}
$$

then $\omega$ is a solution if and only if $\omega_{-}$solves
a) $\frac{d \omega_{-}}{d x}=A(x) \omega_{-}+Q(x) f(x)$;
b) $\quad B_{0} \omega_{-}(0)=\gamma_{0}-B_{0} \omega_{+}(0)$;
c) $\quad(I-Q(\tau)) \omega_{-}(\tau)=0$.

We write $\omega_{-}(x)$ in the form:

$$
\begin{equation*}
\omega_{-}(x)=S(x, 0 ; A) \omega_{-}(0)+\int_{0}^{x} S(x, p ; A) Q(p) f(p) d p \tag{3.16}
\end{equation*}
$$

The integral term again exists by the definition of $Q$ so that this representation is valid for any solution of (3.15a). By (3.15c) and (3.8c) we have:

$$
0=(I-Q(\tau)) \omega_{-}(\tau)=S(\tau, 0 ; A)(I-Q(0)) \omega_{-}(0)
$$

which, by the uniqueness of solutions to the Cauchy problem, implies

$$
(I-Q(0)) \omega_{-}(0)=0
$$

Hence, we can find a solution to (3.15) if and only if we can simultaneously solve:

$$
\begin{aligned}
& (I-Q(0)) \omega_{-}(0)=0 \\
& B_{0} \omega_{-}(0)=\gamma_{0}-B_{0} \omega_{+}(0)
\end{aligned}
$$

which in component form yields (3.11), completing the proof.

Estimates of the solution in terms of the inhomogeneous data are now obtained from the explicit representation in terms of $\omega_{+}$and $\omega_{-}$. Assume that
a) $\|S(x, p ; A) Q(p)\| \leqq K_{-}(x, p), \quad 0 \leqq p \leqq x \leqq \tau$;
b) $\quad\|S(x, p ; A)(I-Q(p))\| \leqq K_{+}(x, p), \quad 0 \leqq x \leqq p \leqq \tau$;
c) $\left\|\Phi^{-1}\binom{0}{\gamma}\right\| \leqq K_{\phi}\|\gamma\|, \quad \gamma \in \operatorname{Range}\left(B_{0}\right)$;
d) $\left\|B_{0}\right\| \leqq K_{0}$.

Then we have, directly estimating (3.13) and (3.16) and using the fact that $Q(0) \omega_{-}(0)=$ $\omega_{-}(0)$,

$$
\begin{align*}
\|\omega(x)\| \leqq & K_{-}(x, 0)\left\|\gamma_{0}\right\|+\max _{x \in[0, \tau]}\|f(x)\| \int_{0}^{x} K_{-}(x, p) d p  \tag{3.18}\\
& +\max _{x \in[0, \tau]}\|f(x)\|\left(\int_{x}^{\tau} K_{+}(x, p) d p+K_{-}(x, 0) K_{\phi} K_{0} \int_{0}^{\tau} K_{+}(0, p) d p\right) \\
& +\left\|u_{p}(\tau)\right\|\left(K_{+}(x, \tau)+K_{-}(x, 0) K_{\phi} K_{0} K_{+}(0, \tau)\right) .
\end{align*}
$$

Equation (3.18) allows us to estimate the errors caused by approximations to $Q(\tau)$ and $u_{p}(\tau)$. Suppose we solve the following finite problem instead of (2.6):
a) $\quad \frac{d \omega_{a}}{d x}=A(x) \omega_{a}+f(x), \quad 0 \leqq x \leqq \tau$,
b) $\quad B_{0} \omega_{a}(0)=\gamma_{0}$;
c) $\quad\left(I-Q^{*}(\tau)\right) \omega_{a}(\tau)=\left(I-Q^{*}(\tau)\right) u_{p}^{*}(\tau)$;
where $Q^{*}(\tau)$ and $u_{p}^{*}(\tau)$ differ from $Q(\tau)$ and $u_{p}(\tau)$. We define the error, $e(x)$, by

$$
e(x) \equiv \omega(x)-\omega_{a}(x)
$$

and find that it satisfies:
a) $\frac{d e}{d x}=A(x) e, \quad 0 \leqq x \leqq \tau$,
b) $\quad B_{0} e(0)=0$,
c) $\quad(I-Q(\tau)) e(\tau)=(I-Q(\tau))\left(u_{p}(\tau)-u_{p}^{*}(\tau)\right)$

$$
\begin{align*}
& +\left(Q(\tau)-Q^{*}(\tau)\right)\left(u_{p}^{*}(\tau)-\omega_{a}(\tau)\right)  \tag{3.20}\\
\equiv & \Delta(t)
\end{align*}
$$

Note that $\Delta(\tau)$, by construction, is in the range of $I-Q(\tau)$. (We assume, of course, that $\omega_{a}(x)$ exists.) Therefore we have:

$$
(I-Q(\tau)) \Delta(\tau)=\Delta(\tau)
$$

We now plug into (3.18) to obtain:

$$
\begin{equation*}
\|e(x)\| \leqq\left(K_{+}(x, \tau)+K_{-}(x, 0) K_{\phi} K_{0} K_{+}(0, \tau)\right)\|\Delta(\tau)\| . \tag{3.21}
\end{equation*}
$$

Further specializing to the case of an exponential dichotomy this becomes:

$$
\begin{equation*}
\|e(x)\| \leqq\left(N_{+} e^{\alpha_{+}(x-\tau)}+N_{-} e^{-\alpha_{-} x} K_{\phi} K_{0} N_{+} e^{-\alpha_{+} \tau}\right)\|\Delta(\tau)\| . \tag{3.22}
\end{equation*}
$$

That is, the large part of the error decays exponentially off the artificial boundary.
4. Problems with constant tails. In this section we restrict ourselves to problems which are autonomous in $x$ for $x$ sufficiently large. That is, we assume there exists $\tau$ such that:

$$
\begin{equation*}
A(x) \equiv A_{\infty}, \quad x \geqq \tau . \tag{4.1}
\end{equation*}
$$

We also require that the constant coefficient problem in the tail be separable. That is, we require that a complete spectral representation be associated with $A_{\infty}$ :

Assumption 4.2. There exists a countable set of pairs, $\left(\lambda_{n}, u_{n}\right)$, with $\lambda_{n}$ a complex number, $u_{n} \in \mathscr{B}$ and 0 not an accumulation point of $\left\{\lambda_{n}\right\}$ and there exist adjoint pairs, ( $\lambda_{n}^{*}, v_{n}$ ), with $v_{n} \in \operatorname{Dual}(\mathscr{B})$, satisfying
i) $A_{\infty} u_{n}=\lambda_{n} u_{n}$;
ii) $A_{\infty}^{*} v_{n}=\lambda_{n}^{*} v_{n}$;
iii) $\quad\left(v_{m}, u_{n}\right)=\delta_{m n}$.

Furthermore, any function $u \in \mathscr{B}$ can be uniquely written in the form:

$$
\begin{equation*}
u=\sum_{n=1}^{\infty} c_{n} u_{n}, \quad c_{n}=\left(v_{n}, u\right) \tag{4.3}
\end{equation*}
$$

Using the eigenfunction expansions defined above, it is easy to write down conditions for the existence of dichotomies for the constant problem as well as representations of the various operators discussed in the preceding sections. In particular we have the following theorem, whose proof follows immediately from the (formal) solution of the Cauchy problem in terms of the eigenfunction expansions. (For the details of these see Hagstrom [7].)

Theorem 4.4. a) If all eigenvalues, $\lambda_{n}$, of $A_{\infty}$ are bounded away from the imaginary axis, then the homogeneous problem associated with $A_{\infty}$ has an exponential dichotomy with spaces

$$
\begin{align*}
& \mathscr{B}_{+} \equiv \operatorname{span}\left\{u_{i}: \operatorname{Re} \lambda_{i}>0\right\} ; \\
& \mathscr{B}_{-} \equiv \operatorname{span}\left\{u_{i}: \operatorname{Re} \lambda_{i}<0\right\} . \tag{4.4}
\end{align*}
$$

The exponents, $\alpha_{ \pm}$, are given by:

$$
\begin{align*}
& \alpha_{+}=\underset{\operatorname{Re} \lambda_{i}>0}{\text { g.1.b. }}\left|\operatorname{Re} \lambda_{i}\right| ;  \tag{4.5}\\
& \alpha_{-}=\underset{\operatorname{Re} \lambda_{i}<0}{\operatorname{g.1.b.}}\left|\operatorname{Re} \lambda_{i}\right| .
\end{align*}
$$

b) Let $\mathscr{B}_{ \pm}$be defined as above and let $\mathscr{B}_{0}$ be given by:

$$
\begin{equation*}
\mathscr{B}_{0} \equiv \operatorname{span}\left\{u_{i}: \operatorname{Re} \lambda_{i}=0\right\} . \tag{4.6}
\end{equation*}
$$

Let $\mathscr{B}_{0}^{+} \oplus \mathscr{B}_{0}^{-}$be any direct sum decomposition of $\mathscr{B}_{0}$. Then an ordinary dichotomy is induced by the spaces $\mathscr{B}_{+} \oplus \mathscr{B}_{0}^{+}$and $\mathscr{B}_{-} \oplus \mathscr{B}_{0}^{-}$.

We note that by the conclusions of part (b), there can be many ordinary dichotomies associated with a problem whose operator has eigenvalues with zero real part. Which of these is the right one to use for the boundary condition depends on the boundary operator at infinity, $B_{\infty}$. Representations of the solution operator, $S$, are also easy to obtain.

The theorem above can be applied to the example of §1, problem (1.1). Rewriting the problem in first order form according to transformation (2.4), the operator $A_{\infty}$ is given by:

$$
A_{\infty}=\left(\begin{array}{cc}
0 & -\nabla_{\mathbf{y}}^{2}-a_{\infty} \\
1 & 0
\end{array}\right)
$$

Its eigenvalues are given by $\pm \lambda_{n}$ and $\pm i \alpha_{n}$, defined by the reduced eigenvalue problem (1.3) through equation (1.4). If (1.3) had no positive eigenvalues, the problem in the tail would have an exponential dichotomy. In the case of an ordinary dichotomy, the boundary condition (1.7a) corresponds to the choice:

$$
\mathscr{B}_{0}^{+} \equiv \mathscr{B}_{0}, \quad \mathscr{B}_{0}^{-} \equiv \varnothing
$$

If, instead of (1.1d), some other condition was imposed (for example a radiation condition) this choice would change. We note that using the integral representation of the boundary condition, (3.10), the condition that the inhomogeneous term vanish in the tail can be replaced by an integrability assumption. The boundary condition, (1.7), is then replaced by:

$$
\frac{1}{2}\left(\begin{array}{cc}
1 & \lambda_{n} \\
\frac{1}{\lambda_{n}} & 1
\end{array}\right)\binom{c_{n}^{\prime}(\tau)}{c_{n}(\tau)}=-\frac{1}{2} \int_{\tau}^{\infty} d s e^{-\lambda_{n}(s-\tau)}\left(\begin{array}{cc}
1 & \lambda_{n} \\
\frac{1}{\lambda_{n}} & 1
\end{array}\right)\binom{f_{n}(s)}{0}
$$

which implies

$$
\begin{equation*}
c_{n}^{\prime}(\tau)=-\lambda_{n} c_{n}(\tau)-\int_{\tau}^{\infty} d s e^{-\lambda_{n}(s-\tau)} f_{n}(s), \quad n=m+1, m+2, \cdots \tag{4.7}
\end{equation*}
$$

For the imaginary eigenvalues we have:

$$
\binom{c_{n}^{\prime}(\tau)}{c_{n}(\tau)}=-\frac{1}{2} \int_{\tau}^{\infty} d s\left\{e^{-i \alpha_{n}(s-\tau)}\left(\begin{array}{cc}
1 & i \alpha_{n} \\
\frac{1}{i \alpha_{n}} & 1
\end{array}\right)+e^{i \alpha_{n}(s-\tau)}\left(\begin{array}{cc}
1 & -i \alpha_{n} \\
\frac{1}{i \alpha_{n}} & 1
\end{array}\right)\right\}\binom{f_{n}(s)}{0}
$$

which implies

$$
\begin{align*}
& c_{n}^{\prime}(\tau)=-\int_{\tau}^{\infty} \cos \left[\alpha_{n}(s-\tau)\right] f_{n}(s) d s \\
& c_{n}(\tau)=\frac{1}{\alpha_{n}} \int_{\tau}^{\infty} \sin \left[\alpha_{n}(s-\tau)\right] f_{n}(s) d s \tag{4.8}
\end{align*}
$$

For a general partial differential equation with a constant tail, the eigenvalue problem of its operator, $A_{\infty}$, can be reduced to an eigenvalue problem for a partial differential operator. In particular, it's eigenvalues, $\lambda$, correspond to solutions of:

$$
\begin{equation*}
\left[\sum_{j=0}^{n} P_{j}\left(\mathbf{y}, \frac{\partial}{\partial \mathbf{y}}\right) \lambda^{j}\right] Y(\mathbf{y})=0 \tag{4.9}
\end{equation*}
$$

coupled with the appropriate boundary conditions. This is the eigenvalue problem associated with the Laplace transform in $x$ of the equation in the tail. We note that in practice it is the reduced eigenvalue problem, (4.9), which we suggest be solved to obtain the boundary conditions. The reduction to first order form is made in an effort to simplify the theory. The use of (4.9) to derive boundary conditions was first suggested by Gustafsson and Kreiss [6].

The completeness of the eigenfunctions of $A_{\infty}$ depends on the completeness of the eigenfunctions of (4.9). This property does not hold in general and is difficult to check. For a class of elliptic and parabolic problems, Agmon and Nirenberg [1, Thm. 5.8] establish the completeness of the eigenfunctions and generalized eigenfunctions of (4.9) whose eigenvalues have negative real part in the class of solutions which are absolutely integrable along with their first $n-1 x$ derivatives. In this case, the solution of (4.9) is guaranteed to yield a representation of the admissible space.
5. Perturbation theory and asymptotic boundary conditions. In the preceding section we found useful representations of the projection operator, $Q(\tau)$, of the admissible space and of the particular solution, $u_{p}(x)$ for equations of the form (2.1) with constant tails. In the present section we relax this assumption and replace it with:

$$
\begin{equation*}
\lim _{x \rightarrow \infty} A(x)=A_{\infty} \tag{5.1}
\end{equation*}
$$

Equivalently we write:

$$
\begin{equation*}
A(x)=A_{\infty}+B(x), \quad \lim _{x \rightarrow \infty}\|B(x)\|=0 \tag{5.2}
\end{equation*}
$$

Assuming $A_{\infty}$ has a dichotomy, it is possible to make an asymptotic analysis of the perturbed problem defined by $A(x)$. In particular, we obtain representations of the projector, $Q(\tau)$, into the admissible space. Consider the homogeneous problem in the tail:
a) $\frac{d v}{d x}=A_{\infty} v+B(x) v, x \geqq \tau ;$
b) $\quad \lim _{x \rightarrow \infty} B_{\infty} v(x)=0$;
c) $\quad\|u(x)\|$ bounded as $x \rightarrow \infty$.

Treating $B(x) v$ as an inhomogeneous term, we have, by (3.10), that $v(x)$ must satisfy:

$$
\begin{equation*}
\left(I-Q_{\infty}(\tau)\right) v(\tau)=-\int_{\tau}^{\infty} S\left(\tau, p ; A_{\infty}\right)\left(I-Q_{\infty}(p)\right) B(p) v(p) d p \tag{5.4}
\end{equation*}
$$

Also, from (3.10), we have a representation of $v$ which must be valid if $v$ exists;

$$
\begin{align*}
v(x)= & S\left(x, \tau ; A_{\infty}\right) Q_{\infty}(\tau) v(\tau)+\int_{\tau}^{x} S\left(x, p ; A_{\infty}\right) Q_{\infty}(p) B(p) v(p) d p  \tag{5.5}\\
& -\int_{x}^{\infty} S\left(x, p ; A_{\infty}\right)\left(I-Q_{\infty}(p)\right) B(p) v(p) d p
\end{align*}
$$

Let any $\xi_{0} \in \mathscr{A}_{\infty}(\tau)$ be given and replace $Q_{\infty}(\tau) v(\tau)$ in (5.5) by $\xi_{0}$. If the following condition holds:

$$
\begin{align*}
& \sup _{x \geqq \tau} \|\left[\int_{\tau}^{x} S\left(x, p ; A_{\infty}\right) Q_{\infty}(p) B(p) d p\right.  \tag{5.6}\\
&\left.\quad-\int_{x}^{\infty} S\left(x, p ; A_{\infty}\right)\left(I-Q_{\infty}(p)\right) B(p) d p\right] \|=K<1 ;
\end{align*}
$$

then the contraction mapping theorem can be used to establish the existence of a unique bounded solution to equation (5.5), $v\left(x ; \xi_{0}\right)$. Furthermore, we clearly have that:

$$
\begin{align*}
& Q_{\infty} v\left(\tau ; \xi_{0}\right)=\xi_{0} \\
& \left(I-Q_{\infty}(\tau)\right) v\left(\tau ; \xi_{0}\right)=-\int_{\tau}^{\infty} S\left(\tau, p ; A_{\infty}\right)\left(I-Q_{\infty}(p)\right) B(p) v\left(p ; \xi_{0}\right) d p \tag{5.7}
\end{align*}
$$

Hence, whenever (5.6) is valid, we can find, for any $\xi_{0} \in \mathscr{A}_{\infty}(\tau)$, a unique element, $v\left(\tau ; \xi_{0}\right)$, of $\mathscr{A}(\tau)$. A projector into $\mathscr{A}(\tau)$ is given implicitly by (5.7):

$$
\begin{equation*}
Q(\tau) \xi=Q_{\infty}(\tau) \xi-\int_{\tau}^{\infty} d p S\left(\tau, p ; A_{\infty}\right)\left(I-Q_{\infty}(p)\right) B(p) v\left(p ; Q_{\infty}(\tau) \xi\right) \tag{5.8}
\end{equation*}
$$

These conditions lead us to the following theorem:
Theorem 5.9. We suppose that either the unperturbed problem has an ordinary dichotomy and $\|B(x)\|$ is integrable or that the unperturbed problem has an exponential dichotomy. Then, for $\tau$ sufficiently large, a unique solution, $v\left(x ; \xi_{0}\right)$, exists for any $\xi_{0} \in \mathscr{A}_{\infty}(\tau)$ and (5.8) is valid.

Proof. It is only necessary to satisfy (5.6). In the first case we have:

$$
K \leqq\left(N_{+}+N_{-}\right) \int_{\tau}^{\infty}\|B(x)\| d x
$$

while in the second we have:

$$
K \leqq\left(\frac{N_{+}}{\alpha_{+}}+\frac{N_{-}}{\alpha_{-}}\right) \max _{x \geqq \tau}\|B(x)\| .
$$

For both cases, the assumptions on $B$ allow us to make the right-hand sides arbitrarily small by choosing $\tau$ sufficiently large, completing the proof.

The contraction mapping solution of (5.5) leads to a natural iterative procedure for the approximation of $v\left(x ; \xi_{0}\right)$ and, ultimately, of the operator $Q$. We let:

$$
\begin{align*}
v^{(0)}\left(x ; \xi_{0}\right)=S\left(x, \tau ; A_{\infty}\right) \xi_{0} \\
\begin{aligned}
v^{(n+1)}\left(x ; \xi_{0}\right)= & v^{(0)}\left(x ; \xi_{0}\right)+\int_{\tau}^{x} d p S\left(x, p ; A_{\infty}\right) Q_{\infty}(p) B(p) v^{(n)}\left(p ; \xi_{0}\right) \\
& -\int_{x}^{\infty} d p S\left(x, p ; A_{\infty}\right)\left(I-Q_{\infty}(p)\right) B(p) v^{(n)}\left(p ; \xi_{0}\right)
\end{aligned} \tag{5.9}
\end{align*}
$$

Then, by the contraction estimates:

$$
\begin{equation*}
\left\|v^{(n)}\left(x ; \xi_{0}\right)-v\left(x ; \xi_{0}\right)\right\| \leqq \frac{K^{n+1}}{1-K}\left\|v^{(0)}\left(x ; \xi_{0}\right)\right\| . \tag{5.10}
\end{equation*}
$$

We define our $n$th approximation to $A(\tau), Q^{(n)}(\tau)$, by:

$$
\begin{equation*}
Q^{(n)}(\tau) \xi=Q_{\infty}(\tau) \xi-\int_{\tau}^{\infty} d p S\left(\tau, p ; A_{\infty}\right)\left(I-Q_{\infty}(p)\right) B(p) v^{(n-1)}\left(p ; Q_{\infty}(\tau) \xi\right) \tag{5.11}
\end{equation*}
$$

The error due to this approximation is estimated by:

$$
\begin{equation*}
\left\|Q(\tau) \xi-Q^{(n)}(\tau) \xi\right\| \leqq \frac{K^{n+1}}{1-K}\left\|v^{(0)}\left(x ; Q_{\infty}(\tau) \xi\right)\right\| \tag{5.12}
\end{equation*}
$$

(Note: in all cases the norm of a $\mathscr{B}$-valued function of $x$ is taken to be the maximum in $x$ of its $\mathscr{B}$ norms.)

We now apply these results to the case when the constant tail problem has an exponential dichotomy and $A_{\infty}$ has a complete spectrum. We assume that $B(x)$ has an expansion of the form:

$$
\begin{equation*}
B(x)=\frac{1}{x} B^{(1)}+\frac{1}{x^{2}} B^{(2)}+\cdots \tag{5.13}
\end{equation*}
$$

(The expansions could easily be carried out for more general forms.) Plugging into the formulas above we have:

$$
\begin{align*}
V^{(1)}(x ; \xi)= & \sum_{\operatorname{Re}_{n}^{n}<0} c_{n} e^{\lambda_{n}(x-\tau)}+\sum_{\operatorname{Re}_{n}^{n}<0} \sum_{\operatorname{Re}_{m}^{m}<0} \int_{\tau}^{x} d p e^{\lambda_{n}(x-p)} B_{n m}(p) c_{m} e^{\lambda_{m}(p-\tau)}  \tag{5.14}\\
& -\sum_{\operatorname{Re} \lambda_{n}^{n}>0} \sum_{m} \int_{x} \int_{m}^{\infty} d p e^{\lambda_{n}(x-p)} B_{n m} l(p) c_{m} e^{\lambda_{m}(p-\tau)} ;
\end{align*}
$$

where

$$
\begin{equation*}
c_{n}=\left(v_{n}, \xi\right), \quad B_{n m}(x)=\left(v_{n}, B(x) u_{m}\right) \tag{5.15}
\end{equation*}
$$

Using (5.13) and approximating the integrals using integration by parts yields to within an $O\left(1 / \tau^{2}\right)$ error:

$$
\begin{align*}
v^{(1)}(x ; \xi)= & \sum_{\substack{n \\
\operatorname{Re} \lambda_{n}<0}} u_{n} c_{n} e^{\lambda_{n}(x-\tau)}+\sum_{\substack{n \\
\operatorname{Re} \lambda_{n}<n \operatorname{Re} \lambda_{m}<0 \\
\lambda_{m} \neq \lambda_{n}}} \sum_{\substack{m}} u_{n} \frac{B_{n m}^{(1)}}{\lambda_{m}-\lambda_{n}} c_{m}\left(\frac{e^{\lambda_{m}(x-\tau)}}{x}-\frac{e^{\lambda_{n}(x-\tau)}}{\tau}\right)  \tag{5.16}\\
& +\sum_{n} u_{n} B_{n m}^{(1)} c_{n} e^{\lambda_{n}(x-\tau)} \log \left(\frac{x}{\tau}\right)+\sum_{\substack{n \\
\operatorname{Re} \lambda_{n}>0}} \sum_{\substack{m \\
\operatorname{Re} \lambda_{m}<0}} u_{n} \frac{B_{n m}^{(1)}}{\lambda_{m}-\lambda_{n}} c_{m} \frac{e^{\lambda_{m}(x-\tau)}}{x} .
\end{align*}
$$

Putting this expression into (5.11) and approximating the integrals in a similar fashion yields:

$$
\begin{align*}
& Q(\tau) \xi=\sum_{\substack{n \\
\operatorname{Re} \lambda_{n}<0}} c_{n} u_{n}+\sum_{\operatorname{Re}_{n}^{n}>0} \sum_{\substack{m e \\
\operatorname{Re} \lambda_{m}<0}} u_{n}\left(B_{n m}^{(1)}+\frac{1}{\tau} B_{n m}^{(2)}\right) c_{m} \frac{1}{\left(\lambda_{m}-\lambda_{n}\right) \tau} \\
& +\sum_{\substack{n \\
\operatorname{Re} \lambda_{n}>0}} \sum_{\substack{m \\
\operatorname{Re} \lambda_{m}<0}} u_{n} B_{n m}^{(1)} c_{m} \frac{1}{\left(\lambda_{m}-\lambda_{n}\right)^{2} \tau^{2}} \\
& -\sum_{\substack{n \\
\operatorname{Re} \lambda_{n}>0}} \sum_{\substack{j \\
\operatorname{Re} \lambda_{j}<0}} \sum_{\substack{m \\
\operatorname{Re} \lambda_{m}<0}} u_{n} B_{n j}^{(1)} B_{j m}^{(1)} c_{m} \frac{1}{\tau^{2}\left(\lambda_{m}-\lambda_{n}\right)\left(\lambda_{j}-\lambda_{n}\right)}  \tag{5.17}\\
& +\sum_{\substack{n \\
\operatorname{Re} \lambda_{n}>0}} \sum_{\substack{j \\
\operatorname{Re} \lambda_{j}>0}} \sum_{\substack{m \\
\operatorname{Re} \lambda_{m}<0}} u_{n} B_{n j}^{(1)} B_{j m}^{(1)} c_{m} \frac{1}{\tau^{2}\left(\lambda_{m}-\lambda_{j}\right)\left(\lambda_{m}-\lambda_{n}\right)}+O\left(\frac{1}{\tau^{3}}\right) ; \\
& c_{n}=\left(v_{n}, \xi\right) .
\end{align*}
$$

The generality of the expansion given above makes its automatic computation a real possibility. Note that the expansion is equivalent to the one obtained by Jepson and Keller [10] for ordinary differential equations.

Formula (5.17) can be applied to the Laplacian example, (1.1), where the potential $a(\mathbf{y})$ is replaced by:

$$
\begin{equation*}
a(x, \mathbf{y})=a_{0}(\mathbf{y})+\frac{1}{x} a_{1}(\mathbf{y})+\frac{1}{x^{2}} a_{2}(\mathbf{y})+\cdots . \tag{5.18}
\end{equation*}
$$

Then, the matrix elements $B_{n m}^{(i)}$ are given by:

$$
\begin{equation*}
B_{n m}^{(i)}=\frac{1}{2 \lambda_{n}} \int_{\Omega} d \mathbf{y} Y_{n}(\mathbf{y}) Y_{m}(\mathbf{y}) a_{i}(\mathbf{y}) . \tag{5.19}
\end{equation*}
$$

Expansions of a particular solution can be derived in a similar manner. Let $u_{\infty}(x)$ be any particular solution of the unperturbed problem. Then, a solution of the integral equation:

$$
\begin{align*}
u(x)= & u_{\infty}(x)+\int_{\tau}^{x} 4 k S(x, p) Q_{\infty}(p) B(p) u(p) d p  \tag{5.20}\\
& -\int_{x}^{\infty} S(x, p)\left(I-Q_{\infty}(p)\right) B(p) u(p) d p
\end{align*}
$$

is a particular solution of the perturbed problem. Given the inequality (5.6), a unique bounded solution of (5.20) exists by the contraction mapping theorem. It can be approximated by an iterative process analogous to the one described by (5.9). Perturbations of the inhomogeneous term could also be included.

Finally, we note that (5.17) is valid for some problems which do not satisfy (5.6). An important example is afforded by the exterior Helmholtz problem in two dimensions. The equation in the tail is:

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial r^{2}}+\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}+k^{2} u=0, \quad r \in[\tau, \infty), \quad \theta \in[0,2 \pi) \tag{5.21}
\end{equation*}
$$

together with boundary conditions
a) $\quad u$ periodic in $\theta$;
b) $\quad \lim _{r \rightarrow \infty} r^{1 / 2}\left(\frac{\partial u}{\partial r}-i k u\right)=0$.

Rewritten in first order form these become:
a) $\quad \frac{\partial}{\partial r}\binom{\omega}{u}+\left(\begin{array}{cc}0 & k^{2} \\ -1 & 0\end{array}\right)\binom{\omega}{u}+\frac{1}{r}\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\binom{\omega}{u}$

$$
+\frac{1}{r^{2}}\left(\begin{array}{cc}
0 & \frac{\partial^{2}}{\partial \theta^{2}}  \tag{5.23}\\
0 & 0
\end{array}\right)\binom{\omega}{u}=\binom{0}{0}
$$

b) $\binom{\omega}{u}$ periodic in $\theta$;
c) $\lim _{r \rightarrow \infty} r^{1 / 2}(\omega-i k u)=0$.

There are two obstacles to the application of the preceding theory to problem (5.23). The first is that the perturbation

$$
\frac{1}{r^{2}}\left(\begin{array}{cc}
0 & \frac{\partial^{2}}{\partial \theta^{2}} \\
0 & 0
\end{array}\right)
$$

is apparently unbounded. The second is that the perturbation

$$
\frac{1}{r}\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

is nonintegrable while the limiting equation,

$$
\frac{\partial}{\partial r}\binom{\omega}{u}+\left(\begin{array}{cc}
0 & k^{2}  \tag{5.24}\\
-1 & 0
\end{array}\right)\binom{\omega}{u}=\binom{0}{0},
$$

has an ordinary rather than an exponential dicohotomy. Nonetheless, it is possible to apply formula (5.17), or any higher order approximation to the boundary condition, to this problem. (It is necessary, of course, to identify the imaginary eigenvalue $i k$ with eigenvalues with negative real part and $-i k$ with eigenvalues with positive real part when applying the formulas.) The resulting boundary condition is:

$$
\begin{align*}
(I-Q(\tau))\binom{\omega(\tau)}{u(\tau)}= & \frac{1}{2}\left(\begin{array}{cc}
1 & -i k \\
-\frac{1}{i k} & 1
\end{array}\right)\binom{\omega(\tau)}{u(\tau)}  \tag{5.25}\\
& -\frac{1}{2 i k \tau}\left(\frac{1}{2}+\frac{1}{2 i k \tau} \frac{\partial^{2}}{\partial \theta^{2}}\right)\left(\begin{array}{cc}
-\frac{1}{2} & \frac{-i k}{2} \\
\frac{1}{2 i k} & \frac{1}{2}
\end{array}\right)\binom{\omega(\tau)}{u(\tau)} \\
& +\frac{1}{4 k^{2} \tau^{2}} \cdot \frac{1}{2}\left(\begin{array}{cc}
-\frac{1}{2} & \frac{-i k}{2} \\
\frac{1}{2 i k} & \frac{1}{2}
\end{array}\right)\binom{\omega(\tau)}{u(\tau)} \\
& +\frac{1}{4 k^{2} \tau^{2}} \cdot \frac{1}{4}\left(\begin{array}{cc}
-\frac{1}{2} & \frac{-i k}{2} \\
\frac{1}{2 i k} & \frac{1}{2}
\end{array}\right)\binom{\omega(\tau)}{u(\tau)} \\
& -\frac{1}{4 k^{2} \tau^{2}} \cdot \frac{1}{4}\left(\begin{array}{cc}
-\frac{1}{2} & \frac{-i k}{2} \\
\frac{1}{2 i k} & \frac{1}{2}
\end{array}\right)\binom{\omega(\tau)}{u(\tau)}+O\left(\frac{1}{\tau^{3}}\right)=\binom{0}{0}
\end{align*}
$$

which can be written:

$$
\begin{equation*}
\frac{\partial u}{\partial r}(\tau, \theta)=i k u(\tau, \theta)-\frac{1}{2 \tau} u(\tau, \theta)-\frac{1}{2 i k \tau^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}(\tau, \theta)-\frac{1}{8 i k \tau^{2}} u(\tau, \theta) \tag{5.26}
\end{equation*}
$$

The validity of (5.26) can be established by other means. See, for example, Bayliss, Gunzburger and Turkel [2]. We note that the error depends on higher $\theta$ derivatives of $u$.
6. Nonlinear problems. In this final section we apply the perturbation theory to nonlinear problems. We restrict ourselves to abstract problems of the form:
a) $\quad \frac{d u}{d x}=F(u), \quad x \geqq \tau ;$
b) $\quad \lim _{x \rightarrow \infty} u(x)=u_{\infty}$;
c) $\quad F\left(u_{\infty}\right)=0$;
where $u(x)$ is an element of some Banach space, $\mathscr{B}$, and $F$ is a nonlinear operator with domain and range in $\mathscr{B}$. Letting $v=u-u_{\infty}$, we rewrite (6.1):
a) $\quad \frac{d v}{d x}=F_{u}\left(u_{\infty}\right) v+R(v), \quad x \geqq \tau ;$
b) $\quad \lim _{x \rightarrow \infty} v(x)=0$;
c) $\quad R(v) \equiv F\left(u_{\infty}+v\right)-F_{u}\left(u_{\infty}\right) v$.

One approach to the solution of (6.1) or (6.2) would be Newton's method. Then, the theory of the preceding sections could be applied at each stage of the iteration. We, however, choose to work directly with (6.2), deriving exact boundary conditions which can be approximated by the methods of $\S 5$.

We generalize the notion of an admissible set (Definition 2.5) to be applicable to (6.2). Note that it is no longer an affine subset of $\mathscr{B}$. Central to our analysis is the behavior of solutions to the linearized problem in the tail:

$$
\begin{equation*}
\frac{d \omega}{d x}=F_{u}\left(u_{\infty}\right) \omega, \quad x \geqq \tau \tag{6.3}
\end{equation*}
$$

Treating the nonlinearity, $R(v)$, as an inhomogeneous term leads to the following equations for $v$, which are analogous to (5.4) and (5.5);

$$
\begin{align*}
&\left(I-Q_{\infty}(\tau)\right) v(\tau)=-\int_{\tau}^{\infty} S\left(\tau, p ; F_{u}\left(u_{\infty}\right)\right)\left(I-Q_{\infty}(p)\right) R(v(p)) d p  \tag{6.4}\\
& v(x)= S\left(x, \tau ; F_{u}\left(u_{\infty}\right)\right) Q_{\infty}(\tau) v(\tau)+\int_{\tau}^{x} S\left(x, p ; F_{u}\left(u_{\infty}\right)\right) Q_{\infty}(p) R(v(p)) d p \\
&-\int_{x}^{\infty} S\left(x, p ; F_{u}\left(u_{\infty}\right)\right)\left(I-Q_{\infty}(p)\right) R(v(p)) d p
\end{align*}
$$

Here, $Q_{\infty}$ projects into the admissible space of the linearized problem (6.3). As in the linear case, the condition that (6.4) and (6.5) be simultaneously solvable is viewed as a condition for the admissibility of $v(\tau)$.

Following the derivation for the linear problem, we let $\xi_{0} \in \mathscr{A}_{\infty}(\tau)$ be given and use a contraction argument to establish the existence of a solution to the integral equation, (6.5), with $Q_{\infty}(\tau) v(\tau)$ replaced by $\xi_{0}$. Due to the nonlinearity, some additional assumptions are needed:

Assumption 6.6. a) There exists $\delta>0$ such that if $u_{1}, u_{2} \in \mathscr{B}$ and $\left\|u_{i}\right\| \leqq \delta, i=1,2$, then

$$
\begin{gathered}
\sup _{x \geqq \tau} \| \int_{\tau}^{x} S\left(x, p ; F_{u}\left(u_{\infty}\right)\right) Q_{\infty}(p)\left(R\left(u_{1}\right)-R\left(u_{2}\right)\right) d p \\
-\int_{x}^{\infty} S\left(x, p ; F_{u}\left(u_{\infty}\right)\right)\left(I-Q_{\infty}(p)\right)\left(R\left(u_{1}\right)-R\left(u_{2}\right)\right) d p \| \\
\leqq K\left\|u_{1}-u_{2}\right\|, \quad K<1 .
\end{gathered}
$$

b) There exists $\delta_{1}>0$ such that if $u \in \mathscr{B}$ and $\|u\|<\delta$, then

$$
\begin{array}{rl}
\sup _{x \geqq \tau} \| \int_{\tau}^{x} & S\left(x, p ; F_{u}\left(u_{\infty}\right)\right) Q_{\infty}(p) R(u) d u \\
& \quad-\int_{x}^{\infty} S\left(x, p ; F_{u}\left(u_{\infty}\right)\right)\left(I-Q_{\infty}(p)\right) R(u) d p \| \leqq \delta-\delta_{1} .
\end{array}
$$

c)

$$
\sup _{x \geqq \tau}\left\|S\left(x, \tau ; F_{u}\left(u_{\infty}\right)\right) \xi_{0}\right\|<\delta_{1} .
$$

Given these, a solution to (6.5) is guaranteed by the contraction mapping theorem. Denoting this solution by $v\left(x ; \xi_{0}\right)$, an exact boundary condition, valid for small boundary data, can be written down from (6.4):

$$
\begin{equation*}
\left(I-Q_{\infty}(\tau)\right) v(\tau)=-\int_{\tau}^{\infty} S\left(\tau, p ; F_{u}\left(u_{\infty}\right)\right)\left(I-Q_{\infty}(p)\right) R\left(v\left(p ; Q_{\infty}(\tau) v(\tau)\right)\right) d p \tag{6.6}
\end{equation*}
$$

An approximation to (6.6) can be obtained from an iterative approximation to the solution of (6.5):
a) $v^{(0)}\left(x ; \xi_{0}\right)=S\left(x, \tau ; F_{u}\left(u_{\infty}\right)\right) \xi_{0}$,

$$
\text { b) } \begin{align*}
v^{(n+1)}\left(x ; \xi_{0}\right)= & v^{(0)}\left(x ; \xi_{0}\right)+\int_{\tau}^{x} S\left(x, p ; F_{u}\left(u_{\infty}\right)\right) Q_{\infty}(p) R\left(v^{(n)}\left(p ; \xi_{0}\right)\right) d p  \tag{6.7}\\
& -\int_{x}^{\infty} S\left(x, p ; F_{u}\left(u_{\infty}\right)\right)\left(I-Q_{\infty}(p)\right) R\left(v^{(n)}\left(p ; \xi_{0}\right)\right) d p
\end{align*}
$$

The $n$th approximation to the boundary condition is, then, given by:

$$
\begin{equation*}
\left(I-Q_{\infty}(\tau)\right) v(\tau)=-\int_{\tau}^{\infty} d p S\left(\tau, p ; F_{u}\left(u_{\infty}\right)\right)\left(I-Q_{\infty}(p)\right) R\left(v^{(n)}\left(p ; Q_{\infty}(\tau) v(\tau)\right)\right) \tag{6.8}
\end{equation*}
$$

Error estimates follow as in the linear case and will be proportional to $K^{n+1}\left\|v^{(0)}\right\|$ which, in turn, we expect to be proportional to $\|v(\tau)\|^{n+2}$. Note that $R$ will often be given as an expansion:

$$
\begin{equation*}
R(v) \sim \frac{1}{2} F_{u u}\left(u_{\infty}\right) v v+\frac{1}{6} F_{u u u}\left(u_{\infty}\right) v v v+\cdots . \tag{6.9}
\end{equation*}
$$

We take as many terms in this expansion when evaluating the integrals as is consistent with the number of terms in (6.7) we intend to retain.

Assume now that the linearized operator, $F_{u}\left(u_{\infty}\right)$, has a complete spectrum. Then, in order to satisfy part (a) of assumption (6.6), it is necessary to assume that there is an exponential dichotomy. From (6.9) we derive the following representation of $R(v)$ in terms of the eigenfunctions of $F_{u}\left(u_{\infty}\right)$ :
a) $v=\sum_{n=1}^{\infty} c_{n} u_{n}, c_{n}=\left(v_{n}, u\right) ;$
b)

$$
\begin{equation*}
R(v)=\sum_{n=1}^{\infty} \gamma_{n}(v) u_{n}, \gamma_{n}(v) \sim \sum_{i, j} \alpha_{i j}^{(n)} c_{i} c_{j}+\sum_{i, j, k} \beta_{i j k}^{(n)} c_{i} c_{j} c_{k}+\cdots ; \tag{6.10}
\end{equation*}
$$

c)

$$
\alpha_{i j}^{(n)}=\left(v_{n}, \frac{1}{2} F_{u u} u_{i} u_{j}\right), \beta_{i j k}^{(n)}=\left(v_{n}, \frac{1}{6} F_{u u u} u_{i} u_{j} u_{k}\right), \cdots .
$$

The function $v^{(1)}(x ; \xi)$ is given by:

$$
\begin{align*}
v^{(1)}(x ; \xi)= & \sum_{\substack{n \\
\operatorname{Re} \lambda_{n}<0}} u_{n} c_{n} e^{\lambda_{n}(x-\tau)}  \tag{6.11}\\
& +\sum_{\substack{n \\
\operatorname{Re} \lambda_{n}^{n}<0}} \sum_{\substack{i \\
\operatorname{Re} \lambda_{i}<0 \\
\lambda_{i}+\lambda_{j} \neq \lambda_{n}}} \sum_{\substack{j \\
\operatorname{Re} \lambda_{j}<0}} u_{n} \alpha_{i j}^{n} \frac{c_{i} c_{j}}{\left(\lambda_{i}+\lambda_{j}-\lambda_{n}\right)}\left(e^{\left(\lambda_{i}+\lambda_{j}\right)(x-\tau)}-e^{\lambda_{n}(x-\tau)}\right) \\
& +\sum_{\substack{n \\
\operatorname{Re} \lambda_{n}<0}} \sum_{\substack{i \\
\operatorname{Re} \lambda_{i}<0 \\
\lambda_{i}+\lambda_{j}=\lambda_{n}}}^{\substack{j \\
\operatorname{Re} \lambda_{j}<0}} u_{n} \alpha_{i j}^{n} c_{i} c_{j} e^{\lambda_{n}(x-\tau)}(x-\tau) \\
& +\sum_{\substack{n \\
\operatorname{Re} \lambda_{n}>0}}^{\sum_{\substack{i \\
\operatorname{Re} \lambda_{i}<0}}^{\sum \operatorname{Re} \lambda_{j}<0}} \sum_{j} u_{n} \alpha_{i j}^{n} c_{i} c_{j} \frac{1}{\lambda_{i}+\lambda_{j}-\lambda_{n}} e^{\left(\lambda_{i}+\lambda_{j}\right)(x-\tau)}+O\left(\|\xi\|^{3}\right) ; \\
c_{n}= & \left(v_{n}, \xi\right) .
\end{align*}
$$

This yields the following approximation to the boundary condition, which we write in terms of the expansion coefficients. Here, $n$ is such that $\operatorname{Re} \lambda_{n}>0$.
(6.12)
$c_{n}=\sum_{\substack{i \\ \operatorname{Re} \lambda_{i}<0}} \sum_{\substack{j \\ \operatorname{Re} \lambda_{j}<0}} \alpha_{i j}^{n} \frac{c_{i} c_{j}}{\lambda_{i}+\lambda_{j}-\lambda_{n}}+\sum_{\substack{i \\ \operatorname{Re} \lambda_{i}<0}} \sum_{\substack{j \\ \operatorname{Re} \lambda_{j}<0}} \sum_{\substack{k \\ \operatorname{Re} \lambda_{k}<0}} \beta_{i j k}^{n} c_{i} c_{j} c_{k} \frac{1}{\lambda_{i}+\lambda_{j}+\lambda_{k}-\lambda_{n}}$
$-\sum_{\substack{i \\ \operatorname{Re} \lambda_{i}<0}} \sum_{\substack{j \\ \operatorname{Re} \lambda_{j}<0}} \sum_{\substack{k \\ \operatorname{Re} \lambda_{k}<0}} \sum_{\substack{l \\ \operatorname{Re} \lambda_{l}<0}}\left\{\alpha_{i j}^{n} \alpha_{k l}^{j}+\alpha_{j i}^{n} \alpha_{k l}^{j}\right\} c_{i} c_{k} c_{l} \frac{1}{\left(\lambda_{k}+\lambda_{l}+\lambda_{i}-\lambda_{n}\right)\left(\lambda_{i}+\lambda_{j}-\lambda_{n}\right)}$
$+\sum_{\substack{i \\ \operatorname{Re} \lambda_{i}<0}} \sum_{\substack{j \\ \operatorname{Re} \lambda_{j}>0}} \sum_{\substack{k \\ \operatorname{Re} \lambda_{k}<0}} \sum_{\substack{l \\ \operatorname{Re} \lambda_{l}<0}}\left\{\alpha_{i j}^{n} \alpha_{k l}^{j}+\alpha_{j i}^{n} \alpha_{k l}^{j}\right\} c_{i} c_{k} c_{l} \frac{1}{\left(\lambda_{k}+\lambda_{l}+\lambda_{i}-\lambda_{n}\right)\left(\lambda_{k}+\lambda_{l}-\lambda_{j}\right)}$.
This general formula can be applied, for example, to nonlinear elliptic problems of the form:
a) $\quad \nabla^{2} u=f(u, y), \quad(x, y) \in[\tau, \infty) \times \Omega$;
b) $\quad B_{\Omega} u=0, \quad \mathbf{y} \in \partial \Omega$;
c) $\lim _{x \rightarrow \infty} u(x, y)=u_{\infty}(\mathbf{y})$;
where $u_{\infty}(\mathbf{y})$ satisfies;
a) $\quad \nabla_{\mathbf{y}}^{2} u_{\infty}=f\left(u_{\infty}, \mathbf{y}\right), \quad \mathbf{y} \in \Omega$;
b) $\quad B_{\Omega} u_{\infty}=0, \quad \mathbf{y} \in \partial \Omega$.

The linearized equation in the tail is given by:

$$
\begin{equation*}
\nabla^{2} v-f_{u}\left(u_{\infty}, \mathbf{y}\right) v=0 \tag{6.15}
\end{equation*}
$$

which is of the form analyzed in §3. The condition that (6.15) have an exponential dichotomy is that all eigenvalues, $\alpha_{n}$, of the problem
a) $\quad \nabla_{\mathbf{y}}^{2} Y_{n}-f_{u}\left(u_{\infty}, \mathbf{y}\right) Y_{n}=\alpha_{n} Y_{n}, \quad \mathbf{y} \in \Omega ;$
b) $\quad B_{\Omega} Y_{n}=0, \quad \mathbf{y} \in \partial \Omega$;
be negative. Then, the following boundary condition can be derived from (6.12):

$$
\begin{align*}
& c_{n}^{\prime}=-\lambda_{n} c_{n}-\sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \alpha_{i j}^{n} \frac{c_{i} c_{j}}{\lambda_{i}+\lambda_{j}+\lambda_{n}}-\sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \beta_{i j k}^{n} \frac{c_{i} c_{j} c_{k}}{\lambda_{i}+\lambda_{j}+\lambda_{k}+\lambda_{n}}  \tag{6.17}\\
&+\sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \alpha_{i j}^{n} \alpha_{k l}^{j} \frac{c_{i} c_{k} c_{l}}{\lambda_{k}+\lambda_{l}+\lambda_{i}+\lambda_{n}}\left(\frac{1}{\lambda_{k}+\lambda_{l}+\lambda_{j}}-\frac{1}{\lambda_{i}+\lambda_{n}+\lambda_{j}}\right) \\
& n=1,2,3, \cdots .
\end{align*}
$$

Here we have:

$$
\begin{align*}
& c_{i}=\int_{\Omega} d \mathbf{y} Y_{i}(\mathbf{y}) V(\tau, \mathbf{y}) \\
& \lambda_{i}=\sqrt{-\alpha_{i}} \\
& \alpha_{i j}^{n}=\int_{\Omega} d \mathbf{y} \frac{1}{2} f_{u u}\left(u_{\infty}, \mathbf{y}\right) Y_{i}(\mathbf{y}) Y_{j}(\mathbf{y}) Y_{n}(\mathbf{y})  \tag{6.18}\\
& \beta_{i j k}^{n}=\int_{\Omega} d \mathbf{y} \frac{1}{6} f_{u u u}\left(u_{\infty}, \mathbf{y}\right) Y_{i}(\mathbf{y}) Y_{j}(\mathbf{y}) Y_{k}(\mathbf{y}) Y_{n}(\mathbf{y}) .
\end{align*}
$$

The quadratic approximation to this condition is used in a numerical computation by the authors in [8].
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# CHEMICAL SURFACE REACTIONS AND NONLINEAR STABILITY BY THE METHOD OF ENERGY* 

CAROL L. MCTAGGART ${ }^{\dagger}$ and BRIAN STRAUGHAN ${ }^{\ddagger}$


#### Abstract

By means of energy stability theory, the nonlinear stability of a two-component reactive fluid, composed of the dimer $A_{2}$ and the monomer $A$, confined between two infinite parallel plates and subject to the surface catalyzed reaction $\left(A_{2} \rightleftharpoons 2 A\right)$, is analysed. The stability boundary is calculated in the cases (a) when the catalytic plate is conducting, in which case the linear and nonlinear energy parameter boundaries coincide and (b) when the plate is insulating, for which a global stability criterion is found.


1. Introduction. The convective instability which results when a chemically inert fluid in a gravitational field is heated from below has long been recognized as a problem of crucial importance in many fields of fluid mechanics. More recently, however, the effects caused by finer details such as chemical reactions or phase changes have been shown to play an important role on convection in specific applications, see e.g., Bdzil and Frisch [2], [3], Loper and Roberts [8]. The purpose of this work is to provide a nonlinear stability analysis for the conduction-diffusion Bénard problem in which the upper surface is stress free while the lower surface experiences a catalyzed chemical reaction.

Throughout we confine attention to the effects which the heterogeneous surface catalyzed reaction $A_{2} \rightleftharpoons 2 A$ may have on the hydrodynamic stability of the fluid mixture containing the dimer $A_{2}$ and monomer $A$, where we suppose the fluid is only slightly removed from chemical equilibrium and contained in the layer between the surfaces $z=0$ and $z=d$, the lower surface being catalytic. Bdzil and Frisch [2], [3] draw attention to the application of such problems to the dissociation of oxygen, hydrogen or nitrogen near a hot surface such as occurs in the vicinity of the gas-solid interface of a space vehicle upon re-entry into the earth's atmosphere. We would, however, anticipate future applications of our results in laboratory controlled experiments.

The model we adopt is that of Bdzil and Frisch [2], [3] who restrict attention to linearized instability analyses. The situation is described by a Newtonian fluid model, to which a Boussinesq approximation has been applied, in which the basic fields are those of velocity $\mathbf{v}$, pressure $p$, temperature $T$ and degree of dissociation $\alpha$ ( $=$ fraction of pure monomers present). The novelty of the problem is best described in terms of the heat flux $\mathbf{q}$ and mass flux $\mathbf{J}$ (local flux of $\alpha$ ) in terms of which the conditions to be satisfied at the catalyzed boundary $(z=0)$ are

$$
\begin{array}{r}
\mathbf{J} \cdot \mathbf{k}=R, \quad \text { with either (A) } T=T_{0} \\
\text { or } \quad \text { (B) } \mathbf{q} \cdot \mathbf{k}=0, \tag{1.1}
\end{array}
$$

where $T_{0}$ is a prescribed temperature, $\mathbf{k}$ is the vector $(0,0,1)$ and $R$ is the rate at which the monomer is formed by the surface reaction. The reaction rate is, in fact, taken to be

[^27]linear in $\alpha$, i.e.,
\[

$$
\begin{equation*}
R=-\sigma\left(\alpha-\alpha^{e}\right) \tag{1.2}
\end{equation*}
$$

\]

where $\alpha^{e}$ is the equilibrium value of $\alpha$ on the surface.
The solutions to the model in the steady state ( $\mathbf{v}^{s} \equiv \mathbf{0}$ ) are given by [2, (9)] and for $\alpha, T$ are (the pressure $p^{s}$ is also easily calculated but not given here as it is not required)

$$
\begin{equation*}
\alpha^{s}(z)=\alpha_{d}+\gamma(d-z), \quad T^{s}(z)=T_{d}+\beta(d-z) \tag{1.3}
\end{equation*}
$$

where $\alpha_{d}, T_{d}$ are the prescribed values of $\alpha$ and $T$ on $z=d$, and $\gamma, \beta$ are constants which for positive constants $K_{1}, K_{2}$ (given in [2]) may be written as

$$
\begin{align*}
& \gamma=-\sigma K_{1}\left(\alpha_{d}-\alpha^{e}\right),  \tag{1.4}\\
& \beta= \begin{cases}\left(T_{0}-T_{d}\right) / d & \text { if }(1.1)(\mathrm{A}) \text { is adopted, } \\
\sigma K_{2}\left(\alpha_{d}-\alpha^{e}\right) & \text { when (1.1) (B) holds. }\end{cases} \tag{1.5}
\end{align*}
$$

Our object is to investigate the nonlinear stability of $\left(\mathbf{v}^{s}, T^{s}, \alpha^{s}, p^{s}\right)$ and to this end we must determine the governing equations for an arbitrary perturbation ( $\mathbf{u}, \boldsymbol{\theta}, \phi, p$ ) to this solution. This calculation is routine and so omitted; however, after nondimensionalization the required equations are seen to be (from the governing equations in [2])

$$
\begin{align*}
& u_{i, t}+u_{j} u_{i, j}=-p_{, i}+\Delta u_{i}+(R \theta+S \phi) k_{i},  \tag{1.6}\\
& u_{i, i}=0,
\end{align*} \quad\left\{\begin{array}{l}
\operatorname{Pr}\left(\theta_{, t}+u_{i} \theta_{, i}\right)=\Delta \theta+H_{1} R w, \\
\operatorname{Sc}\left(\phi_{t}+u_{i} \phi_{j}\right)=\Delta \phi+H_{2} S w,
\end{array}\right.
$$

which are to be solved in the layer $\mathbb{R}^{2} \times(0,1)$.
In (1.6) $\mathbf{u}=(u, v, w), \operatorname{Pr}, \mathrm{Sc}$ are the Prandtl and Schmidt numbers, $H_{1}=\operatorname{sgn} \beta$, $H_{2}=\operatorname{sgn} \gamma$ and $R^{2}, S^{2}$ are the Rayleigh and dissociation Rayleigh numbers, respectively.

Finally, the complete boundary conditions which the solution to (1.6) must satisfy are:

$$
\begin{align*}
& \mathbf{u}=\mathbf{0}, \quad z=0, \quad \frac{\partial u}{\partial z}=\frac{\partial v}{\partial z}=w=0, \quad z=1, \\
& \theta=\phi=0, \quad z=1, \\
& \frac{\partial \phi}{\partial z}=r \phi, \quad z=0, \quad \text { either (A) } \theta=0, z=0,  \tag{1.7}\\
& \text { or } \quad \text { (B) } \frac{\partial \theta}{\partial z}=-s \phi, z=0,
\end{align*}
$$

where $r, s$ are positive nondimensional surface reaction numbers. In accordance with the observed cellular structure of Bénard instabilities in the presence of a free surface, we shall restrict attention to perturbations ( $\mathbf{u}, \boldsymbol{\theta}, \boldsymbol{\phi}, \boldsymbol{p}$ ) which are periodic in $x$ and $y$. A typical period cell in the nondimensional layer will be denoted by $\Omega$ and that part of the surface $z=0$ which forms part of the boundary of $\Omega$ will be denoted by $\Gamma$.

It is convenient to refer to the two situations (A) and (B) above, which correspond to prescribed temperature or thermal insulation, as cases (A) and (B).
2. Nonlinear energy stability for case (A). Mathematically, case (A) and case (B) are very different. In this section we examine case (A) when the applied temperature gradient is destabilizing, i.e., $H_{1}=1$, and when $\alpha_{d}<\alpha^{e}$, i.e., $H_{2}=1$. Under these conditions system (1.6) together with the appropriate boundary conditions (1.7) possesses the
desirable property that the linear operator associated with the linear time independent equations is symmetric with respect to the usual inner product on the Hilbert space $\left(L^{2}(\Omega)\right)^{5}$. To verify this $\mathscr{L}$ denote the linear operator defined by the right-hand side of (1.6) and let $D(\mathscr{L})$ be the subset of $\left(L^{2}(\Omega)\right)^{5}$ consisting of $C^{2}$ functions whose first three components are solenoidal and which satisfy the boundary conditions of case (A). Then if $\left(\mathbf{u}^{\alpha}, \theta^{\alpha}, \phi^{\alpha}\right)=a^{\alpha}, \alpha=1,2$, are any two elements in $D(\mathscr{L})$, and we denote by $\langle\cdot, \cdot\rangle$ and $D(\cdot, \cdot)$ the inner product on $\left(L^{2}(\Omega)\right)^{5}$ and the Dirichlet integral, a routine calculation shows that

$$
\begin{aligned}
\left\langle\mathscr{L} a^{1}, a^{2}\right\rangle= & -D\left(\mathbf{u}^{1}, \mathbf{u}^{2}\right)-D\left(\theta^{1}, \theta^{2}\right)-D\left(\phi^{1}, \phi^{2}\right) \\
& -r \int_{\Gamma} \phi^{1} \phi^{2} d A+R \int_{\Omega}\left[\theta^{1} w^{2}+w^{1} \theta^{2}\right] d x+S \int_{\Omega}\left[\phi^{1} w^{2}+w^{1} \phi^{2}\right] d x \\
= & \left\langle a^{1}, \mathscr{L} a^{2}\right\rangle,
\end{aligned}
$$

and the truth of our claim is established.
To determine the nonlinear stability limit we introduce an energy

$$
\begin{equation*}
E(t)=\frac{1}{2}\|u\|^{2}+\frac{1}{2} \operatorname{Pr}\|\theta\|^{2}+\frac{1}{2} \mathrm{Sc}\|\phi\|^{2}, \tag{2.1}
\end{equation*}
$$

$\|\cdot\|$ denoting the $L^{2}(\Omega)$ norm, and from (1.6), (1.7) case (A) we may then derive

$$
\begin{equation*}
\dot{E}=-\mathscr{D}+I \leqq-\mathscr{D}\left(1-\max \frac{I}{\mathscr{D}}\right) \tag{2.2}
\end{equation*}
$$

where the maximum is taken over the set of admissible solutions and where

$$
\begin{align*}
& \mathscr{D}=D(\mathbf{u})+D(\theta)+D(\phi)  \tag{2.3}\\
& I=2 R\langle\theta, w\rangle+2 S\langle\phi, w\rangle-r \int_{\Gamma} \phi^{2} d A . \tag{2.4}
\end{align*}
$$

Here and for the remainder of the paper $D(\cdot)$ denotes the Dirichlet integral and $\langle\cdot, \cdot\rangle$ is the inner product on $L^{2}(\Omega)$. Since $\theta=\phi=0$ on $z=1$, Poincaré's inequality ensures the existence of a constant $\xi^{2}>0$ such the $\mathscr{D} \geqq \xi^{2} E$, and so if

$$
\begin{equation*}
\max \frac{I}{D}<1 \tag{2.5}
\end{equation*}
$$

then (2.2) yields

$$
\dot{E} \leqq-\xi^{2} E\left(1-\max \frac{I}{\mathscr{D}}\right)
$$

from which it follows that $E \rightarrow 0, t \rightarrow \infty$, and the steady solution of (1.3) is nonlinearly stable. In [5] it is shown that for a symmetric system (2.5) is equivalent to finding the critical values of $R$ and $S$ of the time independent linearized system of equations from which (2.5) arose. In the present context this means we must determine the lowest eigenvalues $R, S$ of the system (1.6), with the nonlinear terms and all time derivative terms set equal to zero, which meet the boundary conditions (1.7) case (A).

This is a convenient point to observe that if the linearized system of equations corresponding to (1.6) is studied then the symmetry of $\mathscr{L}$ ensures that the eigenvalues $\lambda_{n}$ of linear theory arising from a time dependence like $e^{-\lambda t}$ are all real and so the results for linear stability coincide with those for nonlinear stability. The connection between
the linear and nonlinear results follows from the work of Galdi and Straughan [5]. The importance of this fact is that subcritical instabilities cannot occur and so instability may occur only by stationary convection.

The $\max (I / \mathscr{D})$ problem of determining the criteria for nonlinear stability of solution (1.3) then reduces to solving the linear eigenvalue problem

$$
\begin{align*}
& \Delta u_{i}+(R \theta+S \phi) k_{i}=p_{, i}, \quad \Delta \phi+S w=0,  \tag{2.6}\\
& \Delta \theta+R w=0
\end{align*}
$$

in $\Omega$, with $\mathbf{u}$ solenoidal, and

$$
\begin{array}{ll}
\mathbf{u}=0, \quad z=0, & \frac{\partial u}{\partial z}=\frac{\partial v}{\partial z}=w=0, \quad z=1, \\
\theta=\phi=0, \quad z=1, & \frac{\partial \phi}{\partial z}=r \phi, \quad \theta=0, \quad z=0 . \tag{2.7}
\end{array}
$$

Even this system does not seem solvable analytically because of complications caused by the $z=0$ boundary conditions, although we could solve it numerically. However, the case of constant temperature is of interest and was solved in the linear case by Bdzil and Frisch [2] when both boundaries are either stress free or fixed. We are able to present an analytical treatment in the isothermal case and this is given next.

For the isothermal problem (2.6), (2.7) hold with $R \equiv \theta=0$. Due to linearity and the assumed periodicity of the solution a representation in the form $\mathbf{u}(\mathbf{x})=e^{i(k x+m y)} \mathbf{u}(z)$ is possible, with a similar form for $\phi, p$. Let $u_{3}(z)=W(z), D=d / d z$ and $a^{2}=k^{2}+m^{2}$, then (2.6), (2.7) reduce to

$$
\begin{array}{ll}
\left(D^{2}-a^{2}\right)^{3} W=-a^{2} S^{2} W, & z \in(0,1), \\
W=D W=\left(D^{2}-a^{2}\right)^{2}(D-r) W=0, & z=0,  \tag{2.9}\\
W=D^{2} W=\left(D^{2}-a^{2}\right)^{2} W=0, & z=1 .
\end{array}
$$

Bdzil and Frisch [2] determine the first eigenvalue $S_{c}^{2}$ of (2.8), but with (2.9) replaced by conditions appropriate to both boundaries being simultaneously free or fixed. Their procedure depends on a variational principle and approximate values of $S_{c}^{2}$ are given for the limiting cases $r \rightarrow 0, r \rightarrow \infty$. For comparison with our results we include their values below.

Table 1
Values for $S_{c}$ in isothermal case; after Bdzil and Frisch [2].

|  | $r \rightarrow \infty$ |  | $r \rightarrow 0$ |  |
| :--- | :---: | :---: | :---: | :---: |
| Boundary conditions | $a_{\mathrm{c}}$ | $S_{c}^{2}$ | $a_{c}$ | $S_{c}^{2}$ |
| 2 free surfaces | 2.2 | 658 | 2.0 | 546 |
| 2 rigid surfaces | 3.2 | 1700 | 2.5 | 1066 |

In the above $a_{c}$ denotes the critical value of the wavenumber, $a$, at the onset of instability.

For the physically relevant problem (2.8), (2.9) we find it unnecessary to resort to a variational principle: instead we employ an apparently less known technique of Chandrasekhar [4] appropriate to the rigid-free surface problem.

The idea is to shift the fluid domain to $-\frac{1}{2}<z<\frac{1}{2}$ and suppose (2.9) ${ }_{1}$ holds on $z=-\frac{1}{2}$, but temporarily replace the conditions on the upper plane $z=\frac{1}{2}$ by

$$
\begin{equation*}
W=D W=\left(D^{2}-a^{2}\right)^{2}(D+r) W=0 . \tag{2.10}
\end{equation*}
$$

It follows from the evenness of the operator $\left(D^{2}-a^{2}\right)^{3}$ and the boundary conditions which now have to be satisfied at $z= \pm \frac{1}{2}$, that the solutions to (2.8) fall into two noncombining groups of even and odd functions.

The general solution to (2.8) may be expressed as a superposition of solutions of the form $W=e^{ \pm q z}$, where $q^{2}$ is a root of the equation

$$
\begin{equation*}
\left(q^{2}-a^{2}\right)^{3}=-S^{2} a^{2} \tag{2.11}
\end{equation*}
$$

By letting $S^{2}=\tau^{3} a^{4}$ the six roots of (2.8) are $\pm i q_{0}, \pm q, \pm q^{*}$, where * denotes complex conjugate and where

$$
\begin{aligned}
& q_{0}=a(\tau-1)^{1 / 2} \\
& \operatorname{re}(q)=q_{1}=a\left[\frac{1}{2}\left(1+\tau+\tau^{2}\right)^{1 / 2}+\frac{1}{2}\left(1+\frac{1}{2} \tau\right)\right]^{1 / 2} \\
& \operatorname{im}(q)=q_{2}=a\left[\frac{1}{2}\left(1+\tau+\tau^{2}\right)^{1 / 2}-\frac{1}{2}\left(1+\frac{1}{2} \tau\right)\right]^{1 / 2}
\end{aligned}
$$

It will be seen later that it is sufficient to consider only the odd solutions. Then,

$$
W=A_{0} \sin q_{0} z+A \sinh q z+A^{*} \sinh q^{*} z,
$$

for constants $A_{0}, A$. Boundary conditions (2.9) ${ }_{1}$, (2.10) then determine three simultaneous linear equations for $A_{0}, A, A^{*}$ and the solution of these requires the following determinant to vanish:

$$
\left|\begin{array}{ccc}
1 & 1 & 1  \tag{2.12}\\
q_{0} \cot \frac{1}{2} q_{0} & q \operatorname{coth} \frac{1}{2} q & q^{*} \operatorname{coth} \frac{1}{2} q^{*} \\
q_{0} \cot \frac{1}{2} q_{0}+r & \frac{1}{2}(i \sqrt{3}-1)\left(q \operatorname{coth} \frac{1}{2} q+r\right) & -\frac{1}{2}(i \sqrt{3}+1)\left(q^{*} \operatorname{coth} \frac{1}{2} q^{*}+r\right)
\end{array}\right|
$$

This condition reduces to

$$
\begin{aligned}
\sqrt{3}\left(q_{0} \cot \right. & \left.\frac{1}{2} q_{0}+r\right)\left(q_{1} \sin q_{2}-q_{2} \sinh q_{1}\right)\left(\cosh q_{1}-\cos q_{2}\right) \\
= & \left(q_{1} \sinh q_{1}+q_{2} \sin q_{2}\right)^{2}-r q_{0} \cot \frac{1}{2} q_{0}\left(\cosh q_{1}-\cos q_{2}\right)^{2} \\
& +\left(q_{2} \sinh q_{1}-q_{1} \sin q_{2}\right)^{2} \\
& -\left(\cosh q_{1}-\cos q_{2}\right)\left(q_{1} \sinh q_{1}+q_{2} \sin q_{2}\right)\left(q_{0} \cot \frac{1}{2} q_{0}-r\right)
\end{aligned}
$$

When the dimensionless reaction rate $r$ (the ratio of the rate of reaction to the rate of diffusion) is large $(r \rightarrow \infty)$, (2.13) reduces to

$$
\begin{equation*}
q_{0} \cot \frac{1}{2} q_{0}=\frac{\left(q_{1}+q_{2} \sqrt{3}\right) \sinh q_{1}-\left(q_{1} \sqrt{3}-q_{2}\right) \sin q_{2}}{\cosh q_{1}-\cos q_{2}} \tag{2.14}
\end{equation*}
$$

consistent with that obtained by Chandrasekhar [4, p. 41], for the standard rigid-free Bénard problem.

Equation (2.13) is a transcendental equation relating $a$ and $\tau$ which we solve numerically. The idea is to determine $\tau$ for a given $a$; the corresponding characteristic value of $S^{2}$ then follows. The critical $S^{2}$ which governs the nonlinear stability boundary corresponds to the minimum.

The even solutions obtained by taking

$$
W=A_{0} \cos q_{0} z+A \cosh q z+A^{*} \cosh q^{*} z
$$

also lead to a characteristic equation for $S^{2}$. However, returning to the original problem with

$$
W=D^{2} W=\left(D^{2}-a^{2}\right)^{2} W=0,
$$

on the upper surface, it should be noted that the odd solutions satisfy these boundary conditions on $z=0$. Thus we consider only the odd solutions in the layer between $z= \pm \frac{1}{2}$ and recover the solution to the original problem on a layer of half the depth. The eigenvalue, $S^{2}$, to the original problem is the $\frac{1}{16}$ th the value obtained from the problem under consideration.

The final results for the case of a lower catalytic rigid boundary and a free upper boundary are given in Table 2.

Table 2

| $r$ | $a_{c}$ | $S_{c}^{2}$ |
| :---: | :---: | ---: |
| $10^{10}$ | 2.682 | 1100.65 |
| 100 | 2.668 | 1084.64 |
| 50 | 2.653 | 1070.46 |
| 10 | 2.564 | 996.50 |
| 5 | 2.492 | 949.64 |
| 2.5 | 2.412 | 904.77 |
| 0.8 | 2.304 | 853.30 |
| 0.6 | 2.285 | 845.19 |
| 0.4 | 2.264 | 836.46 |
| 0.2 | 2.241 | 827.01 |
| 0.0 | 2.215 | 816.74 |

Our numerical results are consistent with Chandrasekhar [4] in that when $r \rightarrow \infty$ we recover the result of [4], viz. $S_{c}^{2}=1100.65$.

Notes. 1. It is worth observing that the above method may be employed in the free-free boundary problem considered by Bdzil and Frisch [2].
2. Although the analysis presented here has been restricted to an isothermal system we may, for the nonisothermal case, in the limit $r \rightarrow \infty$, deduce the stability boundary easily. In this case (2.6), (2.7) yield

$$
\left(D^{2}-a^{2}\right)^{3} W=-a^{2}\left(R^{2}+S^{2}\right) W
$$

subject to the boundary conditions

$$
\begin{array}{ll}
W=D W=\left(D^{2}-a^{2}\right)^{2} W=0, & \text { on } z=0, \\
W=D^{2} W=\left(D^{2}-a^{2}\right)^{2} W=0, & \text { on } z=1 .
\end{array}
$$

Stability follows in this case provided

$$
R^{2}+S^{2} \leqq 1100.65
$$

this result being in agreement with those of Joseph [6], [7].
3. Nonlinear energy stability for case (B). In this section we return to the nonisothermal problem with a thermally insulated lower catalytic plate, the upper surface being stress free. Thus we are investigating the stability of a solution to (1.6) subject to boundary conditions (1.7) case (B). For clarity we rewrite the boundary conditions appropriate to case (B) here,

$$
\begin{array}{ll}
\mathbf{u}=\mathbf{0}, \quad \frac{\partial \phi}{\partial z}=r \phi, \quad \frac{\partial \theta}{\partial z}=-s \phi, & z=0 \\
\frac{\partial u}{\partial z}=\frac{\partial v}{\partial z}=w=\theta=\phi=0, & z=1 \tag{3.2}
\end{array}
$$

with $\mathbf{u}, \phi, \theta, p$ still periodic in $x, y$ as stated in the paragraph following (1.7).
We are interested in the case where $H_{1}=-1$ and so from (1.4) and (1.5), $H_{2}=+1$. Case (B) is mathematically very different from case (A) partly because $H_{1}=-1$ and partly due to the boundary conditions on $\partial \theta / \partial z$ at $z=0$. Both conditions lead to loss of symmetry of the linear time independent operator in (1.6) and so we are no longer able to infer nonlinear stability from an investigation of the equations appropriate to linear stationary convection. Nevertheless, we commence with the energy functional (2.1) and derive the energy equation as

$$
\begin{equation*}
\dot{E}=-D(\mathbf{u})-D(\theta)-D(\phi)+2 S\langle\phi, w\rangle-r \int_{\Gamma} \phi^{2} d A+s \int_{\Gamma} \phi \theta d A \tag{3.3}
\end{equation*}
$$

Because of the integrals over $\Gamma$ the analysis analogous to that leading from (2.2) to (2.7) yields a complicated Euler-Lagrange system which we would only be able to solve by means of numerical eigenvalue techniques. We have, therefore, developed an alternative technique which avoids heavy numerical work and allows us to use the results of $\S 2$ to obtain the nonlinear stability estimates appropriate to this section.

Basically, the idea is to first estimate the integrals over $\Gamma$ by means of the Cauchy-Schwarz, Poincaré and trace inequalities (see e.g., Bandle [1, p. 101]). As we wish to obtain quantitative stability results, however, we need specific values for the constants in these inequalities and so proceed directly as follows. Since $\phi=0$ on $z=1$, for $x, y$ fixed we have

$$
\phi(x, y, 0)=-\int_{0}^{1} \frac{\partial \phi}{\partial z}(x, y, z) d z \leqq\left(\int_{0}^{1}\left[\frac{\partial \phi}{\partial z}(x, y, z)\right]^{2} d z\right)^{1 / 2},
$$

by Cauchy-Schwarz. Hence, squaring and integrating over $\Gamma$,

$$
\begin{equation*}
\int_{\Gamma} \phi^{2} d A \leqq D(\phi) \tag{3.4}
\end{equation*}
$$

Obviously, the same inequality holds for $\theta$.

Next, the Cauchy-Schwarz and arithmetic-geometric mean inequalities together with (3.4) allow us to show

$$
\begin{equation*}
s \int_{\Gamma} \theta \phi d A \leqq \frac{1}{2} s \gamma D(\theta)+\frac{1}{2} s \gamma^{-1} D(\phi), \tag{3.5}
\end{equation*}
$$

where $\gamma=1$. Inequality (3.5) is employed in (3.3) together with the $\theta$-version of (3.4) to yield,

$$
\begin{equation*}
\dot{E} \leqq-D(\mathbf{u})+2 S\langle\phi, w\rangle-\left(1-\frac{1}{2} s\right)[D(\phi)+D(\theta)]-r \int_{\Gamma} \phi^{2} d A . \tag{3.6}
\end{equation*}
$$

To use (3.6) we must require

$$
\begin{equation*}
s<2 \text {. } \tag{3.7}
\end{equation*}
$$

Denote by $\eta$ the number $1-\frac{1}{2} s(>0)$. Then by an argument similar to that used in §2 we obtain from (3.6),

$$
\begin{equation*}
\dot{E} \leqq-\mathscr{D}\left(1-\frac{S}{\Lambda}\right)-\eta D(\theta) \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
1 \left\lvert\, \Lambda=\max \frac{I}{\mathscr{D}}\right. \tag{3.9}
\end{equation*}
$$

with $I=2\langle\phi, w\rangle, \mathscr{D}=D(\mathbf{u})+\eta D(\phi)+A,{ }^{1}$ and where the maximum is over the set of admissible solutions $\mathbf{u}, \phi$. If $S<\Lambda$ then since $\mathscr{D}$ and $D(\theta)$ both satisfy Poincarés inequality we may derive an inequality of the form $\dot{E} \leqq-\mu E, \mu>0$, from which nonlinear stability follows.

The nonlinear stability problem is, therefore, reduced to solving the maximum problem (3.9). We are led naturally to the Euler-Lagrange equations ${ }^{2}$

$$
\begin{equation*}
\Delta \mathbf{u}+S_{E} \phi \mathbf{k}-\nabla p=0, \quad S_{E} w+\eta \Delta \phi=0 \tag{3.10}
\end{equation*}
$$

to be solved subject to boundary conditions (3.1), (3.2). In (3.10) $S_{E}$ is an eigenvalue which arises from the introduction of a Lagrange multiplier. It is easy to show that $S_{E}=\Lambda$ and so $S<S_{E}$ is a sufficient condition to guarantee the decay of not necessarily infinitesimal disturbances. The functions $u, v, p, \phi$ are next eliminated from (3.10) and then due to linearity and the periodicity of $w$ we may write $w=W(z) \cdot \exp [i(k x+m y)]$ to obtain,

$$
\begin{equation*}
\left(D^{2}-a^{2}\right)^{3} W=-\eta^{-1} S_{E}^{2} a^{2} W, \quad z \in(0,1), \tag{3.11}
\end{equation*}
$$

the solution to which must satisfy,

$$
\begin{array}{ll}
W=D^{2} W=\left(D^{2}-a^{2}\right)^{2} W=0, & z=1,  \tag{3.12}\\
W=D W=\left(D^{2}-a^{2}\right)^{2}(D-q) W=0, & z=0 .
\end{array}
$$

[^28]Of course, (3.11) and (3.12) may be identified with (2.8) and (2.9) and so we may use the results in Table 2 to deduce nonlinear stability in case (B), provided also the restriction (3.7) is satisfied. To illustrate, we give two examples. The equilibrium solution (1.3) is nonlinearly stable provided

$$
\begin{equation*}
r \rightarrow 0, \quad s<2, \quad S^{2}<816.74\left(1-\frac{1}{2} s\right) \tag{3.13}
\end{equation*}
$$

or

$$
\begin{equation*}
r=0.6\left(1-\frac{1}{2} s\right), \quad s<2, \quad S^{2}<845.19\left(1-\frac{1}{2} s\right) \tag{3.14}
\end{equation*}
$$

It might be observed that our stability criterion places no restriction on the size of the Rayleigh number. This is due to the fact that $H_{1}=-1$; in the absence of reaction this corresponds to heating the layer from above and a similar conclusion is possible there, see Joseph [7].

In the limiting case $r \rightarrow 0, s \rightarrow 0$ both the linear and energy stability boundaries are easily obtained and serve a very useful purpose. Assuming stationary convection the linear equations which arise from (1.6) yield

$$
\left(D^{2}-a^{2}\right)^{3} W=-a^{2}\left(S^{2}-R^{2}\right) W
$$

with the boundary conditions

$$
\begin{array}{ll}
w=D^{2} W=\left(D^{2}-a^{2}\right)^{2} W=0, & \text { on } z=1, \\
W=D W=D\left(D^{2}-a^{2}\right)^{2} W=0, & \text { on } z=0 .
\end{array}
$$

Again the results of Table 2 apply and so the instability boundary is given by

$$
S^{2}-R^{2}=816.74
$$

From (3.13) there is nonlinear energy stabilty provided

$$
S^{2}<816.74
$$

Therefore, there is the possibility of oscillatory convection (subcritical bifurcation) for $S^{2}$ in the region

$$
816.74<S^{2}<816.74+R^{2}
$$
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# ON THE SPECTRAL PROPERTIES OF A CLASS <br> OF ELLIPTIC FUNCTIONAL DIFFERENTIAL OPERATORS ARISING IN FEEDBACK CONTROL THEORY FOR DIFFUSION PROCESSES* 

A. VAN HARTEN ${ }^{\dagger}$


#### Abstract

In this paper Dirichlet boundary value problems are considered for certain operators of the form $L+\Pi$, where $L$ is a 2 nd order, elliptic, formally self-adjoint $P D O$ and $\Pi$ is a feedback operator with finite-dimensional range.

The results concern mainly the resolvent $(L+\Pi-\lambda)^{-1}$, the analyticity of the semigroup generated by $L+\Pi$, the location of the spectrum $\sigma(L+\Pi)$ and the completeness of the eigenspaces and the eigenprojections associated to $\sigma(L+\Pi)$.

As a consequence of the completeness of the eigenprojections it is possible to derive quite a number of interesting formulas of the "resolution of the identity" type.


1. Introduction. In this paper we shall consider problems of Dirichlet type on a bounded domain $D \subset \mathbb{R}^{d}$ for a class of operators of the form $L+\Pi$. Here $L$ will be a linear, uniformly elliptic, formally selfadjoint, 2nd order partial differential operator with time-independent real coefficients

$$
\begin{equation*}
L=\sum_{i=1}^{d} \sum_{j=1}^{d} \frac{\partial}{\partial x_{i}}\left(a_{i j} \frac{\partial}{\partial x_{j}}\right)+a_{0} . \tag{1.1}
\end{equation*}
$$

For the sake of simplicity we shall usually assume that the domain $D$ has a smooth boundary $\partial D$ and that the coefficients of $L$ are elements of $C^{\infty}(\bar{D})$.

Of course $\bar{D}$ denotes the closure of $D$ in $\mathbb{R}^{d}$.
The matrix $A=\left(a_{i j}\right)$ is strictly positive definite, uniformly on $\bar{D}$ and symmetric. The structure of $\Pi$ will be as follows:

$$
\begin{equation*}
\Pi=\sum_{i=1}^{p} c_{i} P_{i}, \quad p<\infty . \tag{1.2}
\end{equation*}
$$

The $c_{i}$ 's will be real functions only dependent of the space-coordinates $x \in \bar{D}$. They will be chosen as elements of some Banach space $Y$ of real functions on $\bar{D}$.

The $P_{i}$ 's will be time-independent real continuous linear functionals on some Banach space $X$ of real functions on $\bar{D}$, i.e. the $P_{i}$ 's are elements of $X^{\prime}=$ the dual space of $X$.

Therefore the operator $\Pi$ can be interpreted as an element of $\mathscr{L}(X \rightarrow Y)=$ the space of continuous linear operators from $X$ into $Y$. Due to the requirement $p<\infty$ the operator $\Pi$ has a finite-dimensional range, i.e. is degenerate (see Kato (1966)). A striking difference between the operator $\Pi$ and the differential operator $L$ is that $\Pi$ possesses a nonlocal character. This explains that $L+\Pi$ is referred to as a functional differential operator in the title of this paper.

[^29]The problems we shall look at can now be formulated as follows:

$$
\begin{align*}
& \frac{\partial v}{\partial t}=(L+\Pi) v,  \tag{1.3}\\
& v=0 \text { on } \partial D, \text { boundary conditions of Dirichlet type; } \\
& v(\cdot, 0)=\Psi, \text { initial conditions, } \\
& (L+\Pi-\lambda) u=g, \\
& u=0 \text { on } \partial D, \text { boundary conditions of Dirichlet type. }
\end{align*}
$$

Note that (1.3) constitutes a set of equations for the evolution in time of the function $v$, whereas (1.4) is a stationary problem for the function $u$.

In (1.4) $\lambda$ has to be considered as a spectral parameter and the function $g$ is some inhomogeneous term.

The emphasis in this paper will be on the spectral analysis associated to (1.4).
1.1. On the relation to feedback control problems. The topics considered in this paper have their origin in the study of controlled heat-diffusion processes. The control applied to such a process will be instantaneous and of an automatic feedback type. The heating/cooling of this feedback mechanism will flow directly into the domain (i.e. not through the boundary). If we further suppose that no convection of heat will take place and that the temperature is given on the boundary $\partial D$, then a homogeneous version of a mathematical model which describes the evolution in time of the temperature is given by (1.3). In (1.3) the effect of diffusion of heat and direct exchange with the surroundings is incorporated in $L$. The effect of the feedback control is described by the operator $\Pi$. In this context the functions $c_{i}$ ar called the "control inputs" and the $P_{i}$ 's are called "observers". The operator $\Pi$ will sometimes be referred to as the feedback control operator.

Very simple illustrations of what we have in mind may serve. The following examples have $p=1, \Pi=c_{1} P_{1}$.
(i) $c_{1} \in H^{s}(D)$ for some $s \geqq 0, P_{1} \in L_{2}(D)^{\prime}$ f.e. the observer $P_{1}$ observes the average over $D: P_{1} w=\int_{D} w(x) d x$ for $w \in L_{2}(D)$;
(ii) $c_{1} \in C^{\alpha}(\bar{D})$ for some $\alpha \geqq 0, P_{1} \in C(D)^{\prime}$ f.e. the observer $P_{1}$ observes the value in a point $y \in \bar{D}: P_{1} w=w(y)$ for $w \in C(\bar{D})$.

Here the following notation is used:
$L_{2}(D)=$ space of equivalence classes of square integrable functions on $D$;
$H^{s}(D)=$ Sobolev space of prder $S$ on $D$; (see Adams (1975); Lions and Magenes (1971));
$C^{\alpha}(\bar{D})=$ Hölder space of order $\alpha$ on $\bar{D}$ (see Adams, (1975); Ladyzhenskaya and Ural'tseva (1968)).

Other examples are explored in van Harten, Schumacher (1980). For further information on this type of control problems we refer to Curtain and Pritchard (1978). For a related class of problems in which the control enters in the b.c. we refer to Triggiani (1980) and references given there.
1.2. Description of the contents. The results of this paper can be divided into two groups. The first group of results concerns the solvability theory for the problem (1.4), the properties of the resolvent $(L+\Pi-\lambda)^{-1}$ and the solution of (1.3) in terms of the analytic semigroup generated by $L+\Pi$. These results are found in the $\S \S 3$ and 4 and they can be considered as basic material for the second group of results. The results on the analytic semigroup generated by $L+\Pi$ are a generalization of an analogous result
for bounded $\Pi$, see Curtain and Pritchard (1978, Thm. 2.31) and also of Kato (1966, pp. 498-499). The second group contains results on the location of the spectrum associated to (1.4) and on the completeness of the eigenspaces and eigenprojections associated to this spectrum. The completeness results given here are certainly nontrivial since in general $L+\Pi$ is not formally self-adjoint in any sense. The results on completeness of eigenprojections are generalizations of Kato (1966, Thms. 4.15 and 4.16, Chap. V, §4.5). From these results we can deduce very interesting "resolution of the identity" formula's in $L_{2}(D)$ and certain other Hilbert spaces. These "resolutions of the identity" look promising with respect to applications, also applications outside the control context. The second group of results can be found in the Theorems 5, 6,7 and 8 .

Let us conclude the introduction with a few remarks. Our first remark concerns the spaces $X$ and $Y$ mentioned in the description of the operator $\Pi$.

It is important to notice that for a given problem it is always possible to choose the spaces $X$ and $Y$ in several ways. It is then of course logical to take $Y$ as "small" as possible and $X$ as "large" as possible in order to get a most significant theory. In any way building a theory for these problems (1.3)-(1.4) will depend strongly on what one takes for $X$ and $Y$. The choices which we allow for $X$ and $Y$ will be specified further on.

Secondly, though from a physical point of view it is natural to look at $L$ and $\Pi$ as operators on real functions, it will sometimes be profitable to extend $L$ and $\Pi$ to complex functions. Notationally we shall not distinguish between real operators and function spaces and their obvious complex extensions.
2. The uncontrolled problem. The main purpose of this section is to introduce some notations and concepts, which will be used further on. First this will be done for the solution(s), their regularity properties, the spectrum and the eigenprojections associated with the problem:

$$
\begin{align*}
& (L-\lambda) u=g  \tag{2.1}\\
& u=0 \quad \text { on } \partial D \quad(B C) \tag{2.2}
\end{align*}
$$

In $\S 2.2$ we introduce some notation concerning fractional powers of $-L+\lambda_{0}, \lambda_{0} \in \mathbb{R}$ sufficiently large.
2.1. Solutions of (2.1), (2.2); spectrum and eigenprojections. It is well known that for $\lambda=\lambda_{0}$, with $\lambda_{0}$ real and sufficiently large $>0$ the resolvent $\left(L-\lambda_{0}\right)^{-1}$ is a compact, selfadjoint operator from $L_{2}(D)$ into $L_{2}(D)$ (see Trèves (1975)). Consequently the spectrum $\sigma(L)$ associated to (2.1)-(2.2) on $L_{2}(D)$ consists of a denumerable infinite set of isolated eigenvalues on the real axis bounded at the positive side and extending towards $-\infty$ without accumulation points (see Dunford and Schwartz (1963)). Each eigenvalue has a finite algebraic multiplicity and the number of linearly independent eigenfunctions corresponding with an eigenvalue equals its algebraic multiplicity. Further the eigenfunctions can be chosen in such a way that they form an orthonormal, complete basic system in $L_{2}(D)$.

For the sequence of eigenvalues and corresponding linearly independent orthonormal eigenfunctions we shall use the notation:

$$
\begin{equation*}
\mu_{n}, \phi_{n} \quad \text { with } n \in N \tag{2.1.1}
\end{equation*}
$$

The numbering is such that

$$
\begin{equation*}
k>n \quad \Rightarrow \quad \mu_{k} \leqq \mu_{n} \text { and }\left\langle\phi_{k}, \phi_{n}\right\rangle_{L_{2}(D)}=\delta_{n, k} . \tag{2.1.2}
\end{equation*}
$$

In this numbering each eigenvalue is repeated according to its algebraic multiplicity.

For the system $\left\{\phi_{n} ; n \in \mathbb{N}\right\}$ we have the "resolution of the identity" formula inherent to the completeness of this system in $L_{2}(D)$ :

$$
\begin{equation*}
I=\sum_{n=1}^{\infty} \phi_{n}\left\langle\phi_{n} \mid \cdot\right\rangle_{L_{2}(D)} \tag{2.1.3}
\end{equation*}
$$

For $\lambda \in \sigma(L)$ we shall denote by $E(\lambda): L_{2}(D) \rightarrow L_{2}(D)$ the orthogonal projection on the eigenspace corresponding to $\lambda$. If $\lambda \in \sigma(L)$ we define $J(\lambda)=\left\{n \in \mathbb{N} \mid \mu_{n}=\lambda\right\}$. Hence

$$
\begin{equation*}
E(\lambda)=\sum_{n \in J(\lambda)} \phi_{n}\left\langle\phi_{n} \mid \cdot\right\rangle_{L_{2}(D)} \tag{2.1.4}
\end{equation*}
$$

To conclude this subsection we mention some rather elementary facts on the growth of the eigenvalues for $n \rightarrow \infty$.

Using Minakshisundaram and Pleyel (1949) or Garabedian (1964) we see that for $n$ sufficiently large the eigenvalues satisfy

$$
\begin{equation*}
R_{1} n^{\nu} \leqq\left|\mu_{n}\right| \leqq R_{2} n^{\nu}, \quad n \geqq n_{0} . \tag{2.1.5}
\end{equation*}
$$

Here $R_{1}, R_{2}$ are real constants $>0$ and $\nu=2 / d$ with $d$ the dimension of $D$.
The problem (2.1)-(2.2) possesses a unique solution for all $g \in L_{2}(D)$ if and only if $\lambda \notin \sigma(L)$. This solution will be denoted by

$$
u=(L-\lambda)^{-1} g
$$

In the case $\lambda \in \sigma(L)$ the problem (2.1)-(2.2) possesses a solution if and only if $g \in L_{2}(D)$ satisfies $E(\lambda) g=0$. Under this condition the solution space of (2.1)-(2.2) is given by

$$
\begin{align*}
& u \in(L-\lambda)^{-1} g \Leftrightarrow  \tag{2.1.6}\\
& u=(L-\lambda)_{*}^{-1} g-u_{1} \text { with } \\
& (L-\lambda)_{*}^{-1}=\sum_{n \notin J(\lambda)} \phi_{n}\left(\mu_{n}-\lambda\right)^{-1}\left\langle\phi_{n}, g\right\rangle_{L_{2}(D)} \\
& u_{1} \in \operatorname{span}\left\{\phi_{n} \mid n \in J(\lambda)\right\} .
\end{align*}
$$

The operator $(L-\lambda)_{*}^{-1}$ will be called the restricted resolvent at $\lambda \in \sigma(L)$. Once a solution of (2.1)-(2.2) exists, it possesses the following regularity properties:

$$
\begin{array}{lll}
g \in H^{s}(D) \Rightarrow u \in H^{s+2}(D), & s \geqq 0, & s \notin \mathbb{N}-\frac{1}{2},  \tag{2.1.7}\\
g \in C^{\alpha}(\bar{D}) \Rightarrow u \in C^{\alpha+2}(\bar{D}), & \alpha>0, & \alpha \notin \mathbb{N} .
\end{array}
$$

Moreover the operators $(L-\lambda)^{-1}, \lambda \notin \sigma(L)$ and $(L-\lambda)_{*}^{-1}, \lambda \in \sigma(L)$ are bounded in each sense suggested by (2.1.7). For these results we refer to: Lions and Magenes (1972, Part I) and Ladyzhenskaya and Ural'tseva (1968).

Note that as a consequence of (2.1.7) all eigenfunctions are elements of $C^{\infty}(\bar{D})$.
2.2. Fractional powers of $-\boldsymbol{L}+\lambda_{0}, \lambda_{0} \in \mathbb{R}$ sufficiently large. In this section we shall suppose that $\lambda_{0} \in \mathbb{R}$ satisfies

$$
\begin{equation*}
\lambda_{0} \geqq \max _{\bar{D}} a_{0}+\underset{\text { def }}{=} \mu_{0} \tag{2.2.1}
\end{equation*}
$$

Let us introduce the simplified notation $A$ for the operator induced by $-L+\lambda_{0}$ with Dirichlet boundary conditions on either $L_{2}(D)$ or $C(\bar{D})$. Using variational techniques and the maximum principle for 2 nd order elliptic P.D.E., it is easy to check that the
resolvent $(s+A)^{-1}$ with $s \in \mathbb{R}, s>0$ satisfies the following estimates:

$$
\begin{align*}
& \left\|(s+A)^{-1}\right\|_{L_{2}(D)} \leqq(1+s)^{-1},  \tag{2.2.2}\\
& \left\|(s+A)^{-1}\right\|_{C(\bar{D})} \leqq(1+s)^{-1} . \tag{2.2.3}
\end{align*}
$$

Here we use the notation $\left|\left|\left|\left|\left.\right|_{X}\right.\right.\right.\right.$ for the usual norm on the space of bounded operators from the Banach space $X$ into itself.

The operator $A$ defined on $L_{2}(D)$ is closed, its domain is dense is $L_{2}(D)$ and because of (2.3.2) this operator is of positive type (see Krasnoselskii (1976, p. 279)).

Of course it is not true that the operator $A$ defined on $C(\bar{D})$ has a domain dense in $C(\bar{D})$. This is remedied by restricting the operator to

$$
C_{0}(\bar{D})=\{f \in C(\bar{D}) \mid f=0 \text { on } \partial D\} .
$$

On $C_{0}(\bar{D})$ the operator $A$ is also closed, densely defined and of positive type.
These facts induce that on $L_{2}(D)$ or $C_{0}(\bar{D})$ fractional powers of $A$ are well defined; see Krasnoselskii (1976, pp. 280-288).

It will be very useful to introduce some Hilbert and Banach spaces connected to these fractional powers of $A$. For $\alpha \geqq 0$ we define:
(2.2.4) $H D(\alpha)=$ range of $A^{-\alpha}$ on $L_{2}(D)=$ domain of $A^{\alpha}$ w.r.t. $L_{2}(D)$,

$$
\|u\|_{H D(\alpha)}=\left\|A^{\alpha} u\right\|_{L_{2}(D)}, \quad\langle u, v\rangle_{H D(\alpha)}=\left\langle A^{\alpha} u, A^{\alpha} v\right\rangle_{L_{2}(D)}
$$

(2.2.5) $\quad C_{0} D(\alpha)=$ range of $A^{-\alpha}$ on $C_{0}(\bar{D})=$ domain of $A^{\alpha}$ w.r.t. $C_{0}(\bar{D})$, $\|u\|_{C_{0} D(\alpha)}=\left\|A^{\alpha} u\right\|_{C(\bar{D})}$,

$$
\begin{align*}
& C D(\alpha)=\left\{u \in H D(\alpha) \mid A^{\alpha} f \in C(\bar{D})\right\},  \tag{2.2.6}\\
& \|u\|_{C D(\alpha)}=\left\|A^{\alpha} u\right\|_{C(\bar{D})} .
\end{align*}
$$

It is not difficult to check that different choices of $\lambda_{0}$ lead to equivalent spaces and norms, see also van Harten (1979).

Note that for $\alpha_{1}>\alpha_{2}$ we have $H D\left(\alpha_{1}\right) \subset$ dense $^{H D}\left(\alpha_{2}\right), C_{0} D\left(\alpha_{1}\right) \subset_{\text {dense }} C_{0} D\left(\alpha_{2}\right)$, see Krasnoselskii (1976, pp. 286). It is also true that $\alpha_{1}>\alpha_{2} \Rightarrow C D\left(\alpha_{1}\right) \subset C D\left(\alpha_{2}\right)$, but in this case the inclusion is not necessarily dense (see Appendix, Proposition A.4).

The spaces $H D(\alpha), C D(\alpha)$ and $C_{0} D(\alpha)$ will play a dominant role in the theory to be developed further on.

A very natural and important question about the spaces and norms introduced in (2.2.4)-(2.2.6) is how they are related to the Sobolev and Hölder spaces, $H^{s}(D)$ and $C^{s}(\bar{D}), s>0$. It is possible to show, that

$$
\begin{align*}
& H D(\alpha) \cong\left\{u \in H^{2 \alpha}(D) \mid L^{k} u=0 \text { on } \partial D, k \text { integer, } 0 \leqq 2 k<2 \alpha-\frac{1}{2}\right\},  \tag{2.2.7}\\
& \text { if } 2 \alpha+\frac{3}{2} \in \mathbb{N} ;
\end{align*}
$$

(2.2.8) $\quad C_{0} D(\alpha) \subset\left\{u \in C^{2 \beta}(\bar{D}) \mid L^{k} u=0\right.$ on $\partial \partial, k$ integer, $\left.0 \leqq k \leqq \beta\right\}$, if $0 \leqq \beta<\alpha$;
$C_{0} D(\alpha) \supset\left\{u \in C^{2 \beta}(\bar{D}) \mid L^{k} u=0\right.$ on $\partial \partial, k$ integer, $\left.0 \leqq k \leqq \alpha\right\}$, if $\beta>\alpha$;

$$
\begin{equation*}
A^{-\beta} C D(\alpha) \supset C_{0} D(\alpha+\beta-\varepsilon), \alpha \geqq 0, \beta>0,0 \leqq \varepsilon<\alpha+\beta \tag{2.2.9}
\end{equation*}
$$

or equivalently,
$C D(\alpha) \subset C_{0} D(\alpha-\varepsilon), \quad 0<\varepsilon<\alpha$,
$C D(\alpha) \supset C_{0} D(\alpha)$.
All these inclusions are accompanied by continuous injections.

The relation between $H D(\alpha)$ and Sobolev spaces as given in (2.2.7) is well known (see for example Lions and Magenes (1972, Part I, Remark 2.3, p. 10)).

To this author's knowledge the contents of (2.2.8)-(2.2.9) though not difficult to prove, are not available in the literature. The proofs of the statements (2.2.8) and (2.2.9) can be found in an Appendix.

Let us now look at the problem (2.1)-(2.2) with $g$ in the space $H D(\alpha), C D(\alpha)$ or $C_{0} D(\alpha)$. The list given in (2.1.7) for the regularity of a solution can be extended as follows:

$$
\begin{array}{ll}
g \in H D(\alpha) \Rightarrow u \in H D(\alpha+1), & \alpha \geqq 0,  \tag{2.2.10}\\
g \in C D(\alpha) \Rightarrow u \in C D(\alpha+1), & \alpha \geqq 0, \\
g \in C_{0} D(\alpha) \Rightarrow u \in C_{0} D(\alpha+1), & \alpha \geqq 0 .
\end{array}
$$

This is easily seen by rewriting (2.1)-(2.2) as $A u=\left(\lambda_{0}-\lambda\right) u-g$.
We conclude this section with a remark on the eigenfunctions $\left\{\phi_{n}: n \in \mathbb{N}\right\}$ introduced in §2.1.It is straightforward to check, that $\left\{\phi_{n} /\left\|\phi_{n}\right\|_{H D(\alpha)} ; n \in \mathbb{N}\right\}$ defines an orthonormal sequence in $H D(\alpha)$. Using the selfadjointness of $A^{-1}$ on $H D(\alpha)$, we see that this orthonormal sequence of functions is also complete in $H D(\alpha)$. As a consequence analogues of (2.1.3) and (2.1.4) can be given in $H D(\alpha)$.
3. The controlled problem: application of the Weinstein-Aronszajn theory. For future reference we shall now present some well-known basic material on the solvability of the problem:

$$
\begin{align*}
& (L+\Pi-\lambda) u=g,  \tag{3.1}\\
& u=0 \quad \text { on } \partial D, \quad \text { boundary condition of Dirichlet type. } \tag{3.2}
\end{align*}
$$

This theory is essentially due to Weinstein and Aronszajn and it is built in an essential way on the degeneracy, i.e. finite-dimensional range property, of the operator $\Pi=$ $\sum_{i=1}^{p} c_{i} P_{i}$ with $c_{i} \in Y$ and $P_{i} \in X^{\prime}$.

For the Banach spaces $X, Y$ we allow the following choices:
a. $\quad X=H^{s+2}(D), Y=H^{s}(D), \quad s \geqq 0, \quad s \notin-\frac{1}{2}+N$,
b. $\quad X=C^{\alpha+2}(\bar{D}), Y=C^{\alpha}(\bar{D}), \quad \alpha \geqq 0, \quad \alpha \notin \mathbb{N} \quad$ or
c. $\quad X=H D(\alpha+1), Y=H D(\alpha), \quad \alpha \geqq 0$ or
d. $\quad X=C D(\alpha+1), Y=C D(\alpha), \quad \alpha \geqq 0$ or
e. $\quad X=C_{0} D(\alpha+1), Y=C_{0} D(\alpha), \quad \alpha \geqq 0$.

In our consideration we shall always take

$$
\begin{equation*}
g \in Y \tag{3.4}
\end{equation*}
$$

Next we shall look for a solution $u$ of (3.1)-(3.2) in the space $X$. Note, that $L$ is a closed operator on $Y$ with domain $X$ and that because of (2.1.7), (2.2.10) $\Pi$ is relatively bounded w.r.t $L$. As a consequence the theory as given in Kato (1966, Chap. IV, §6) can be applied and it leads to the following results.

First we consider case (i), where $\lambda \notin \sigma(L)$. Let $c$ denote the $p$-vector of control inputs, i.e. $c \in Y^{P}$. Analogously we define $p$ as the $p$-vector of observers i.e. $P \in\left\{X^{\prime}\right\}^{P}$.

Let $\Omega(\lambda)$ be the $p \times p$ matrix with the following matrix elements:

$$
\begin{equation*}
[\Omega(\lambda)]_{i, j}=P_{i}(L-\lambda)^{-1} c_{j}+\delta_{i j} \tag{3.5}
\end{equation*}
$$

In case (i) the problem (3.1), (3.2) is uniquely solvable if and only if the matrix $\Omega(\lambda)$ is nonsingular.

The solution is then given by

$$
\begin{equation*}
u=(L+\Pi-\lambda)^{-1} g=(L-\lambda)^{-1} g-\left\langle(L-\lambda)^{-1} c, \Omega(\lambda)^{-1} P(L-\lambda)^{-1} g\right\rangle \tag{3.6}
\end{equation*}
$$

where $\langle$,$\rangle denotes the obvious pairing between X^{P}$ and $\mathbb{C}^{P}$. The resolvent $(L+\Pi-\lambda)^{-1}$ is an element of $\mathscr{L}(Y \rightarrow X)$.

If for $\lambda \notin \sigma(L)$ it holds true that the matrix $\Omega(\lambda)$ is singular then $\lambda$ is a point of the spectrum associated to to (3.1), (3.2). The homogeneous problem then possesses nontrivial solutions which are given by

$$
\begin{equation*}
u=\left\langle(L-\lambda)^{-1} c, \xi\right\rangle \text { with } \xi \in \text { null space of } \Omega(\lambda) . \tag{3.7}
\end{equation*}
$$

Let us now consider case (ii), where $\lambda \in \sigma(L)$. We introduce the notation $J(\lambda)=\{k$ $+i \mid 1 \leqq i \leqq m\}$ with $m$ the algebraic multiplicity of the eigenvalue $\lambda \in \sigma(L)$, and we define terms as follows. Let $\phi \in X^{m}$ be the vector of eigenfunctions $\phi_{k+1}, \cdots, \phi_{k+m}$. By $\phi^{\prime}$ we shall denote the element of $\left\{Y^{\prime}\right\}^{m}$ with components

$$
\left\langle\phi_{k+1}, \cdot\right\rangle_{L_{2}(D)}, \cdots,\left\langle\phi_{k+m}, \cdot\right\rangle_{L_{2}(D)}
$$

Let us introduce the following matrices

$$
\begin{array}{ll}
{\left[\Omega_{*}(\lambda)\right]_{i, j}=P_{i}(L-\lambda)_{*}^{-1} c_{j}+\delta_{i j},} & \text { a } p \times p \text { matrix } \\
{\left[P \phi^{T}\right]_{i, j}=P_{i} \phi_{k+j},} & \text { a } p \times p \text { matrix } \\
{\left[\phi^{\prime} c^{T}\right]_{i, j}=\left\langle\phi_{k+i}, c_{j}\right\rangle_{L_{2}(D)},} & \text { a } m \times p \text { matrix }
\end{array}
$$

Further we need the following $(p+m) \times(p+m)$ matrix:

$$
\hat{\Omega}(\lambda)=\left(\begin{array}{cc}
\Omega_{*}(\lambda) & P \phi^{T}  \tag{3.8}\\
\phi^{\prime} c^{T} & 0
\end{array}\right)
$$

It is easy to see that in case (ii) the problem (3.1.2) is uniquely solvable if and only if the matrix $\hat{\Omega}(\lambda)$ is nonsingular. The solution is then given by

$$
\begin{equation*}
\underset{\mathrm{def}}{u=}(L+\Pi-\lambda)_{*}^{-1} g=(L-\lambda)^{-1} g+\left\langle\binom{(L-\lambda)_{*}^{-1} c}{\phi}, \quad \hat{\Omega}(\lambda)^{-1}\binom{P(L-\lambda)_{*}^{-1}}{\phi^{\prime}} g\right\rangle \tag{3.9}
\end{equation*}
$$

In these circumstances $(L+\Pi-\lambda)^{-1}$ is again an operator $\in \mathscr{L}(Y \rightarrow X)$. If for $\lambda \in \sigma(L)$ it holds true that the matrix $\hat{\Omega}(\lambda)$ is singular then $\lambda$ is a point of the spectrum associated with (3.1-2).

The homogeneous problem then possesses nontrivial solutions given by

$$
\begin{equation*}
u=\left\langle\binom{(L-\lambda)_{*}^{-1} c}{\phi}, \quad\binom{\xi}{\zeta}\right\rangle \text { with }\binom{\xi}{\zeta} \in \text { null space of } \hat{\Omega}(\lambda) \tag{3.10}
\end{equation*}
$$

Hence, let $\sigma(L+\Pi)$ be the spectrum associated with the controlled operator. Then a Fredholm alternative is valid: $\lambda \in \sigma(L+\Pi) \Leftrightarrow$ the problem (3.1)-(3.2) possesses nontrivial solutions in the space $X$. Moreover,

$$
\begin{array}{r}
\lambda \in(L+\Pi) \Leftrightarrow \text { (i) } \lambda \notin \sigma(L) \text { and the matrix } \Omega(\lambda) \text { (see (3.7)) is singular or }  \tag{3.11}\\
\text { (ii) } \lambda \in \sigma(L) \text { and the matrix } \hat{\hat{\Omega}}(\lambda) \text { (see (3.10)) is singular. }
\end{array}
$$

If $\lambda \notin \sigma(L+\Pi)$ then the resolvent of (3.1)-(3.2) $(L+\Pi-\lambda)^{-1}$ is a compact operator from $Y$ into $Y$, because of the compact imbedding of $x$ into $y$. Hence for the spectrum $\sigma(L+\Pi)$ there are two possibilities.

1. The normal case: $\sigma(L+\Pi)$ consists of a denumerable sequence of eigenvalues of finite algebraic multiplicity without accumulation points,
2. the super-singular case: $\sigma(L+\Pi)=\mathbb{C}$.

In $\S 7$ an example will be given where the spectrum associated to (3.1)-(3.2) is supersingular.

It is also possible to describe $\sigma(L+\Pi)$ in terms of the following meromorphic function:

$$
\begin{equation*}
\omega(\lambda)=\operatorname{det} \Omega(\lambda) \quad \text { with } \Omega(\lambda) \text { as in (3.5). } \tag{3.12}
\end{equation*}
$$

It appears that $\omega(\lambda)$ is the so-called Weinstein-Aronszajn determinant of the operator $L+\Pi$ with Dirichlet b.c. (see Kato (1966, Chap. IV, §6)). The following results are a direct consequence of the theory given there.

Let $i\left(\lambda_{0} ; \omega\right)$ denote the Laurent index of the meromorphic function $\omega(\lambda)$ for $\lambda \rightarrow \lambda_{0}$, i.e. if $\omega \not \equiv 0$ then $i\left(\lambda_{0} ; \omega\right)$ is the number $i \in \mathbb{Z}$ such that $\omega(\lambda)$. $\left(\lambda-\lambda_{0}\right)^{-i}$ has a finite limit $\neq 0$ for $\lambda \rightarrow \lambda_{0}$; if $\omega \equiv 0$ then $i\left(\lambda_{0} ; \omega\right)=\infty$ for all $\lambda_{0} \in \mathbb{C}$. Let $m\left(\lambda_{0} ; L\right)$ denote the multiplicity of $\lambda_{0}$ with respect to $\sigma(L)$, i.e. if $\lambda_{0} \notin \sigma(L)$ then $m\left(\lambda_{0} ; L\right)=0$; if $\lambda_{0} \in \sigma(L)$ then $m\left(\lambda_{0} ; L\right)=\mathbb{X} J\left(\lambda_{0}\right)$ with $J\left(\lambda_{0}\right)$ as defined in (2.1.4). Now the following characterization is valid:

$$
\begin{equation*}
\lambda_{0} \in \sigma(L+\Pi) \Leftrightarrow i\left(\lambda_{0} ; \omega\right)+m\left(\lambda_{0} ; L\right)>0 . \tag{3.13}
\end{equation*}
$$

If $\sigma(L+\Pi) \neq \mathbb{C}$ then for each $\lambda_{0} \in \sigma(L+\Pi)$ its algebraic multiplicity is given by $i\left(\lambda_{0} ; \omega\right)+m\left(\lambda_{0}, \omega\right)$. This result shows clearly that each point of $\sigma(L+\Pi)$ is either in $\sigma(L)$ or is a zero of the function $\omega(\lambda)$.

The solvability theory and the propertries of the spectrum will frequently be used in the sequel.
4. Exponential stability of the null-solution of the time-dependent controlled problem. It is well known that in the uncontrolled case the operator $L$ with Dirichlet boundary conditions generates an analytic semigroup on each of the spaces $\operatorname{HD}(\alpha)$, $C_{0} D(\alpha), \alpha \geqq 0$ (see Dunford and Schwartz (1963) and Stewart (1974), (1980), respectively). Furthermore the stability of the null-solution can be characterized in terms of $\nu=\sup _{\lambda \in \sigma(L)} \operatorname{Re} \lambda$. Analogous results hold in the case of the controlled system, see Theorem 4.1. If the control operator $\Pi$ is a bounded operator from $H D(\beta)$ into $H D(\alpha)$ as in case $a$ from Theorem 4.1 or from $C_{0} D(\beta)$ into $C_{0} D(\alpha)$ with $0 \leqq \alpha \leqq \beta<\alpha+1$ this is a direct consequence of a perturbation result for analytic semigroups see Kato (1966, pp. 497-498)). This result is applicable here, because $\Pi$ is an $A$ (see $\S 2.3$ ) bounded operator with $A$-bound equal to zero, as one can easily verify using interpolation inequalities.

However, in the Banach space case we can improve on this result. We shall show that $L+\Pi$ generates an analytic semigroup on $C_{0} D(\alpha)$ even if $\Pi=\sum_{i=1}^{p} c_{i} P_{i}$ is a bounded map from $C_{0} D(\beta)$ into $C D(\alpha)$ with $0 \leqq \alpha \leqq \beta<\alpha+1$. In comparison with the previous result where range $\Pi \subset C_{0} D(\alpha)$ we can now allow for a more general class of control functions $c_{i}: i=1, \cdots, p$. For example, if $\alpha=0$ it is no longer necessary that $c_{i}=0$ on the boundary $\partial D$. It will be clear that $\Pi$ is no longer relatively bounded w.r.t. $A$ in this situation. This improved result is formulated in Theorem 4.1(b). The proof of that result is such that "mutatis mutandis" it also covers case (a).

Theorem 4.1. Let $\Pi$ be $\in \mathscr{L}(X \rightarrow Y)$ with

$$
\begin{array}{llll}
\text { a. } & X=H D(\beta), & Y=H D(\alpha), & 0 \leqq \alpha \leqq \beta<\alpha+1 \quad \text { or }  \tag{4.1}\\
\text { b. } & X=C_{0} D(\beta), & Y=C D(\alpha), & 0 \leqq \alpha \leqq \beta<\alpha+1 .
\end{array}
$$

Then $L+\Pi$ with Dirichlet boundary conditions generates an analytic semigroup on the space $Y_{0}$ with

$$
\begin{array}{ll}
\text { a. } & Y_{0}=H D(\alpha),  \tag{4.2}\\
\text { b. } & Y_{0}=C_{0} D(\alpha) .
\end{array}
$$

The solution of (1.3): $v(\cdot, t)=e^{(L+\Pi) t} \Psi$ satisfies the usual estimate for $t \rightarrow \infty$

$$
\begin{equation*}
\|v(\cdot, t)\|_{Y_{0}} \leqq K(\varepsilon) e^{(\mu+\varepsilon) t}\|\Psi\|_{Y_{0}} \quad \forall \Psi \in Y_{0} \tag{4.3}
\end{equation*}
$$

with $\mu=\sup _{\lambda \in \sigma(L+\Pi)} \operatorname{Re} \lambda, \varepsilon>0$ arbitrarily small. If $\mu<0$ this implies exponential stability of the null solution of (1.1)-(1.3) with respect to initial perturbations in $Y_{0}$.

Proof of Theorem 4.1. We consider case (b). We shall first show that $\exists \sigma_{0}>0$ such that $\forall \lambda$ with $\operatorname{Re} \lambda \geqq \sigma_{0}$ :

$$
\begin{equation*}
\left\|\left|(L+\Pi-\lambda)^{-1}\right|\right\|_{Y_{0}} \leqq K(1+|\lambda|)^{-1} . \tag{4.4}
\end{equation*}
$$

In order to derive (4.4) we make some preparations.
Step $1 . \exists \sigma_{0} \geqq 0 \exists K>0 \forall \lambda$ with $\operatorname{Re} \lambda \geqq \sigma_{0} \forall f \in C(\bar{D})$ :

$$
\begin{equation*}
\left\|(L-\lambda)^{-1} f\right\| \leqq \frac{K}{1+|\lambda|}\|f\| \tag{4.5}
\end{equation*}
$$

with $\|\cdot\|=\|\cdot\|_{C(\bar{D})}$. For $f \in C_{0}(\bar{D})$ this estimate is a consequence of the fact that $L$ generates a semigroup on $C_{0}(\bar{D})$ (see Krasnoselskii (1976, pp. 270)). The estimate for $f \in C(\bar{D})$ follows by approximation with a sequence $\left\{f_{n} ; n \in \mathbb{N}\right\}$ in $C_{0}(\bar{D})$ such that $\left|f_{n}\right| \leqq|f|$ and measure $\left\{x \in \bar{D} \mid f_{n}(x) \neq f(x)\right\} \rightarrow 0$ for $n \rightarrow \infty$. Since

$$
\left|(L-\lambda)^{-1} f(x)\right| \leqq\left\|(L-\lambda)^{-1} f_{n}\right\|+\left|\int_{D} G_{\lambda}(x, \xi)\left(f-f_{n}\right)(\xi) d \xi\right|
$$

with $G_{\lambda}$ the Green kernel of $(L-\lambda)^{-1}$, it is then a consequence of the integrability of the singularity of the Green kernel.

Step $2 . \exists \sigma_{0} \geqq 0 \exists C>0 \exists \varepsilon>0 \forall \lambda$ with $\operatorname{Re} \lambda \geqq \sigma_{0}$ :

$$
\begin{equation*}
\left|P_{i}(L-\lambda)^{-1} c_{j}\right| \leqq C(1+|\lambda|)^{-\varepsilon}\left\|c_{j}\right\|_{Y}, \quad 1 \leqq i, j<p \tag{4.6}
\end{equation*}
$$

In order to prove this estimate, we rewrite $P_{i}(L-\lambda)^{-1} c_{j}$ as $P_{i} A^{-\beta} . A^{\delta}(L-\lambda)^{-1} e_{j}$ with $A$ as in $\S 2.3, \delta=\beta-\alpha<1$ and $e_{j}=A^{\alpha} c_{j} \in C(\bar{D})$. Using (2.2.9) and (2.2.10), it is not difficult to see that $(L-\lambda)^{-1} e_{j}$ is an element $C_{0} D(\gamma)$ with $\delta<\gamma<1$. Now we can estimate

$$
\begin{aligned}
\mid P_{i}(L-\lambda)^{-1} c_{j} & \leqq\left\|P_{i} A^{-\beta}\right\|^{\prime}\left\|A^{\delta}(L-\lambda)^{-1} e_{j}\right\| \\
& \leqq k\left\|P_{i} A^{-\beta}\right\|^{\prime}\left\|A^{\gamma}(L-\lambda)^{-1} e_{j}\right\|^{\delta / \gamma}\left\|(L-\lambda)^{-1} e_{j}\right\|^{1-\delta / \gamma}
\end{aligned}
$$

with $\|\cdot\|^{\prime}=\|\cdot\|_{C_{0}(\bar{D})^{\prime}}$.
The second inequality is a consequence of Krasnoselskii (1976, Thm. 14.2, pp. 290).

Next we notice, that $\left\|A^{\gamma}(L-\lambda)^{-1} e_{j}\right\|=\left\|A^{-\tilde{\gamma}} A(A+\tilde{\lambda})^{-1} \tilde{e}_{j}\right\|$ with $\tilde{\gamma}=(1-\gamma) / 2, \tilde{\lambda}=$ $\lambda-\lambda_{0}$ and $\tilde{e}_{j}=A^{-\tilde{\gamma}} e_{j}$. It is now easy to check that $\left\|A(A+\tilde{\lambda})^{-1} \tilde{e}_{j}\right\| \leqq(K+1)\left\|\tilde{e}_{j}\right\|$ if $\lambda_{0} \geqq \sigma_{0}$ with $\sigma_{0}$ as in (4.5).

Consequently $\left\|A^{\gamma}(L-\lambda)^{-1} e_{j}\right\|$ is bounded independently of $\lambda$ for $\operatorname{Re} \lambda \geqq \sigma_{0}$.
Hence, (4.5) implies (4.6) with $\varepsilon=1-\delta / \gamma$.
Step 3. A trivial consequence of (4.6) is that $\exists \sigma_{0}>0$ such that $\forall \lambda$ with $\operatorname{Re} \lambda \geqq \sigma_{0}$, $\Omega(\lambda)$ as defined in $\S 3,(3.5)$ is nonsingular.

Next using (3.6) and the results from the previous steps we find that $\forall \lambda$ with $\operatorname{Re} \lambda \geqq \sigma_{0}$ the resolvent $(L+\Pi-\lambda)^{-1}$ is well defined on $Y$ and satisfies the estimate (4.4).

$$
\begin{equation*}
\left\|\left|(L+\Pi-\lambda)^{-1}\right|\right\|_{Y} \leqq K(1+|\lambda|)^{-1} \tag{4.7}
\end{equation*}
$$

Using (2.2.9), (2.2.10) it is easily verified that $(L+\Pi-\lambda)^{-1}$ maps $Y_{0} \subset Y$ into $Y_{0}$. Then (4.4) is the restriction of (4.7) to $Y_{0}$.

In order to complete the proof that $L+\Pi$ generates an analytic subgroup on $Y_{0}$ we shall now use the famous characterisation for generators of analytic semigroups as given in Krasnoselskii (1976, Thm. 13.2, pp. 270). Besides (4.4) this characterisation requires that $L+\Pi-\lambda_{0}$ is densely defined on $Y_{0}$. In order to show this it is sufficient to restrict ourselves to the case $\alpha=0$, for the domain $V(\alpha, \Pi)=\left\{u \in C D(\alpha+1) \mid\left(\underline{L}_{0}-\sigma+\right.\right.$ $\left.\Pi) ~ u \in C_{0} D(\alpha)\right\}=A^{-\alpha} V(0, \tilde{\Pi})$ with $\tilde{\Pi}=A^{\alpha} \Pi A^{-\alpha}$. Now take $u_{0} \in C_{0}(\bar{D}) \cap C^{\infty}(\bar{D})$; then $f_{0}=\left(L+\Pi-\lambda_{0}\right) u_{0}$ can be approximated by a smooth function with compact support $\tilde{f}_{0}$ in the sense of $\left\|\|_{L^{q}(D)}\right.$ with $q$ arbitrarily large. Now take $q$ so large that because of Sobolev's imbedding theorems $C^{\tilde{\beta}}(\bar{D})$ is compactly imbedded in $W^{2, q}(D)$ with $\tilde{\beta}>\beta$ (see Adams (1975)). Using (3.6) and Agmon, Douglis, Nirenberg's a priori estimates we find that for $\tilde{u}_{0}=\left(L+\Pi-\lambda_{0}\right)^{-1} \tilde{f}_{0}$ it holds that $\left\|u_{0}-\tilde{u}_{0}\right\|_{W^{2, q}(\bar{D})} \leqq C\left\|f-\tilde{f}_{0}\right\|_{L^{q}(D)}$. The conclusion is that indeed $V(0, \Pi)$ is a dense subset of $Y_{0}$.

Using that $(L+\Pi-\lambda)^{-1}$ and $e^{(L+\Pi) t}, t>0$ are compact operators on $Y$ the contents of (4.3) are a direct consequence of Hale (1971, Lemmas 22.1 and 22.2).

The compactness of the resolvent $(L+\Pi-\lambda)^{-1}$ on $Y_{0}$ for $\lambda$ with $\operatorname{Re} \lambda \geqq \sigma_{0}$ in combination with the compactness of $e^{(L+\Pi) t}$ on $Y_{0}$ for $t>0$ and Hale (1971, Lemma 22.1) has another nice implication for the location of the spectrum $\sigma(L+\Pi)$. Namely: if (4.1a) or (4.1b) is satisfied then we are in case $1^{\circ}$ mentioned in Theorem 3.1 and moreover $\forall \mu \in \mathbb{R}$

$$
\begin{equation*}
\mathbb{X}(\mu)=\{\lambda \in \sigma(L+\Pi) \mid \operatorname{Re} \lambda \geqq \mu\}<\infty . \tag{4.8}
\end{equation*}
$$

Equation (4.8) implies that the spectrum $\sigma(L+\Pi)$ can be given as a sequence $\left\{\lambda_{n} ; n \in\right.$ $\mathbb{N}\}$ such that $n>m \Rightarrow \operatorname{Re} \lambda_{n} \leqq \operatorname{Re} \lambda_{m}$ and $\operatorname{Re} \lambda_{n} \downarrow-\infty$ for $n \uparrow \infty$.

Hence, certainly in this situation the super-singular case cannot occur (see also Kato) (1966, pp. 250(b)).

In §5 more detailed information on the location of $\sigma(L+\Pi)$ will be derived.
5. Some remarks on the location of the spectrum. Again we restrict ourselves to cases where $\Pi$ falls into one of the classes of (3.3). Let us start with a few simple consequences of the Weinstein-Aronszajn theory described in $\S 3$.

Lemma 5.1. If $\lambda_{0} \in \sigma(L)$ satisfies $m\left(\lambda_{0} ; L\right)>q=\operatorname{dim} \operatorname{ran} \Pi$ then $\lambda_{0} \in \sigma(L+\Pi)$.
Proof of Lemma 5.1. If dimran $\Pi=q$ then $\Pi=\sum_{i=1}^{q} \hat{c}_{i} \hat{P}_{i}$ with linearly independent $\hat{c}_{i}, i=1, \cdots, q$ and $\hat{P}_{i}, i=1, \cdots, q$. It is now easy to verify that the last $m$ columns of the matrix $\hat{\Omega}\left(\lambda_{0}\right)$ given in (3.5) are linearly dependent. Hence (3.11)(ii) yields $\lambda_{0} \in \sigma(L+\Pi)$.

Lemma 5.2. Suppose $\lambda \notin \sigma(L)$. If one of the following conditions holds

$$
\begin{array}{ll}
\text { a. } \quad \sum_{i=1}^{p}\left|P_{i}(L-\lambda)^{-1} c_{j}\right|<1 \quad \text { for } j=1, \cdots, p \quad \text { or }  \tag{5.1}\\
\text { b. } \quad \sum_{j=1}^{p}\left|P_{i}(L-\lambda)^{-1} c_{j}\right|<1 \quad \text { for } i=1, \cdots, p,
\end{array}
$$

then $\lambda \notin \sigma(L+\Pi)$.
Proof. It follows from Gershgorin's theorem (see Wilkinson (1965)) that 0 cannot be an eigenvalues of the matrix $\Omega(\lambda)$ given in (3.6). This implies $\lambda \notin \sigma(L+\Pi)$ because of (3.11)(i).

The latter lemma appears to be very useful in the derivation of the following theorem.

Theorem 5.1. In the case where $\Pi$ lies in the class specified in (4.1a) i.e. $P_{i} \in H D(\beta)^{\prime}$, $c_{i} \in H D(\alpha), i=1, \cdots, p ; 0 \leqq \alpha \leqq \beta<\alpha+1$ the following estimate holds true for the location of $\sigma(L+\Pi)$ :

$$
\begin{equation*}
\sigma(L+\Pi) \subset\left\{\lambda|d(\lambda) \leqq N| \lambda-\left.\mu_{0}\right|^{\gamma}\right\} \cup\left\{\lambda \mid d(\lambda) \leqq N^{\delta}\right\} \tag{5.2}
\end{equation*}
$$

with $\gamma=\beta-\alpha, \delta=(1-\gamma)^{-1}, \mu_{0}=\max _{\bar{D}} a_{0}+1$ and

$$
\begin{aligned}
& N=2 p \max _{\substack{1 \leqq i \leqq p \\
1 \leqq j \leqq p}}\left\|c_{j}\right\|_{H D(\alpha)}\left\|P_{i} A^{-\gamma}\right\|_{H D(\alpha)^{\prime}}, \\
& d(\lambda)=\operatorname{distance}(\lambda, \sigma(L)) .
\end{aligned}
$$

Proof of Theorem 5.1. We start with the following observation:

$$
\begin{equation*}
P_{i}(L-\lambda)^{-1} c_{j}=\sum_{n \geqq 1}\left(\mu_{n}-\lambda\right)^{-1}\left(\mu_{0}-\mu_{n}\right)^{\gamma} P_{i} A^{-\gamma} \hat{\phi}_{n}\left\langle\hat{\phi}_{n}, c_{j}\right\rangle_{H D(\alpha)} \tag{5.3}
\end{equation*}
$$

with $\hat{\phi}_{n}=\phi_{n} /\left\|\phi_{n}\right\|_{H D(\alpha)}, n \in \mathbb{N}$.
Since $P_{i} A^{-\gamma} \in H D(\alpha)^{\prime}$ there exists an element $W_{i} \in H D(\alpha)$ with $\left\|W_{i}\right\|_{H D(\alpha)}=$ $\left\|P_{i} A^{-\gamma}\right\|_{H D(\alpha)^{\prime}}$ such that $P_{i} A^{-\gamma}=\left\langle W_{i}, \cdot\right\rangle_{H D(\alpha)}$. As a consequence we can deduce from (5.3) the following estimate:

$$
\begin{equation*}
\left|P_{i}(L-\lambda)^{-1} c_{j}\right| \leqq \max _{\mu \in \sigma(L)} \frac{\left|\mu_{0}-\mu\right|^{\gamma}}{|\mu-\lambda|} \sum_{n \leqq 1}\left|\left\langle W_{i}, \hat{\phi}_{n}\right\rangle_{H D(\alpha)}\right|\left|\left\langle\hat{\phi}_{n}, c_{j}\right\rangle_{H D(\alpha)}\right| . \tag{5.4}
\end{equation*}
$$

An application of Schwarz' inequality leads to

$$
\begin{align*}
& \sum_{n \geqq 1}\left|\left\langle W_{i}, \hat{\phi}_{n}\right\rangle_{H D(\alpha)}\right|\left|\left\langle\hat{\phi}_{n}, c_{j}\right\rangle_{H D(\alpha)}\right|  \tag{5.5}\\
& \leqq\left\{\sum_{n \geqq 1}\left|\left\langle W_{i}, \hat{\phi}_{n}\right\rangle_{H D(\alpha)}\right|^{2}\right\}^{1 / 2}, \quad\left\{\sum_{n \geqq 1}\left|\left\langle\hat{\phi}_{n}, c_{j}\right\rangle_{H D(\alpha)}\right|^{2}\right\}^{1 / 2} \\
&=\left\|W_{i}\right\|_{H D(\alpha)}\left\|c_{j}\right\|_{H D(\alpha)}=\left\|P_{i} A^{-\gamma}\right\|_{H D(\alpha)}\left\|c_{j}\right\|_{H D(\alpha)} \leqq \frac{N}{2 p}
\end{align*}
$$

Further it is clear that for each $\mu \in \sigma(L)$ :

$$
\begin{equation*}
\frac{\left|\mu_{0}-\mu\right|^{\gamma}}{|\mu-\lambda|} \leqq \frac{\left|\mu_{0}-\lambda\right|^{\gamma}+|\mu-\lambda|^{\gamma}}{|\mu-\lambda|} \leqq \frac{\left|\mu_{0}-\lambda\right|^{\gamma}}{d(\lambda)}+d(\lambda)^{\gamma-1} . \tag{5.6}
\end{equation*}
$$

From (5.4)-(5.6) we deduce that for $j=1, \cdots, p$ :

$$
\begin{equation*}
\sum_{i=1}^{p}\left|P_{i}(L-\lambda)^{-1} c_{j}\right| \leqq \frac{N}{2}\left\{\frac{\left|\mu_{0}-\lambda\right|^{\gamma}}{d(\lambda)}+d(\lambda)^{\gamma-1}\right\} \tag{5.7}
\end{equation*}
$$

If $N\left|\mu_{0}-\lambda\right|^{\gamma} / d(\lambda)<1$ and $N d(\lambda)^{\gamma-1}<1$ we can conclude from Lemma 5.2 that $\lambda \notin \sigma(L+\Pi)$ i.e. $\sigma(L+\Pi) \subset\left\{\lambda|N| \mu_{0}-\left.\lambda\right|^{\gamma} / d(\lambda) \geqq 1\right.$ or $\left.N d(\lambda)^{\gamma-1} \geqq 1\right\}$ which are exactly the contents of (5.2).

In some important cases it is possible to improve Theorem 5.1.
Theorem 5.2. Suppose $\Pi$ lies in the class specified in (4.1a) with $\beta=\alpha$, (i.e. $\gamma=0$ in (5.2)). Then there exists a sequence $\left\{\rho_{n} ; n \in \mathbb{N}\right\}$ with $\rho_{n} \downarrow 0$ for $n \uparrow \infty$ such that

$$
\begin{equation*}
\sigma(L+\Pi) \subset \bigcup_{n=1}^{\infty}\left\{\lambda| | \lambda-\mu_{n} \mid \leqq \rho_{n}\right\} \tag{5.8}
\end{equation*}
$$

Explicit expressions for the $\rho_{n}$ 's are given in (5.13).
Proof of Theorem 5.2. Define:

$$
\begin{align*}
& N_{i j}(\lambda)=\sum_{\substack{n \in \mathbb{N} \\
\mu_{n}-\mu_{1} \leqq 2 \\
\left(\operatorname{Re} \lambda-\mu_{1}\right)}}\left|P_{i} \hat{\phi}_{n}\right|\left|\left\langle\hat{\phi}_{n}, c_{j}\right\rangle_{H D(\alpha)}\right|, \quad N_{i j}=N_{i j}\left(\mu_{1}\right),  \tag{5.9}\\
& N(\lambda)=2 p \max _{\substack{1 \leqq i \leqq p \\
1 \leqq j \leqq p}} N_{i j}(\lambda), \quad N=N\left(\mu_{1}\right) .
\end{align*}
$$

It is not difficult to verify that $N$ as defined here has the same interpretation as the $N$ of Theorem 5.1. It will further be clear that $0 \leqq N_{i j}(\lambda) \leqq N_{i j}, 0 \leqq N(\lambda) \leqq N$ and $\operatorname{Re} \lambda \downarrow-$ $\infty$ implies $N_{i j}(\lambda) \downarrow 0, N(\lambda) \downarrow 0$. Now we have

$$
\begin{equation*}
\left|P_{i}(L-\lambda)^{-1} c_{j}\right| \leqq\left(\sum_{1}+\sum_{2}\right)\left|\lambda-\mu_{n}\right|^{-1}\left|P_{i} \hat{\phi}_{n}\right|\left|\left\langle\hat{\phi}_{n}, c_{j}\right\rangle_{H D(\alpha)}\right| \tag{5.10}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Sigma_{1} \text { runs over } n \in \mathbb{N} \text { such that } \mu_{n}-\mu_{1} \leqq \frac{1}{2}\left(\operatorname{Re} \lambda-\mu_{1}\right) \\
& \Sigma_{2} \text { runs over } n \in \mathbb{N} \text { such that } \mu_{n}-\mu_{1}>\frac{1}{2}\left(\operatorname{Re} \lambda-\mu_{1}\right)
\end{aligned}
$$

In $\Sigma_{1}$ we use that $\left|\lambda-\mu_{n}\right|^{-1} \leqq d(\lambda)^{-1}$ and in $\Sigma_{2}$ we use that $\left|\lambda-\mu_{n}\right|^{-1}=\left|\lambda-\mu_{1}\right|^{-1}$ $\cdot\left|1-\left(\mu_{n}-\mu_{1}\right)\left(\lambda-\mu_{1}\right)^{-1}\right|^{-1} \leqq 2\left|\lambda-\mu_{1}\right|^{-1}$. This leads to

$$
\left|P_{i}(L-\lambda)^{-1} c_{j}\right| \leqq d(\lambda)^{-1} N_{i j}(\lambda)+2\left|\lambda-\mu_{1}\right|^{-1}\left(N_{i j}\left(\mu_{1}\right)\right)
$$

So for all $j=1, \cdots, p$

$$
\begin{equation*}
\sum_{i=1}^{p}\left|P_{i}(L-\lambda)^{-1} c_{j}\right| \leqq \frac{1}{2} d(\lambda)^{-1} N(\lambda)+\left|\lambda-\mu_{1}\right|^{-1} N \tag{5.11}
\end{equation*}
$$

Using Lemma 5.2 we find from (5.11) that certainly $\lambda \notin \sigma(L+\Pi)$ if

$$
\begin{equation*}
d(\lambda)>\frac{3}{2} N(\lambda) \quad \text { and } \quad\left|\lambda-\mu_{1}\right|>\frac{3}{2} N \tag{5.12}
\end{equation*}
$$

Let us next give a sufficient condition in order to ensure $d(\lambda)>\frac{3}{2} N(\lambda)$. Define $\mu(\lambda)$ as the largest $\mu \in \sigma(L)$ such that $d(\lambda)=|\mu-\lambda|$. It is clear that $\mu(\lambda)=\mu \in \sigma(L) \Leftrightarrow$ $\nu_{-}(\mu) \leqq \operatorname{Re} \lambda<\nu_{+}(\mu)$. Here $\nu_{+}(\mu)=\infty$ if $\mu=\mu_{1}$ and $\nu_{+}(\mu)=\frac{1}{2}\left(\mu+\mu_{+}\right)$else with $\mu_{+}$the right-hand neighbour of $\mu$ in $\sigma(L)$. Further $\nu_{-}(\mu)=\frac{1}{2}\left(\mu+\mu_{-}\right)$with $\mu_{-}$the left-hand neighbour of $\mu$ in $\sigma(L)$. If $\mu(\lambda)=\mu$ then $|\lambda-\mu|>\frac{3}{2} N\left(\nu_{+}(\mu)\right)$ is such a sufficient condition.

It is not difficult to verify that (5.12) is certainly satisfied if $\forall n \in \mathbb{N}$

$$
\begin{equation*}
\left|\lambda-\mu_{n}\right|>\rho_{n}=\frac{3}{2} N\left(\nu_{+}\left(\mu_{n}\right)\right), \tag{5.13}
\end{equation*}
$$

and this proves the theorem.
Some additional remarks to Theorem 5.2 can be made concerning the decay of the $\rho_{n}$ 's for $n \uparrow \infty$.

Corollary to Theorem 5.2.
a. If for either (i): each $c_{i}$ consists of a finite linear combination of eigenfunctions $\phi_{n}$ oेr (ii): each $P_{i}$ is of the form $\left\langle W_{i}, \cdot\right\rangle_{L_{2}(D)}$ where $W_{i}$ consists of a finite linear combination of eigenfunctions $\phi_{n}$ then only finitely many $\rho_{n}$ 's are $>0$.
b. If for $i=1, \cdots, p: P_{i} \in H D(\beta)^{\prime}$ and $c_{i} \in H D(\beta+\gamma)$ with $\beta \geqq 0$ and $\gamma>0$ then $\forall n \in \mathbb{N}$ :

$$
\begin{equation*}
\rho_{n} \leqq 3 \cdot 2^{\gamma} \cdot p \max _{\substack{1 \leqq i \leqq p \\ 1 \leqq j \leqq p}}\left\|P_{i}\right\|_{H D(\beta)}\left\|A^{\gamma} c_{j}\right\|_{H D(\beta)}\left(\mu_{0}-\mu_{n+}\right)^{-\gamma} \tag{5.14}
\end{equation*}
$$

i.e. $\rho_{n}=O\left(n^{-2 \gamma / d}\right)$ for $n \rightarrow \infty$.
c. If for $i=1, \cdots, p: P_{i}=\left\langle W_{i}, \cdot\right\rangle_{H D(\alpha)}$ with $W_{i} \in H D(\alpha+\gamma)$ and $c_{i} \in H D(\alpha), \alpha \geqq 0$, $\gamma \geqq 0$ then $\forall n \in \mathbb{N}$.

$$
\begin{equation*}
\rho_{n} \leqq 3 \cdot 2^{\gamma} \cdot p \max _{\substack{1 \leqq i \leqq p \\ 1 \leqq j \leqq p}}\left\|A^{\gamma} W_{i}\right\|_{H D(\alpha)}\left\|c_{j}\right\|_{H D(\alpha)}\left(\mu_{0}-\mu_{n_{+}}\right)^{-\gamma} \tag{5.15}
\end{equation*}
$$

i.e. $\rho_{n}=O\left(n^{-2 \gamma / d}\right)$ for $n \rightarrow \infty$.

Note that parts b and c can be seen as dual statements.

For part a of the corollary we use (5.13) and the fact that under the given conditions the functions $N_{i j}(\lambda)$ given in (5.9) vanish if $\operatorname{Re} \lambda$ becomes too negative. For part $b$ of the corollary we use (5.13) and the estimate

$$
\begin{aligned}
N_{i j}(\lambda) & =\sum_{\substack{n \in \mathbb{N} \\
\mu_{n}-\mu_{i} \leqq \frac{1}{2}\left(\operatorname{Re} \lambda-\mu_{1}\right)}}\left(\mu_{0}-\mu_{n}\right)^{-\gamma}\left|P_{i} \hat{\phi}_{n}\right|\left|\left\langle\hat{\phi}_{n}, A^{\gamma} c_{j}\right\rangle_{H D(\beta)}\right|, \\
& \leqq\left(\frac{1}{2}\right)^{-\gamma}\left(\mu_{0}-\operatorname{Re} \lambda\right)^{-\gamma} \sum_{n \in \mathbb{N}}\left|P_{i} \hat{\phi}_{n}\right|\left|\left\langle\hat{\phi}_{n}, A^{\gamma} c_{j}\right\rangle_{H D(\beta)}\right| .
\end{aligned}
$$

The last statement of the corollary is a consequence of the asymptotics of the eigenvalues. Part c is proven completely analogous to part b .
6. On the occurrence of the super-singular case: $\sigma(L+\Pi)=\mathbb{C}$. First we shall give an example which demonstrates that cases where $\sigma(L+\Pi)=\mathbb{C}$ really can occur.

In this example we take $L$ as in (1.4) and

$$
\begin{equation*}
\Pi=c \delta_{y} L \tag{6.1}
\end{equation*}
$$

with

$$
\begin{aligned}
& y \text { some point on } \partial D, \delta_{y} w=w(y) \\
& c \text { some function } \in C^{\infty}(\bar{D}) \text { with the property, } \\
& c(y)=-1
\end{aligned}
$$

Note that this example falls in the context of $\S 3$, for (3.3a) is applicable for any $s>d / 2, s \notin-\frac{1}{2}+\mathbb{N}$ with $d$ the dimension of the space or (3.3b) is applicable for any $\alpha>0, \alpha \in \mathbb{N}$. Let us now calculate the Weinstein-Aronszajn determinant

$$
\begin{align*}
\omega(\lambda) & =1+\delta_{y} L(L-\lambda)^{-1} c=1+\delta_{y}\left\{1+\lambda(L-\lambda)^{-1}\right\} c  \tag{6.2}\\
& =1+\delta_{y} c=0
\end{align*}
$$

for all $\lambda \notin \sigma(L)$ ! Here we used that $\delta_{y}(L-\lambda)^{-1}=0$ because of the Dirichlet b.c. and $y \in \partial D$. Consequently $\omega \equiv 0$ on $\mathbb{C}$ and Theorem 5.1 yields $\sigma(L+\Pi)=\mathbb{C}$.

We observe that in this example the operator $L$ is not densely defined on the space $Y$. Hence it is not very surprising, that perturbations of $L$ can destroy its nice spectral properties. Nevertheless, even in this situation though apparently cases with $\sigma(L+\Pi)$ $=\mathbb{C}$ can occur, one intuitively gets the feeling that the occurrence of these supersingular cases is very rare. This feeling will be given a mathematical base in Theorem 7.1. First we introduce some concepts. From now on we suppose that $X, Y$ are spaces of real or complex functions as indicated in (3.3).

The set of admissible feedback controls is defined to be

$$
\begin{equation*}
R C=\{\Pi \in \mathscr{L}(X \rightarrow Y) \mid \Pi \text { real and dim } \operatorname{ran} \Pi \leqq p\} . \tag{6.3}
\end{equation*}
$$

$R C$ is a closed subset of $\mathscr{L}(X \rightarrow Y)$, which we endow with the norm inherited from $\mathscr{L}(X \rightarrow Y)$. Note that $R C$ is not a linear space. It is true that $\Pi \in R C \Rightarrow \alpha \Pi \in R C$ for each $\alpha \in \mathbb{R}$, but $\Pi_{1} \in R C$ and $\Pi_{2} \in R C$ does not necessarily imply $\Pi_{1}+\Pi_{2} \in R C$ !

Each element of $R C$ is of the form $\sum_{i=1}^{p} c_{i} P_{i}$ with some real $(c, P) \in Y^{p} \times\left(X^{\prime}\right)^{p}$. However quite a number of different $(c, P)$ 's in $Y^{p} \times\left(X^{\prime}\right)^{p}$ correspond to the same $\Pi \in R C$. This induces an equivalence relation on $Y^{p} \times\left(X^{\prime}\right)^{p}$ as follows $(c, P) \sim(\hat{c}, \hat{P}) \Leftrightarrow$ $\sum_{i=1}^{p} c_{i} P_{i}=\sum_{i=1}^{p} \hat{c}_{i} \hat{P}_{i}$.

So $R C$ can be identified with $\left\{Y^{p} \times\left(X^{\prime}\right)^{p}\right\} / \sim$. The following statement, which relates the topology of $R C$ to the topology of $Y^{p} \times\left(X^{\prime}\right)^{p}$, can easily be verified. Let $\Pi \in R C$ be given with $\operatorname{dim} \operatorname{ran} \Pi=q \leqq p, \Pi=\sum_{i=1}^{p} c_{i} P_{i}$ with $c_{i}=0, P_{i}=0$ for $i>q$. Then $\exists M>0 \exists \varepsilon_{0}>0 \forall \varepsilon \in\left(0, \varepsilon_{0}\right) \forall \Pi^{(1)} \in R G:$

$$
\begin{equation*}
\left\|\Pi-\Pi^{(1)}\right\|_{R C} \leqq \varepsilon \Rightarrow \exists\left(c^{(1)}, P^{(1)}\right) \in Y^{p} \times\left(X^{\prime}\right)^{p}, \tag{6.4}
\end{equation*}
$$

such that $\left\|(c, P)-\left(c^{(1)}, P^{(1)}\right)\right\|_{Y^{p} \times\left(X^{\prime}\right)^{p}} \leqq M \varepsilon^{1 / 2}$ and $\Pi^{(1)}=\sum_{i=1}^{p} c_{i}^{(1)} P_{i}^{(1)}$.
Let us further introduce $R C_{0}, R C_{s}$ the subsets of $R C$ consisting of nonsingular, singular controls

$$
\begin{align*}
& \Pi \in R C_{0} \Rightarrow \sigma(L+\Pi) \neq \mathbb{C},  \tag{6.5}\\
& \Pi \in R C_{s} \Rightarrow \sigma(L+\Pi)=\mathbb{C} .
\end{align*}
$$

Theorem 6.1.
a. The property of nonsingularity of the feedback control is generic: $R C_{0}$ is an open and dense subset of RC.
b. Singular feedback controls have a neglectable probability of occurrence in the following sense: for each finite dimensional linear subspace $H$ of $R C$ the Lebesgue measure in $H$ of $H \cap R C_{s}$ equals 0 .

Proof of Theorem 6.1. In order to express the dependence of the Weinstein-Aronszajn determinant on $\Pi$ we introduce the notation $\omega(\lambda ; \Pi)$. Using (6.4) it is easily checked that for each fixed $\lambda \notin \sigma(L)$ the map $\omega(\lambda ; \cdot)$ from $R C$ into $\mathbb{C}$ is continuous.
(i) We shall show that $R C_{0}$ is open in $R C . \Pi \in R C_{0}$ implies $\omega(\lambda ; \Pi) \neq 0$ for some $\lambda \notin \sigma(L)$, see Theorem 5.1. Consequently the following formula holds true:

$$
R C_{0}=\bigcup_{\lambda \notin \sigma(L)} \omega(\lambda ; \cdot)^{-1}\{\mathbb{C} \backslash\{0\}\} .
$$

$\mathbb{C} \backslash\{0\}$ is open and $\omega(\lambda ; \cdot)^{-1}\{\mathbb{C} \backslash\{0\}\}$ is open in $R C . R C_{0}$ is the union of open sets and hence it is open itself.
(ii) Let us next demonstrate that $R C_{0}$ is dense in $R C$. Take $\Pi \in R C_{0}$. For fixed $\lambda \notin \sigma(L)$ we have that $\omega(\lambda ;(1-\varepsilon) \Pi)$ is a nonconstant polynomial in $\varepsilon$. So for $\varepsilon \neq 0$ and $\varepsilon$ arbitrarily small we see that $(1-\varepsilon) \Pi \in R C_{0}$.
(iii) Our last step is to show that for each finite dimensional linear subspace $H$ of $R C$ we have meas $\left(H \cap R C_{s}\right)=0$. Let $\Pi_{1}, \cdots, \Pi_{m}$ be a base of $H$. For each fixed $\lambda \notin \sigma(L)$ the function $\omega\left(\lambda ; \sum_{i=1}^{m} \xi_{i} \Pi_{i}\right)$ defines a polynomial in $\xi_{1}, \cdots, \xi_{m}$ which equals 1 for $\xi=0 \in \mathbb{R}^{m}$. This implies that the set $\left\{\xi \in \mathbb{R}^{m} \mid \omega\left(\lambda ; \sum_{i=1}^{m} \xi_{i} \Pi_{i}\right)=0\right\}$ has measure $=0$ in $\mathbb{R}^{m}$. In other words $Z(\lambda ; H)=\{\Pi \in H \mid \omega(\lambda ; \Pi)=0\}$ has measure $=0$ in $H$. So certainly $R C_{s} \cap H=\bigcap_{\lambda \notin \sigma(L)} Z(\lambda ; H)$ has measure zero in $H$.
7. On the completeness of generalized eigenspaces and their eigenprojections. Let us assume that $\Pi$ is of one of the types indicated in (3.3) and that $\sigma(L+\Pi) \neq \mathbb{C}$. The resolvent $(L+\Pi-\lambda)^{-1}$ is then a compact operator on $Y$ for $\lambda \notin \sigma(L+\Pi)$.

Hence to each $\lambda \in \sigma(L+\Pi)$ there corresponds a generalized eigenspace $N(\lambda)$ with a dimension equal to the algebraic multiplicity of $\lambda$ and a projection operator $P(\lambda)$ into $N(\lambda)$. Here $N(\lambda)$ and $P(\lambda)$ with $\lambda \in \sigma(L+\Pi)$ are given by:

$$
\begin{align*}
& N(\lambda)=\text { null space of }(L+\Pi-\lambda)^{s}  \tag{7.1}\\
& P(\lambda)=\frac{1}{2 \pi i} \int_{\Gamma(\lambda)}(L+\Pi-\lambda)^{-1} d \zeta \tag{7.2}
\end{align*}
$$

see Kato (1966, Chap. III).

In (7.1) $s$ is a sufficiently large number $\in \mathbb{N}$. The smallest number $s \in \mathbb{N}$ such that (7.1) is true will be denoted by $s(\lambda)$. In (7.2) $\Gamma(\lambda)$ is a smooth contour which encircles the eigenvalue $\lambda$ in such a way that $\sigma(L+\Pi) \backslash\{\lambda\}$ lies outside $\Gamma(\lambda)$.

In Lemma 7.1 we shall give somewhat more explicit expressions for the forms of $N(\lambda)$ and $P(\lambda), \lambda \in \sigma(L+\Pi)$.

Further, in Theorems 7.1 and 7.2 we shall prove that under certain conditions the system of eigenprojections is complete i.e.

$$
I=\sum_{\lambda \in \sigma(L+\Pi)} P(\lambda)
$$

Let us now first introduce some further notation. For $\lambda \in \sigma(L+\Pi)$ we define $q(\lambda) \in \mathbb{Z}$ and $p \times p$ matrices $Q_{r}(\lambda)$ with $r \in \mathbb{Z}, r \geqq q(\lambda)$ by

$$
\begin{equation*}
\Omega(\zeta)^{-1}=\sum_{r \geqq q(\lambda)}(\zeta-\lambda)^{r} Q_{r}(\lambda) \tag{7.3}
\end{equation*}
$$

Here (7.3) expresses the Laurent expansion for $\zeta \rightarrow \lambda$ of the matrix function $\Omega(\zeta)^{-1}$ with $\Omega$ as defined in (3.5). $q(\lambda)$ is such that $Q_{q(\lambda)}(\lambda) \neq 0$, so $q(\lambda)$ is the Laurent index of $\Omega^{-1}$ at the point $\lambda$.

From the Weinstein-Aronszajn theory it follows, that if $\lambda \in \sigma(L+\Pi) \backslash \sigma(L)$ then $q(\lambda)<0$.

In Lemma 7.1 the notation $\langle$,$\rangle will be used analogous to (3.6) and (3.9).$
Lemma 7.1.
a. If $\lambda \in \sigma(L+\Pi) \backslash \sigma(L)$ then
(i) $N(\lambda)$ has a basis $\left\{\chi_{i}^{\lambda}: 1 \leqq i \leqq \operatorname{dim} N(\lambda)\right\}$ with each $\chi_{i}^{\lambda}$ a linear combination of the functions $(L-\lambda)^{-k} c_{j}, 1 \leqq k \leqq s(\lambda), 1 \leqq j \leqq p$;
(ii) the eigenprojection $P(\lambda)$ has the form

$$
\begin{equation*}
P(\lambda)=\sum_{\substack{r \geq q(\lambda) \\ k \geq 1, m \geq 1 \\ k+m+r=1}}\left\langle(L-\lambda)^{-k} c, Q_{r}(\lambda) P(L-\lambda)^{-m} \cdot\right\rangle . \tag{7.4}
\end{equation*}
$$

b. If $\lambda \in \sigma(L+\Pi) \cap \sigma(L)$ then
(i) $N(\lambda)$ has a basis $\left\{\chi_{i}^{\lambda} ; 1 \leqq i \leqq \operatorname{dim} N(\lambda)\right\}$ with each $\chi_{i}^{\lambda}$ a linear combination of the functions $(L-\lambda)_{*}^{-k} c_{j}, \phi_{n}, 1 \leqq k \leqq s(\lambda), 1 \leqq j \leqq p, n \in J(\lambda)$;
(ii) the eigenprojection $P(\lambda)$ has the form

$$
\begin{align*}
P(\lambda)=E(\lambda) & -\sum_{\substack{r \geq q(\lambda) \\
k \geq 1 \\
k+r=1}}\left\langle(L-\lambda)_{*}^{-k} c, Q_{r}(\lambda) P E(\lambda) \cdot\right\rangle  \tag{7.5}\\
& -\sum_{\substack{r \geq q(\lambda) \\
m \geq 1 \\
m+r=1}}\left\langle E(\lambda) c, Q_{r}(\lambda) P(L-\lambda)_{*}^{-m} \cdot\right\rangle \\
& +\sum_{\substack{r \geq q(\lambda) \\
k \geqq 1, m \geq 1 \\
k \neq m+r=1}}\left\langle(L-\lambda)_{*}^{-k} c, Q_{r}(\lambda) P(L-\lambda)_{*}^{-m} \cdot\right\rangle .
\end{align*}
$$

Proof of Lemma 7.1.
(i) Let us first prove $\mathrm{a}(\mathrm{i})$ and $\mathrm{b}(\mathrm{i})$. Let us denote by $(L+\Pi-\lambda)^{-1} g$ with $\lambda \in$ $\sigma(L+\Pi)$ the space of solutions $u$ of (3.1)-(3.2). In case a $(L+\Pi-\lambda)^{-1} g$ is given by the right-hand side of (3.6) with $\Omega(\lambda)^{-1} P(L-\lambda)^{-1} g$ interpreted as the set of solutions of
$\Omega(\lambda) \xi=P(L-\lambda)^{-1} g$. In case $\mathrm{b}(L+\Pi-\lambda)^{-1} g$ is given by the right-hand side of (3.9) where $\hat{\Omega}(\lambda)^{-1}\left(\phi_{\phi^{\prime}}^{P(L-\lambda) *^{-1}}\right) g$ is interpreted in the obvious way. Of course for $V \subset Y$ we mean by $(L+\Pi-\lambda)^{-1} V$ the union of the $(L+\Pi-\lambda)^{-1}$ with $g \in V$.

Now we have the formula

$$
\begin{equation*}
N(\lambda)=(L+\Pi-\lambda)^{-s(\lambda)}\{0\} \tag{7.6}
\end{equation*}
$$

Repeated application of the adapted forms of (3.6)-(3.9) to (7.6) shows immediately that $\mathrm{a}(\mathrm{i})$ and $\mathrm{b}(\mathrm{i})$ hold.
(ii) Let us now prove $a(i i)$ and $b(i i)$. From the definition in (7.2) we derive using the expression (3.6) for $(L+\Pi-\zeta)^{-1}$

$$
\begin{equation*}
P(\lambda)=-\frac{1}{2 \pi i} \oint_{\Gamma(\lambda)}(L-\zeta)^{-1} d \zeta+\frac{1}{2 \pi i} \oint_{\Gamma(\lambda)}\left\langle(L-\zeta)^{-1} c, \Omega(\zeta)^{-1}(L-\zeta)^{-1} \cdot\right\rangle d \zeta . \tag{7.7}
\end{equation*}
$$

For $\Gamma(\lambda)$ we choose a contour $|\lambda-\zeta|=\delta$ with $\delta>0$ so small that $\{\sigma(L+\Pi) \cup \sigma(L)\} \cap$ $\{\zeta||\lambda-\zeta| \leqq \delta\}=\{\lambda\}$.

Next we plug the Laurent expansion of $\Omega(\zeta)^{-1}$ given in (8.3) and the Laurent expansion of $(L-\zeta)^{-1}$ for $\zeta \rightarrow \lambda$ to be given here below in (7.8) into (7.7):

$$
\begin{align*}
& (L-\zeta)^{-1}=\sum_{k=0}^{\infty}(L-\lambda)^{-k-1}(\zeta-\lambda)^{k} \quad \text { in case } \mathrm{a}  \tag{7.8}\\
& -(\zeta-\lambda)^{-1} E(\lambda)+\sum_{k=0}^{\infty}(L-\lambda)_{*}^{-k-1}(\zeta-\lambda)^{k} \quad \text { in case } \mathrm{b}
\end{align*}
$$

The convergence of the sums in (7.8) is in $L(H D(\alpha) \rightarrow H D(\alpha))$. An application of the Cauchy residue theorem then gives (7.4) in case a and (7.5) in case b.

Let us now suppose that $\Pi$ satisfies the same assumption as in (4.1a), namely for $i=1, \cdots, p: c_{i} \in H D(\alpha), P_{i} \in H D(\beta), 0 \leqq \alpha \leqq \beta<\alpha+1$.

The spectrum $\sigma(L+\Pi)$ can then be given as a sequence $\left\{\lambda_{n} ; n \in \mathbb{N}\right\}$ such that $n>m \Rightarrow \lambda_{m}, \operatorname{Re} \lambda_{n} \leqq \operatorname{Re} \lambda_{m}$ and $\operatorname{Re} \lambda_{n} \downarrow-\infty$ for $n \uparrow \infty$.

Let us denote for a finite subset $F \subset \mathbb{N}$ by $N\left(\lambda_{n} ; n \in F\right)$ the finite-dimensional linear subspace of $H D(\alpha)$ spanned by the $N\left(\lambda_{n}\right)$ 's with $n \in F$.

Then since $A$ is selfadjoint, $A^{-1} \Pi$ is compact and $A^{-m}$ is of Hilbert type, it is a well-known result (see Dunford and Schwartz (1962, p. 2374) or Gohberg and Krein (1969, pp. 276-277)) that the generalized eigenspaces are complete in the following sense

$$
\begin{align*}
& \forall u \in H D(\alpha) \exists\left\{u_{k} ; k \in \mathbb{N}\right\} \text { with } u_{k} \in N\left(\lambda_{n} ; 1 \leqq n \leqq k\right) \\
& \text { such that } \lim _{k \rightarrow \infty}\left\|u-u_{k}\right\|_{H D(\alpha)}=0 . \tag{7.9}
\end{align*}
$$

This result shows that each element of $H D(\alpha)$ can be approximated with linear combinations of generalized eigenfunctions.

Next we shall prove that the eigenprojections $P(\lambda)$ with $\lambda \in \sigma(L+\Pi)$ are "conditionally complete" in certain cases.

This means that elements of $H D(\alpha)$ can be expanded in terms of generalized eigenfunctions. In order to prove this, we have to make rather strong assumptions. In the first place:

$$
\begin{equation*}
\text { for } 1 \leqq i \leqq p: P_{i} \in H D(\alpha)^{\prime}, \quad c_{i} \in H D(\alpha) \quad \text { with } \alpha \geqq 0, \tag{7.10}
\end{equation*}
$$

i.e. $\Pi$ falls in the class of (4.1a) with $\alpha=\beta$. For our other assumptions we have to introduce some notation. Let $\left\{\hat{\phi}_{n} ; n \in \mathbb{N}\right\}$ be the sequence of eigenfunctions of the uncontrolled problem normalized in $H D(\alpha)$ i.e. $\hat{\phi}_{n}=\phi_{n} /\left\|\phi_{n}\right\|_{H D(\alpha)}, \phi_{n}$ as in (2.1.1), (2.1.2).

For $n \in \mathbb{N}$ we define the following numbers:

$$
\begin{align*}
& C^{(n+1)}=\sqrt{p} \max _{j=i, \cdots, p}\left\{\sum_{\substack{k \in \mathbb{N} \\
\mu_{k}-\mu_{1} \leqq \frac{1}{2}\left(\mu_{n}-\mu_{1}\right)}}\left|\left\langle c_{j}, \hat{\phi}_{k}\right\rangle_{H D(\alpha)}\right|^{2}\right\}^{1 / 2}, \\
& Q^{(n+1)}=p \max _{i=1, \cdots, p}\left\{\sum_{\substack{k \in \mathbb{N} \\
\mu_{k}-\mu_{1} \leqq \frac{1}{2}\left(\mu_{n}-\mu_{1}\right)}}\left|P_{i} \hat{\phi}_{k}\right|^{2}\right\}^{1 / 2},  \tag{7.11}\\
& r(n)=4 C^{(n)} Q^{(n)}, \\
& h(n)=\frac{r(n-1)}{\mu_{n-1}-\mu_{n}}, \quad g(n)=\frac{\left(\mu_{n}-\mu_{n+1}\right)\left(\mu_{1}-\mu_{n}\right)}{\left(C^{(n)}+Q^{(n)}\right)^{2}}
\end{align*}
$$

Here we use the convention: $a .0^{-1}=\infty$ for $a>0$ and $0.0^{-1}=1$. Note that $r(n) \downarrow 0$ for $n \uparrow \infty$ and, that $r(n) \geqq \rho_{n}$ with $\rho_{n}$ as in Theorem 5.2 and (5.13), if $\mu_{n}<\mu_{n-1}$. Consequently we have $\sigma(L+\Pi) \subset \bigcup_{n \in \mathbb{N}}\left\{\lambda| | \mu_{n}-\lambda \mid \leqq r(n)\right\}$. This fact will play an important role further on. In order to show the conditional completeness of the eigenprojections, we now assume that there exists a strictly increasing subsequence of $\mathbb{N}$, which we denote by $\{s(n) ; n \in \mathbb{N}\}$, with the following properties:

$$
\begin{align*}
& \lim _{n \rightarrow \infty} h(s(n))=0,  \tag{7.12}\\
& \lim _{n \rightarrow \infty} g(s(n)-1)=\infty \tag{7.13}
\end{align*}
$$

These conditions are rather frequently satisfied. Roughly speaking they require that the expansion coefficients of the $c_{i}$ 's and $P_{j}$ 's w.r.t. the basis of eigenfunctions corresponding to $L$ decay sufficiently fast compared with the length of certain gaps in the spectrum of $L$ towards $+\infty$. For example, in the case of the Laplace operator: $L=\Delta$ on a block: $D=\left\{x| | x_{i}-a_{i} \mid<L_{i}, i=1, \cdots, d\right\}$ in $d$ dimensions, these assumptions are fulfilled, because the difference between two different consecutive eigenvalues $\mu_{n-1}-\mu_{n}$ is larger than $\pi^{2} L^{-2}$ with $L=\min _{i=1, \cdots, d} L_{i}$, and: $\mu_{1}-\mu_{n} \uparrow \infty$ for $n \uparrow \infty, C^{(n)}, Q^{(n)} \downarrow 0$ for $n \uparrow \infty$. From the general theory for the asymptotics of the eigenvalues given in (2.1.5) it follows that:
$\exists K>0 \forall M>0 \exists n \geqq M$ such that
(i) $\mu_{1}-\mu_{n} \leqq K n^{2 / d}$ and (ii) $\mu_{n-1}-\mu_{n} \geqq K n^{(2-d) / d}$
with $d$ the dimension of the domain $D$. The second part of this statement has to hold, because its denial: $\forall K>0 \exists M>0$ such that $\forall n \geqq M: \mu_{n-1}-\mu_{n} \leqq K n^{(2-d) / d}$, implies: $\mu_{1}-\mu_{n}=o\left(n^{2 / d}\right)$ for $n \rightarrow \infty$, which contradicts (2.1.5). For a suitable choice of $K$ the first part holds for every $n$. An immediate consequence of this statement is that
$\exists K>0 \forall M>0 \exists n \geqq M:$
(i) $h(n) \leqq K^{-1} r(n-1) \cdot n^{(d-2) / d}$ and (ii) $g(n-1) \geqq K^{2} n^{(4-d) / d} \cdot R\left(C^{(n)}+Q^{(n)}\right)^{-2}$.

The conclusion is that (7.12) is automatically satisfied if $d=1,2$ and that (7.13) is automatically satisfied if $d=1,2,3,4$. In order to ensure that (7.12)-(7.13) are satisfied in situations where the dimension of the domain is not as specified above, it is sufficient to require more regularity for the $c_{i}$ 's and $P_{j}$ 's:

$$
\begin{aligned}
& c_{i} \in H D(\alpha+\gamma) \\
& P_{i}=\left\langle W_{i}, \cdot\right\rangle_{H D(\alpha)} \text { with } W_{i} \in H D(\alpha+\gamma) .
\end{aligned}
$$

It will be clear that both $C^{(n)}$ and $Q^{(n)}$ behave then as $o\left(\left(\mu_{1}-\mu_{n}\right)^{-\gamma}\right)$ for $n \rightarrow \infty$. Therefore, (7.12) is fulfilled if $\gamma \geqq \max \left(0, \frac{1}{4}(d-2)\right.$ ) and in order to fulfill (7.13) we must have $\gamma \geqq \max \left(0, \frac{1}{4}(d-4)\right.$ ). Thus we have demonstrated that (7.11)-(7.13) are not very restrictive.

Finally we introduce the notation for $S \subset \mathbf{C}$

$$
\begin{align*}
& P(\lambda ; \lambda \in S)=\sum_{\lambda \in S \cap \sigma(L+\Pi)} P(\lambda),  \tag{7.14}\\
& P(\lambda ; \lambda \in \varnothing)=0 .
\end{align*}
$$

We shall prove the following result.
Theorem 7.1. Suppose that the conditions (7.10) and (7.13) are satisfied. Then the eigenprojections are conditionally complete in the following sense:

$$
\begin{equation*}
I=\sum_{n=1}^{\infty} P\left(\lambda ; \lambda \in S_{n}\right) \tag{7.15}
\end{equation*}
$$

where by definition: $S_{1}=\left\{\lambda \mid \operatorname{Re} \lambda>\mu_{s(n-1)}+r(1)\right\}$ and for $n>1 S_{n}=\left\{\lambda \mid \mu_{s(n)}+r(n)<\right.$ $\left.\operatorname{Re} \lambda<\mu_{s(n-1)}+r(n-1)\right\}$. The convergence of the sum in (7.15) is strongly in $H D(\alpha)$.

Proof of Theorem 7.1. The scheme of this proof is identical to the proof of Kato (1966, Thm. 4.5, Chap. V, §4.5, pp. 293-295). We already know that

$$
\begin{equation*}
I=\sum_{n=1}^{\infty} E\left(\lambda ; \lambda \in S_{n}\right) \tag{7.16}
\end{equation*}
$$

where $E\left(\lambda ; \lambda \in S_{n}\right)=\sum_{\lambda \in S_{n} \cap \sigma(L)} E(\lambda)$ with $E(\lambda)$ as in (2.1.4). The convergence of the sum in (7.16) is strongly in $H D(\alpha)$. We shall now show that

$$
\begin{equation*}
R_{N}=\sum_{n=1}^{N} P\left(\lambda ; \lambda \in S_{n}\right)-\sum_{n=1}^{N} E\left(\lambda ; \lambda \in S_{n}\right) \rightarrow 0 \quad \text { for } N \rightarrow \infty \tag{7.17}
\end{equation*}
$$

in $\mathscr{L}(H D(\alpha) \rightarrow H D(\alpha))$. It is then clear that (7.15) holds true. We have the following formula

$$
\begin{equation*}
R_{N}=-\frac{1}{2 \pi i} \oint_{\gamma_{N}}\left\{(L+\Pi-\xi)^{-1}-(L-\xi)^{-1}\right\} d \zeta \tag{7.18}
\end{equation*}
$$

see, Kato (1966, p. 294, 4.19). Here $\gamma_{N}$ is the contour consisting of
(i) half the circle $\left\{\zeta\left|\left|\xi-\nu_{N}\right|=R, \operatorname{Re} \xi \geqq \nu_{N}\right\}\right.$,
(ii) the vertical interval $\left\{\xi\left|\operatorname{Re} \xi=\nu_{N},|\operatorname{Im} \xi| \geqq R\right\}\right.$, with $\nu_{N}=\frac{1}{2}\left(\mu_{s(N)}+\mu_{s(N)-1}\right)$ and $R$ sufficiently large. Of course, (7.18) holds since $\{\sigma(L+\Pi) \cup \sigma(L)\} \cap \cup_{n=1}^{N} S_{n}$ lies inside the contour $\gamma_{N}$, if $R$ is sufficiently large (Theorem 5.2!)

Using the form of $(L+\Pi+\xi)^{-1}$ given in (3.6), we get

$$
\begin{equation*}
R_{N}=\frac{1}{2 \pi i} \oint_{\gamma_{n}}\left\langle\left\{(L-\xi)^{-1} c, \Omega(\xi)^{-1} P(L-\xi)^{-1}\right\}\right\rangle d \xi \tag{7.19}
\end{equation*}
$$

Since on the half circle $\left\{\xi\left|\left|\xi-\nu_{N}\right|=R, \operatorname{Re} \xi \geqq \nu_{N}\right\}\left\|(L-\xi)^{-1}\right\| \|_{H D(\alpha)}=O(1 / R)\right.$ for $R \uparrow \infty$, we can reduce (7.19) to

$$
\begin{equation*}
R_{N}=\frac{1}{2 \pi i} \int_{-\infty}^{\infty}\left\langle\left(L-\nu_{N}-i \xi\right)^{-1} c, \Omega\left(\nu_{N}+i \xi\right)^{-1} P\left(L-\nu_{N}-i \xi\right)^{-1}\right\rangle d \xi \tag{7.20}
\end{equation*}
$$

Thus we obtain the following estimate

$$
\begin{equation*}
\left\|R_{n}\right\|_{H D(\alpha)} \leqq \frac{w_{0}}{\pi} \int_{0}^{\infty}\left\|\left(L-\nu_{N}-\xi\right)^{-1} c\right\|_{\{H D(\alpha)\}^{p}}\left\|P\left(L-\nu_{N}-i \xi\right)^{-1}\right\|_{\left\{H D(\alpha)^{\prime}\right\}^{p}} d \xi \tag{7.21}
\end{equation*}
$$

with

$$
w_{0}=\max _{\xi \notin \cup_{n \in \mathbb{N}}\left\{\lambda| | \mu_{n}-\lambda \mid \leqq r(n)\right\}}\left\|\Omega(\zeta)^{-1}\right\|_{\mathbb{C}^{p}} .
$$

Let us first show that $w_{0}<\infty$. Analogous to the proof of Theorem 5.2 one can show that $\zeta \in \bigcup_{n \in \mathbb{N}}\left\{\lambda| | \mu_{n}-\lambda \mid \leqq r(n)\right\}$ implies for $j=1, \cdots, p$ :

$$
\begin{aligned}
& \sum_{i=1}^{p}\left|P_{i}(L-\zeta)^{-1} c_{j}\right| \leqq \frac{1}{d(\zeta)} \sum_{i=1}^{p} \sum_{\substack{n \\
\mu_{n}-\nu_{1} \leqq \frac{1}{2}\left(\operatorname{Re} \zeta-\mu_{1}\right)}}\left|P_{i} \hat{\phi}_{n}\right| \cdot\left|\left\langle\hat{\phi}_{n}, c_{j}\right\rangle_{H D(\alpha)}\right| \\
&+\frac{2}{\left|\xi-\mu_{1}\right|} \cdot \sum_{i=1}^{p} \sum_{\substack{n \in \mathbb{N} \\
\mu_{n}-\mu_{1}>\frac{1}{2}\left(\operatorname{Re} \xi-\mu_{1}\right)}}\left|P_{i} \cdot \hat{\phi}_{n}\right| \cdot\left|\left\langle\hat{\phi}_{n}, c_{j}\right\rangle_{H D(\alpha)}\right| \\
& \leqq r(n)^{-1} \cdot \frac{1}{4} r(n)+2 \cdot r(1)^{-1} \cdot \frac{1}{4} r(1)=\frac{3}{4} .
\end{aligned}
$$

So in the matrix norm $\|Z\|_{a}=\max _{j=1, \cdots, p} \sum_{i=1}^{p}\left|Z_{i j}\right|$ it is true that $\|I-\Omega(\zeta)\|_{a} \leqq \frac{3}{4}$. Consequently $\Omega(\zeta)$ is invertible and $\left\|\Omega(\zeta)^{-1}\right\|_{a}^{p} \leqq 4$. Since there is a constant $M>0$, such that $\|I \cdot\|\left\|_{C^{p}} \leqq M\right\| \cdot \|_{a}$ it is clear that $w_{0}<\infty$.

In order to get further estimates from (7.21), we use the following trick. We decompose

$$
\begin{equation*}
c=E_{1}^{N} c+E_{2}^{N} c, \quad P=P E_{1}^{N}+P E_{2}^{N} \tag{7.22}
\end{equation*}
$$

with

$$
\begin{aligned}
& E_{1}^{N}=\sum_{\substack{k \in \mathbb{N} \\
\mu_{k}-\mu_{1} \leqq \frac{1}{2} d(N)}} \hat{\boldsymbol{\phi}}_{k}\left\langle\hat{\phi}_{k}, \cdot\right\rangle_{H D(\alpha)}, \\
& E_{2}^{N}=\sum_{\substack{k \in \mathbb{N} \\
\mu_{k}-\mu_{1}>\frac{1}{2} d(N)}} \hat{\boldsymbol{\phi}}_{k}\left\langle\hat{\phi}_{k}, \cdot\right\rangle_{H D(\alpha)}, \\
& d(N)=\mu_{s(N)-1}-\mu_{1} .
\end{aligned}
$$

It is easy to verify that for $\zeta \in(0, \infty)$ :

$$
\begin{align*}
& \left\|\left(L-\nu_{N}-i \zeta\right)^{-1} E_{1}^{N} c\right\|_{H D(\alpha)^{p}} \leqq\left\{\frac{1}{4} i_{0}(N)^{2}+\zeta^{2}\right\}^{-1 / 2} C_{1}^{N}, \\
& \left\|\left(L-\nu_{N}-i \zeta\right)^{-1} E_{2}^{N} c\right\|_{H D(\alpha)^{p}} \leqq\left\{\frac{1}{4} d(N)^{2}+\zeta^{2}\right\}^{-1 / 2} C_{2}, \\
& \left\|P E_{1}^{N}\left(L-\nu_{N}-i \zeta\right)^{-1}\right\|_{\left\{H D(\alpha)^{\prime}\right\}^{p}} \leqq\left\{\frac{1}{4} i_{0}(N)^{2}+\zeta^{2}\right\}^{-1 / 2} Q_{1}^{N},  \tag{7.23}\\
& \left\|P E_{2}^{N}\left(L-\nu_{N}-i \zeta\right)^{-1}\right\|_{\left\{H D(\alpha)^{\prime}\right\}^{p}} \leqq\left\{\frac{1}{4} d(N)^{2}+\zeta^{2}\right\}^{-1 / 2} Q_{2},
\end{align*}
$$

with $i_{0}(N)=\mu_{s(N)-1}-\mu_{s(N)}$.

$$
\begin{aligned}
& C_{1}^{N}=\sqrt{p} \max _{j=1, \cdots, p}\left\{\sum_{\substack{k \in \mathbb{N} \\
\mu_{k}-\mu_{1} \leqq \frac{1}{2} d(N)}}\left|\left\langle\phi_{k}, c_{j}\right\rangle_{H D(\alpha)}\right|^{2}\right\}^{1 / 2}=C^{(s(N)-1)}, \\
& C_{2}=\sqrt{p} \max _{j=1, \cdots, p}\left\|c_{j}\right\|_{H D(\alpha)} \\
& Q_{1}^{N}=\sqrt{p} \max _{i=1, \cdots, p}\left\{\sum_{\substack{k \in \mathbb{N} \\
\mu_{k}-\mu_{1} \leqq \frac{1}{2} d(N)}}\left|P_{i} \hat{\phi}_{k}\right|^{2}\right\}^{1 / 2}=Q^{(s(N)-1)}, \\
& Q_{2}=\sqrt{p} \max _{i=1, \cdots, p}\left\|P_{i}\right\|_{H D(\alpha)^{\prime} \cdot}
\end{aligned}
$$

Using (7.22)-(7.23), we obtain from (7.21)

$$
\begin{align*}
\left\|R_{N}\right\|_{H D(\alpha)} \leqq \frac{w_{0}}{\pi}\{ & C_{1}^{N} Q_{1}^{N} \int_{0}^{\infty}\left[\frac{1}{4} i_{0}(N)^{2}+\zeta^{2}\right]^{-1} d \zeta  \tag{7.24}\\
& +\left(C_{1}^{N} Q_{2}+C_{2} Q_{1}^{N}\right) \int_{0}^{\infty}\left[\frac{1}{4} i_{0}(N)^{2}+\zeta^{2}\right]^{-1 / 2}\left[\frac{1}{4} d(N)^{2}+\zeta^{2}\right]^{-1 / 2} d \zeta \\
& \left.+C_{2} Q_{2} \int_{0}^{\infty}\left[\frac{1}{4} d(N)^{2}+\zeta^{2}\right]^{-1} d \zeta\right\} \\
\leqq & w_{0}\left\{\frac{C_{1}^{N} Q_{1}^{N}}{i_{0}(N)}+\frac{C_{1}^{N} Q_{2}+C_{2} Q_{1}^{N}}{\sqrt{i_{0}(N) d(N)}}+\frac{C_{2} Q_{2}}{d(N)}\right\} \\
\leqq & w_{0}\left\{\frac{1}{4} h(s(N))+g(s(N)-1)^{-1 / 2}\left(C_{2}+Q_{2}\right)+\frac{C_{2} Q_{2}}{d(N)}\right\}
\end{align*}
$$

Using (7.13) it is clear that $\lim _{N \rightarrow \infty} \mid\left\|R_{N}\right\|_{H D(\alpha)}=0$ and this proves the theorem.
In the following theorem it is shown that at least in certain cases the eigenprojections are not only conditionally complete (i.e. complete for a prescribed way of summation) but even unconditionally complete.

Theorem 7.2. Suppose that:
(i) only a finite number of eigenvalues $\lambda \in \sigma(L)$ have multiplicities $>1$;
(ii) the feedback operator $\Pi$ satifies (7.10) and instead of (7.13) the following stronger condition holds:

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left|\frac{C^{(n)}}{i(n)}\right|^{2}<\infty, \quad \sum_{n=1}^{\infty}\left|\frac{Q^{(n)}}{i(n)}\right|^{2}<\infty, \quad \lim _{n \rightarrow \infty}\left|\frac{r(n)}{i(n)}\right|=0 \tag{7.25}
\end{equation*}
$$

with $C^{(n)}, Q^{(n)}, r(n)$ as in (7.11) and $i(n)=$ the distance of $\mu_{n}$ to $\sigma(L) \backslash\left\{\mu_{n}\right\}$;
(iii) the dimension of the domain $D$ satisfies $d \leqq 3$.

Then the eigenprojections are unconditionally complete, i.e.

$$
\begin{equation*}
I=\sum_{\lambda \in \sigma(L+\Pi)} P(\lambda) \tag{7.26}
\end{equation*}
$$

without any restriction on the numbering in the summation.
Proof of Theorem 7.2. We shall show that there is a constant $M>0$ such that for each subset $\Lambda \subset \sigma(L+\Pi)$

$$
\begin{equation*}
\left\|\sum_{\lambda \in \Lambda} P(\lambda)\right\|_{H D(\alpha)} \leqq M . \tag{7.27}
\end{equation*}
$$

Let us first demonstrate that (7.27) implies (7.26). Let $\left\{\Lambda_{n}: n \in \mathbb{N}\right\}$ be a sequence of subsets of $\sigma(L+\Pi)$ such that each $\Lambda_{n}$ is finite, $m>n \Rightarrow \Lambda_{m} \supset \Lambda_{n}$ and $\sigma(L+\Pi)=$ $\bigcup_{n \in \mathbb{N}} \Lambda_{n}$.

Take $\varepsilon>0$ arbitrarily small and pick $u \in H D(\alpha)$. Using Theorem 7.1, we can choose $N(\varepsilon)>0$ such that

$$
\left\|\left\{I-\sum_{n=1}^{N(\varepsilon)} P\left(\lambda ; \lambda \in S_{n}\right)\right\} u\right\|_{H D(\alpha)} \leqq \varepsilon .
$$

Take $M_{0}(\varepsilon)$ such that $\Lambda_{M_{0}(\varepsilon)} \supset \bigcup_{n=1}^{N(\varepsilon)} S_{n} \cap \sigma(L+\Pi)$. Then we have for $m \geqq M_{0}(\varepsilon)$ :

$$
I-\sum_{\lambda \in \Lambda_{m}} P(\lambda)=\left(\sum_{\lambda \in \sigma(L+\Pi) \backslash \Lambda_{m}} P(\lambda)\right)\left(I-\sum_{n=1}^{N(\varepsilon)} P\left(\lambda ; \lambda \in S_{n}\right)\right) .
$$

So $\left\|\left\{I-\Sigma_{\lambda \in \Lambda_{m}} P(\lambda)\right\} u\right\|_{H D(\alpha)} \leqq M \varepsilon$, i.e. $I=\lim _{n \rightarrow \infty} \Sigma_{\lambda \in \Lambda_{n}} P(\lambda)$ strongly in $H D(\alpha)$. In other words (7.27) implies (7.26).

In order to prove (7.27), our reasoning proceeds as follows. Define $\sigma_{1}(L)$ as the subset of $\sigma(L)$ consisting of all eigenvalues $\mu_{n}$ which have a multiplicity 1 and for which $r(n) / i(n)<\frac{1}{2}, h(n)<\frac{1}{2}$ with $h(n)$ as defined in (7.12). Note that because of the conditions (i) and (ii) the set $\sigma(L) \backslash \sigma_{1}(L)$ contains only a finite number of eigenvalues. An important remark is that for each $\mu_{n} \in \sigma_{1}(L)$ there is exactly one eigenvalue $\lambda_{n} \in \sigma(L+\Pi)$ for which $\left|\lambda_{n}-\mu_{n}\right|<\frac{1}{2} i(n)$ and the algebraic multiplicity of this eigenvalue $\lambda_{n}$ is equal to 1 .

We observe namely that as a consequence of Theorem 5.2 for each $\delta \in[0,1]$ the curve $\Gamma_{n}=\left\{\lambda| | \lambda-\mu_{n} \left\lvert\,=\frac{1}{2} i(n)\right.\right\}$ separates the spectrum $\sigma(L+\delta \Pi)$ into two parts. From the theory given in Kato (1966, Chap. IV, §3.5, pp. 213-214) it follows that the part of $\sigma(L+\delta \Pi)$ inside $\Gamma_{n}$ consists for all $\delta \in[0,1]$ of exactly one point $\lambda_{n}(\delta)$ which has multiplicity 1 and varies continuously with $\delta$. This implies the remark given above.

Let us now for $\mu_{n} \in \sigma_{1}(L)$ consider the difference between the one-dimensional projections $P\left(\lambda_{n}\right)$ and $E\left(\mu_{n}\right)$. We have:

$$
\begin{align*}
P\left(\lambda_{n}\right)-E\left(\mu_{n}\right)= & -\frac{1}{2 \pi i} \oint_{\Gamma_{n}}\left[(L+\Pi-\zeta)^{-1}-(L-\zeta)^{-1}\right] d \zeta  \tag{7.28}\\
= & \frac{1}{2 \pi i} \oint_{\Gamma_{n}}(L+\Pi-\zeta)^{-1} \Pi(L-\zeta)^{-1} d \zeta \\
= & \frac{1}{2 \pi i} \oint_{\Gamma_{n}}(L-\zeta)^{-1} \Pi(L-\zeta)^{-1} d \zeta \\
& -\frac{1}{2 \pi i} \oint_{\Gamma_{n}}\left\langle(L-\zeta)^{-1} c, \Omega(\zeta)^{-1} P(L-\zeta)^{-1} \Pi(L-\zeta) \cdot\right\rangle d \zeta \\
= & -E\left(\mu_{N}\right) \Pi\left(L-\mu_{n}\right)_{*}^{-1}-\left(L-\mu_{n}\right)_{*}^{-1} \Pi E\left(\mu_{n}\right) \\
& -\frac{1}{2 \pi i} \oint_{\Gamma_{n}}\left\langle(L-\zeta)^{-1} c, \Omega(\zeta)^{-1} P(L-\zeta)^{-1} \Pi(L-\zeta)^{-1} \cdot\right\rangle d \zeta .
\end{align*}
$$

The first and second equalities in (7.28) are obvious. For the third equality in (7.28) we used (3.6). For the final equality in (7.28) we used (7.8), case b and Cauchy's residue theorem. Using analogous tricks as in (7.21)-(7.23) we derive the following norm estimate for $P\left(\lambda_{n}\right)-E\left(\mu_{n}\right)$ from (7.28):

$$
\begin{align*}
& \left\|P\left(\lambda_{n}\right)-E\left(\mu_{n}\right)\right\|_{H D(\alpha)}  \tag{7.29}\\
& \leqq \\
& \quad 2 \hat{c}(n)\left(\frac{Q^{(n)}}{i(n)}+\frac{Q_{2}}{d_{0}(n)}\right)+2 \hat{P}^{(n)}\left(\frac{C^{(n)}}{i(n)}+\frac{C_{2}}{d_{0}(n)}\right) \\
& \quad+4 w_{0}\|P\|_{\left\{H D(\alpha)^{\prime}\right\}^{p} i(n)}\left(\frac{C^{(n)}}{i(n)}+\frac{C_{2}}{d_{0}(n)}\right)^{2}\left(\frac{Q^{(n)}}{i(n)}+\frac{Q_{2}}{d_{0}(n)}\right)
\end{align*}
$$

with

$$
\begin{aligned}
& \hat{c}^{(n)}=\sqrt{p} \max _{i=1, \cdots, p}\left|\left\langle c_{i}, \hat{\phi}_{n}\right\rangle_{H D(\alpha)}\right|, \\
& \hat{P}^{(n)}=\sqrt{p} \max _{i=1, \cdots, p}\left|P_{i} \hat{\phi}_{n}\right|, \\
& d_{0}(n)= \begin{cases}\mu_{1}-\mu_{n-1}+\frac{1}{2} i(n) & \text { for } n \geqq 2, \\
\infty & \text { for } n=1 .\end{cases}
\end{aligned}
$$

Note that because of (2.1.5) and condition (iii) we have $\sum_{n=1}^{\infty} d_{0}(n)^{-2}<\infty$. If we call the right-hand side in the estimate (7.29) rhs $(n)$ then $\operatorname{rhs}(n)$ makes sense for all $n \in \mathbb{N}$ and it is not difficult to verify that $\sum_{n=1}^{\infty} \operatorname{rhs}(n)<\infty$. Now define $\sigma_{1}(L+\Pi)=\sigma(L+\Pi)$ $\cap\left\{\cup_{\mu_{n} \in \sigma_{1}(L)}\left\{\lambda| | \lambda-\mu_{n} \left\lvert\,<\frac{1}{2} i(n)\right.\right\}\right\}$. It is clear that $\sigma(L+\Pi) \backslash \sigma_{1}(L+\Pi)$ is finite. For a
subset $\Lambda \subset \sigma(L+\Pi)$ we now decompose:

$$
\begin{align*}
\sum_{\lambda \in \Lambda} P(\lambda)= & \sum_{\lambda \in \sigma_{1}(L+\Pi) \cap \Lambda} P(\lambda)+\sum_{\substack{n \\
\lambda_{n} \in \sigma_{1}(L+\Pi) \cap \Lambda}}\left(P\left(\lambda_{n}\right)-E\left(\mu_{n}\right)\right)  \tag{7.30}\\
& +\sum_{\substack{n \\
\lambda_{n} \in \sigma_{1}(L+\Pi) \cap \Lambda}} E\left(\mu_{n}\right) .
\end{align*}
$$

From (7.30) we deduce

$$
\begin{align*}
\left\|\left\|\sum_{\lambda \in \Lambda} P(\lambda)\right\|\right. & \leqq \sum_{\lambda \in \sigma(L+\Pi) \backslash \sigma_{1}(L+\Pi)}\|P P(\lambda)\|+\sum_{\lambda_{n} \in \sigma_{1}(L+\Pi)}\left\|P\left(\lambda_{n}\right)-E\left(\mu_{n}\right)\right\| \|  \tag{7.31}\\
& +\left\|\sum_{\lambda_{n} \in \sigma_{1}(L+\Pi) \cap \Lambda} E\left(\mu_{n}\right)\right\| \\
& \leqq \sum_{\lambda \in \sigma(L+\Pi) \backslash \sigma_{1}(L+\Pi)}\|P(\lambda)\|+\sum_{n=1}^{\infty} \operatorname{rhs}(n)+1
\end{align*}
$$

Here ||| ||| is a shorthand notation for ||| ||| $\left.\right|_{H D(\alpha)}$.
In the second inequality of (7.31) we used the orthogonality of the projections $E\left(\mu_{n}\right)$ in the sense of $\langle,\rangle_{H D(\alpha)}$.

Herewith (7.27) has been verified and the proof is complete.
Note that in the one-dimensional case with $L=d^{2} / d x^{2}-q$ the condition (7.25) is always satisfied.

This follows from the estimate $\left|\mu_{n}+n^{2} \pi^{2} / 1^{2}\right| \leqq \max _{x \in D}|q(x)|, 1=$ length of the interval $D$, which holds for $n$ sufficiently large.

Theorem 7.1 can be seen as a generalization of a theorem given in Schwartz (1954) or Kramer (1957) for the special case that their perturbing operator (i.e. $\Pi$ here) has a finite-dimensional range. The advantage of the theorem given here is that it is also useful in certain nontrivial cases with $d>1$ whereas the conditions for the theorems given in the above mentioned references are such that these cases are automatically excluded.

For example, consider the case of the Laplace operator on a 2-dimensional rectangular domain $\{(x, y) \mid 0 \leqq x \leqq L, 0 \leqq y \leqq \sqrt{p} \cdot L\}$ with $p \in \mathbb{R} \backslash \mathbb{Q}$. For each $a \in \mathbb{R}$ there is at most one pair $n, m$ such that $n^{2}+p m^{2}=a$. The conclusion is, that all eigenvalues $\pi^{2} L^{-2}\left\{n^{2}+p m^{2}\right\}$ are simple; thus condition (i) in Theorem 7.2 is satisfied. In order to satisfy (7.25) in this example it is sufficient that the coefficients $P_{i} \hat{\phi}_{k}$ and $\left\langle c_{j}, \hat{\phi}_{k}\right\rangle_{H D(\alpha)}$ decrease sufficiently fast for $k \uparrow \infty$ compared with $i(k)$.
8. Some remarkable "resolution of the identity" formulae. Using the results on completeness of eigenprojections as given in $\S 7$ it is possible to deduce some remarkable formulae of the "resolution of the identity" type. We shall formulate these formulae without any reference to the control context where they come from. This is done in order to emphasize the general character of these formulae, which makes them interesting also outside the control context.

Theorem 8.1. Let L be a linear, uniformly elliptic, formally selfadjoint, 2 nd order partial differential operator with coefficients $\in C^{\infty}(\bar{D}), D \subset \mathbb{R}^{d}$ a bounded domain with a smooth boundary. Let $\sigma(L)$ be the spectrum associated to the Dirichlet problem for $L$. Suppose that each eigenvalue $\in \sigma(L)$ is simple and number these eigenvalues as $\left\{\mu_{n} ; \mu \in \mathbb{N}\right\}$ in such a way that $m>n \Rightarrow \mu_{m}<\mu_{n}$.

Let $\phi$ and $\Psi$ be two functions $\in H D(\gamma)$ with $\gamma \geqq \max \left(0, \frac{1}{4}(d-2)\right)$. Suppose that $\phi$ and $\Psi$ are such that the meromorphic function $\omega(\lambda)=1+\left\langle\Psi,(L-\lambda)^{-1} \phi\right\rangle_{L_{2}(D)}$ has (i) poles of order 1 in all points $\mu_{n} \in \sigma(L)$ (ii) only simple zeros.

Then it is possible to number the zeros of $\omega(\lambda)$ as $\left\{\mu_{n} ; n \in \mathbb{N}\right\}$ in such a way that for $n \uparrow \infty: \operatorname{Im}\left(\lambda_{n}\right) \downarrow-\infty, \operatorname{Re}\left(\lambda_{n}\right) \rightarrow 0$. Further we have the following resolutions of the identity in $L_{2}(D)$ :

$$
\begin{align*}
& I=\sum_{n \in \mathbb{N}}^{\prime}\left[\frac{d \omega}{d \lambda}\left(\lambda_{n}\right)\right]^{-1} \cdot\left(L-\lambda_{n}\right)^{-1} \phi \cdot\left\langle\left(L-\bar{\lambda}_{n}\right)^{-1} \Psi, \cdot\right\rangle_{L_{2}(D)},  \tag{8.1}\\
& I=\sum_{n \in \mathbb{N}}^{\prime}\left[\frac{d w}{d \lambda}\left(\lambda_{n}\right)\right]^{-1} \cdot\left(L-\lambda_{n}\right)^{-1} \Psi \cdot\left\langle\left(L-\bar{\lambda}_{n}\right)^{-1} \phi, \cdot\right\rangle_{L_{2}(D)} \tag{8.2}
\end{align*}
$$

Here $\sum_{n \in \mathbb{N}}^{\prime}$ means that the summation has to be done in a special order: $\Sigma_{n \in \mathbb{N}}^{\prime}=$ $\sum_{m=1}^{\infty}\left(\sum_{k(m)}^{k(m+1)-1} \cdot\right)$ with $k(1)=1, \quad m_{1}>m_{2} \Rightarrow k\left(m_{1}\right)>k\left(m_{2}\right)$. The convergence in (8.1)-(8.2) is meant in the following sense:

$$
\sum_{m=1}^{N}\left(\sum_{k k(m)}^{k(m+1)-1} \cdot\right) \rightarrow I \text { for } N \rightarrow \infty \text { strongly in } L_{2}(D) .
$$

In the special case $d=1$ and $L=\left(d^{2} / d x^{2}\right)-q$ one can replace in (8.1) and (8.2) $\Sigma_{n \in \mathbb{N}}^{\prime}$ by the normal summation $\Sigma_{n \in \mathbb{N}}$.

The sequences of functions $\left\{\left(L-\lambda_{n}\right)^{-1} \phi ; n \in \mathbb{N}\right\}$ and $\left\{\left(L-\bar{\lambda}_{n}\right)^{-1} \Psi ; n \in \mathbb{N}\right\}$ which appear in (8.1) and (8.2) satisfy a biorthogonality condition in $L_{2}(D)$ :

$$
\begin{equation*}
\left\langle\left(L-\bar{\lambda}_{k}\right)^{-1} \Psi,\left(L-\lambda_{m}\right)^{-1} \phi\right\rangle_{L_{2}(D)}=0 \quad \text { if } k \neq m \tag{8.3}
\end{equation*}
$$

Proof of Theorem 8.1. Consider the operator $L+\Pi_{1}$ with

$$
\begin{equation*}
\Pi_{1}=\phi\langle\Psi, \cdot\rangle_{L_{2}(D)} . \tag{8.4}
\end{equation*}
$$

Now the theory developed in the preceding sections is applicable to the Dirichlet problem for $L+\Pi$ with $X=Y=L_{2}(D)$. Note that $\omega(\lambda)$ is the Weinstein-Aronszajn determinant corresponding to $L+\Pi_{1}$, see $\S 3$.

It is now clear that $\sigma\left(L+\Pi_{1}\right)$ coincides with the set of zero's of $\omega(\lambda)$ and that each eigenvalue of $L+\Pi_{1}$ with Dirichlet b.c. has an algebraic multiplicity $=1$.

As a consequence of Theorem 5.2 they can be numbered in the way of Theorem 8.1.

Using Lemma 7.1a we find that the projection on the one-dimensional eigenspace $N\left(\lambda_{n}\right), \lambda_{n} \in \sigma\left(L+\Pi_{1}\right)$ is given by:

$$
\begin{align*}
P\left(\lambda_{n}\right) & =\left[\frac{d \omega}{d \lambda}\left(\lambda_{n}\right)\right]^{-1} \cdot\left(L-\lambda_{n}\right)^{-1} \phi \cdot\left\langle\Psi,\left(L-\lambda_{n}\right)^{-1} \cdot\right\rangle_{L_{2}(D)}  \tag{8.5}\\
& =\left[\frac{d \omega}{d \lambda}\left(\lambda_{n}\right)\right]^{-1} \cdot\left(L-\lambda_{n}\right)^{-1} \phi\left\langle\left(L-\bar{\lambda}_{n}\right)^{-1} \Psi, \cdot\right\rangle_{L_{2}(D)}
\end{align*}
$$

The resolution of the identity formula given in (8.1) is now found by applying Theorem 7.2. Note that the condition (7.13) is satisfied since $\phi, \Psi \in H D(\gamma)$ with $\gamma \geqq \max \left(0, \frac{1}{4}(d-2)\right)$.

By repeating the arguments above for $L+\Pi_{2}$ with

$$
\begin{equation*}
\Pi_{2}=\Psi\langle\phi, \cdot\rangle_{L_{2}(D)} \tag{8.6}
\end{equation*}
$$

the contents of (8.2) are found.

The remark in Theorem 8.1 that in (8.1) $\sum_{n \in \mathbb{N}}^{\prime}$ can be replaced by $\sum_{n \in \mathbb{N}}$ in the special case $d=1, L=d^{2} / d x^{2} q$ follows from Theorem 8.3, especially the remark just below the proof of that theorem.

The biorthogonality relation given in (8.3) follows directly from the following property of the projection $P\left(\lambda_{n}\right): P\left(\lambda_{n}\right) N\left(\lambda_{m}\right)=\{0\}$ for $n \neq m$. Consequently $P\left(\lambda_{n}\right)\left(L-\lambda_{m}\right)^{-1} \phi=0$ for $n \neq m$ and since $\left[d \omega / d \lambda\left(\lambda_{n}\right)\right]^{-1}\left(L-\lambda_{n}\right)^{-1} \phi \neq 0$ we have to have (8.3).

Note that one way to look at Theorem 8.1 is that the theorem, given the operator $L$, constructs for almost arbitrary $\phi$ and $\Psi$ biorthogonal sequences of the structure $\left\{\left(L-\lambda_{n}\right)^{-1} \phi,\left(L-\bar{\lambda}_{n}\right)^{-1} \Psi ; n \in \mathbb{N}\right\}$ which have a completeness property. The possibility of such a construction for almost arbitrary $\phi$ and $\Psi$ is not at all trivial!

Further we note that the idea of the proof of Theorem 8.1 can be used in many other situations to find interesting resolutions of the identity.

We shall give two other examples.
Theorem 8.2. Let $L$ and $\sigma(L)$ satisfy the same conditions as in Theorem 8.1. Now suppose that two functions $\phi$ and $\Psi \in H D(\gamma)$ with $\gamma \geqq \max \left(0, \frac{1}{4}(d-2)\right)$ are given with the property that $\forall n \in \mathbb{N}$ :

$$
\begin{equation*}
\hat{\phi}_{n}, \hat{\Psi}_{n}=0 \tag{8.7}
\end{equation*}
$$

with $\hat{\phi}_{n}=\left\langle\phi, \phi_{n}\right\rangle_{L_{2}(D)}, \hat{\Psi}_{n}=\left\langle\Psi, \phi_{n}\right\rangle_{L_{2}(D)}, \phi_{n}$ as in (2.1), (2.2).
Then the following resolution of the identity holds true in $L_{2}(D)$ :

$$
\begin{equation*}
I=\sum_{n \in \mathbb{N}}{ }^{\prime}\left(\phi_{n}-\alpha_{n} \hat{\Psi}_{n}\left(L-\mu_{n}\right)_{*}^{-1} \phi\right)\left\langle\phi_{n}-\beta_{n} \hat{\phi}_{n}\left(L-\mu_{n}\right)_{*}^{-1} \Psi, \cdot\right\rangle_{L_{2}(D)} \tag{8.8}
\end{equation*}
$$

with

$$
\alpha_{n}=\left\{\begin{array}{ll}
0 & \text { if } \hat{\phi}_{n} \neq 0, \\
1 & \text { if } \hat{\phi}_{n}=0,
\end{array} \quad \beta_{n}= \begin{cases}0 & \text { if } \hat{\Psi}_{n} \neq 0, \\
1 & \text { if } \hat{\Psi}_{n}=0 .\end{cases}\right.
$$

The sequence $\left\{\phi_{n}-\alpha_{n} \hat{\Psi}_{n}\left(L-\mu_{n}\right)_{*}^{-1} \phi ; n \in \mathbb{N}\right\}$ are biorthonormal in $L_{2}(D)$. In the special case $d=1, L=d^{2} / d x^{2}-q$ we can replace $\sum_{n \in \mathbb{N}}^{\prime}$ by the normal summation $\sum_{n \in \mathbb{N}}$.

Proof of Theorem 8.2. In this case we have $\omega(\lambda)=1+\left\langle\Psi,(L-\lambda)^{-1} \phi\right\rangle \equiv 1$ on $\mathbb{C}$. For the operator $L+\Pi$ with $\Pi=\phi\langle\Psi,\rangle_{L_{2}(D)}$ we find from the Weinstein-Aronzajn theory that $\sigma(L+\Pi)=\sigma(L)$ and that $\mu_{n} \in \sigma(L+\Pi)$ has an algebraic multiplicity $=1$. For the eigenprojection on the 1 -dimensional eigenspace corresponding to $\mu_{n} \in \sigma(L+\Pi)$ we find using Lemma 8.1 b :

$$
\begin{align*}
P\left(\mu_{n}\right)= & E\left(\mu_{n}\right)-\left(L-\mu_{n}\right)_{*}^{-1}\left\langle E\left(\mu_{n}\right) \Psi, \cdot\right\rangle_{L_{2}(D)} \\
& -E\left(\mu_{n}\right) \phi\left\langle\left(L-\mu_{n}\right)_{*}^{-1} \Psi, \cdot\right\rangle_{L_{2}(D)} \\
= & E\left(\mu_{n}\right)-\left(L-\mu_{n}\right)_{*}^{-1}\left\langle E\left(\mu_{n}\right) \Psi, \cdot\right\rangle_{L_{2}(D)} \quad \text { if } \hat{\phi}_{n}=0, \\
& E\left(\mu_{n}\right)-E\left(\mu_{n}\right) \phi\left\langle\left(L-\mu_{n}\right)_{*}^{-1} \psi, \cdot\right\rangle_{L_{2}(D)} \quad \text { if } \hat{\Psi}_{n}=0  \tag{8.9}\\
= & \left(\phi_{n}-\hat{\Psi}_{n}\left(L-\mu_{n}\right)_{*}^{-1} \phi\right)\left\langle\phi_{n}, \cdot\right\rangle_{L_{2}(D)} \quad \text { if } \hat{\phi}_{n}=0 \\
& \phi_{n}\left\langle\phi_{n}-\hat{\phi}_{n}\left(L-\mu_{n}\right)_{*}^{-1} \Psi, \cdot\right\rangle_{L_{2}(D)} \quad \text { if } \hat{\Psi}_{n}=0 \\
= & \left(\phi_{n}-\alpha_{n} \hat{\Psi}_{n}\left(L-\mu_{n}\right)_{*}^{-1} \phi\right)\left\langle\phi_{n}-\beta_{n} \hat{\Phi}_{n}\left(L-\mu_{n}\right)^{-1} \Psi, \cdot\right\rangle_{L_{2}(D)}
\end{align*}
$$

Using Theorem 7.2, we then find (8.8). The biorthogonality of the sequences of functions associated to (8.8) follows from the projection properties of the $P\left(\mu_{n}\right)$ 's, namely:

$$
P\left(\mu_{n}\right)\left(\phi_{m}-\alpha_{m} \hat{\Psi}_{m}\left(L-\mu_{m}\right)_{*}^{-1} \phi\right)= \begin{cases}0 & \text { if } m \neq n \\ \phi_{n}-\alpha_{n} \Psi_{n}\left(L-\mu_{n}\right)_{*}^{-1} \quad \text { if } m=n .\end{cases}
$$

The last statement of Theorem 8.2 is derived analogous to the analogous statement in Theorem 8.1.

Theorem 8.3. Let $L$ and $\sigma(L)$ be as in Theorem 8.1. Here we shall suppose that the dimension of $D$ satisfies $d \leqq 3$. Now let $\phi$ be a function $\in H D(\alpha+2 \gamma)$ with $\alpha>\frac{d}{4}, \gamma \geqq \min (0$, $\left.\frac{1}{4}(d-2)\right)$ and let $y$ be a point $\in D$. Suppose that $\phi$ and $y$ are such that the meromorphic function $\omega(\lambda)=1+\left[(L-\lambda)^{-1} \phi\right](y)$ has (i) poles of order 1 in all points of $\sigma(L)$ and (ii) only simple zero's. Then it is possible to number the zeros of $\omega(\lambda)$ as $\left\{\lambda_{n}, n \in \mathbb{N}\right\}$ in such $a$ way that for $n \uparrow \infty \Rightarrow \operatorname{Im} \lambda_{n} \downarrow 0, \operatorname{Re} \lambda_{n} \rightarrow 0$.

The following resolution of the identity formula is valid for $H D(\alpha+\gamma)$ :

$$
\begin{equation*}
I=\sum_{n \in \mathbb{N}}{ }^{\prime}\left[\frac{d \omega}{d \lambda}\left(\lambda_{n}\right)\right]^{-1}\left(L-\lambda_{n}\right)^{-1} \phi\left\langle G\left(y, \cdot, \bar{\lambda}_{n}\right), \cdot\right\rangle_{L_{2}(D)} \tag{8.10}
\end{equation*}
$$

with $G(x, \xi ; \lambda)$ the Green's kernel of the Dirichlet problem for $L-\lambda$. The sequences of functions $\left\{\left(L-\lambda_{n}\right)^{-1} \phi ; n \in \mathbb{N}\right\}$ and $\left\{G\left(y, \cdot ; \bar{\lambda}_{n}\right) ; n \in \mathbb{N}\right\}$ are biorthogonal in $L_{2}(D)$.

In the special case $d=1, L=\left(d^{2} / d x^{2}\right)-q$ we can replace $\sum_{n \in \mathbb{N}}^{\prime}$ in (8.10) by the normal summation $\sum_{n \in \mathbb{N}}$.

Proof of Theorem 8.3. Because of Sobolev's theorem (see Adams (1975)) and the imbeddings given in (2.2.7) we see that for $\alpha>d / 4$ the functional $\delta_{y}$ which maps $u$ to $u(y)$ is a well-defined element of $H D(\alpha)^{\prime} . \omega(\lambda)$ is now the Weinstein-Aronszajn determinant corresponding to $L+\Pi$ with $\Pi=\phi \delta_{y}$. Here we consider $\Pi$ as an element of $\mathscr{L}(X \rightarrow Y)$ with $X=Y=H D(\alpha+\gamma)$.

From here on the proof continues completely analogous to the proof of Theorem 8.1. We now find

$$
\begin{equation*}
P\left(\lambda_{n}\right)=\left[\frac{d \omega}{d \lambda}\left(\lambda_{n}\right)\right]^{-1} \cdot\left(L-\lambda_{n}\right)^{-1} \phi \cdot \delta_{y}\left(L-\lambda_{n}\right)^{-1} \tag{8.11}
\end{equation*}
$$

Since we required that $d \leqq 3$ the singularity of the Green's kernel $G\left(\chi, \zeta ; \lambda_{n}\right)$ is quadratically integrable and we can rewrite

$$
\begin{equation*}
\delta_{y}\left(L-\lambda_{n}\right)^{-1}=\left\langle G\left(y, \cdot ; \bar{\lambda}_{n}\right), \cdot\right\rangle_{L_{2}(D)} . \tag{8.12}
\end{equation*}
$$

Next we apply Theorem 7.1. The condition (7.12)-(7.13) is satisfied since the $C^{(n)}$ corresponding to $\phi$ and the $Q^{(n)}$ corresponding to $\delta_{y}$ are both $O\left(\left(\mu_{1}-\mu_{n}\right)^{-\gamma}\right)$.

Thus we are led to (8.10). Further details of the proof are left to the reader.
9. On the possibility of generalizations. Many generalizations of the results developed in the preceding sections can probably be given. Let us discuss a few of them. It is rather obvious that most of the results can be generalized to feed-back control problems for 2 nd order elliptic operators $L$ as in 1.4, but with b.c. of Neumann-type, such that the operator becomes formally selfadjoint. Generalizations to feed-back control of higher order elliptic formally selfadjoint operators subject to Dirichlet or other b.c. that make the operator selfadjoint are certainly also possible. Generalizations of our results to some cases with $L$ as in (1.4) and Dirichlet or other formally selfadjoint b.c. but with a domain $D$ with corners can also be given. Here one should be reminded that
$(L-\lambda)^{-1}$ with $\lambda \notin \sigma(L)$ operates from $L_{2}(D)$ to $H^{2}(D)$, but in general even for $f \notin C^{\infty}(\bar{D})$ the regularity at the corners in the boundary of $(L-\lambda)^{-1} f$ is not better than $H^{2}(D)$.

Appendix. In this appendix $\subset$ will always be meant in the following sense: "can be considered as a subset, where the canonical injection is bounded". Let us start with some simple observations: $n \in \mathbb{N} \Rightarrow$

$$
\begin{align*}
& C D(n) \supset\left\{u \in C^{2 n}(\bar{D}) \mid A^{k} u=0 \text { on } \partial D, 0 \leqq k<n\right\}  \tag{A.1}\\
& C_{0} D(n) \supset\left\{u \in C^{2 n}(\bar{D}) \mid A^{k} u=0 \text { on } \partial D, 0 \leqq k \leqq n\right\} .
\end{align*}
$$

However the following proposition is less trivial.
Proposition A.1. For $\alpha>0$ and $0 \leqq \beta<\alpha$

$$
\begin{equation*}
C_{0} D(\alpha) \subset\left\{u \in C^{2 \beta}(\bar{D}) \mid \overline{A^{k}} u=0 \text { on } \partial D, 0 \leqq k \leqq \beta\right\} . \tag{A.2}
\end{equation*}
$$

Proof of Proposition A.1. Using (repeatedly) the relation $C_{0} D(\alpha+1)=A^{-1} C_{0} D(\alpha)$ and the properties of $A^{-1}$ (see (2.1.7) and (2.2.10)) we see that it is sufficient to show (A.2) for $0<\alpha<1$.

For $\alpha=1$ it is possible to prove (A.2) from the properties of the Green's kernel of $A^{-1}$ (see Ladyzhenskaya and Ural'tseva (1968)) analogous to their calculations on the pp. 110-120.

Further details are left to the reader.
In the case $0<\alpha<1$ the following lemma will be useful.
Lemma A.1. Let $\beta \in(0,1)$ be given. Then:
a. $\forall \varepsilon \in(0,1-\beta) \exists K(\varepsilon)>0 \forall u \in C_{0} D(1)$ :

$$
\begin{equation*}
\|u\|_{C^{2 \beta}(\bar{D})} \leqq K(\varepsilon)\|A u\|_{C(\bar{D})}^{\beta+\varepsilon}\|u\|_{C(\bar{D})}^{1-\beta-\varepsilon} . \tag{A.3}
\end{equation*}
$$

b. $\forall \varepsilon \in(0,1-\beta) \exists \hat{K}(\varepsilon)>0 \forall t \geqq 0 \forall f \in C_{0}(\bar{D})$ :

$$
\begin{equation*}
\left\|(A+t)^{-2} f\right\|_{C^{2 \beta}(\bar{D})} \leqq \hat{K}(\varepsilon)(1+t)^{-2+\beta+\varepsilon}\|f\|_{C(\bar{D})} \tag{A.4}
\end{equation*}
$$

Proof of Lemma A.1.
a. We have already shown that $C_{0} D(1) \subset C^{2 \beta}(\bar{D})$. Because of an "interpolation" argument for $C^{2 \beta}(\bar{D})$ in between $C^{2 \delta}(\bar{D}), \beta<\delta<1$, and $C(\bar{D})$, (see Miranda (1970)) the following estimate is valid:

$$
\|u\|_{C^{2 \beta}(\bar{D})} \leqq K_{1}\|u\|_{C^{\delta \delta}(\bar{D})}^{\beta / \delta}\|u\|_{C(\bar{D})}^{1-\beta / \delta} .
$$

Using the continuity of the injection associated to $C_{0} D(1) \subset C^{2 \beta}(\bar{D})$ we find

$$
\|u\|_{C^{2 \beta}(\bar{D})} \leqq K_{2}\|A u\|_{C(\bar{D})}^{\beta / \delta}\|u\|_{C(\bar{D})}^{\left.1-\frac{\beta}{2}\right)} .
$$

By putting $\beta / \delta=\beta+\varepsilon$ (A.3) is obtained.
b. Since $(A+t)^{-2} f \in C_{0} D(1)$ we can use (A.3). This yields

$$
\begin{aligned}
\left\|(A+t)^{-2} f\right\|_{C^{2 \beta}(\bar{D})} & \leqq K \|_{A(A+t)^{-2} f\left\|_{C(\bar{D})}^{\beta+\varepsilon}\right\|(A+t)^{-2} f \|_{C(\bar{D})}^{1-\beta-\varepsilon}} \\
& \leqq \hat{K}(1+t)^{-(\beta+\varepsilon)}(1+t)^{-2(1-\beta-\varepsilon)}\|f\|_{C(\bar{D})} .
\end{aligned}
$$

For the latter inequality we have used the formula $A(A+t)^{-2}=(A+t)^{-1}-t(A+t)^{-2}$ and (2.2.3).

Now we shall show that for $0<\alpha<1$ and $0 \leqq \beta<\alpha$ there is a constant $M>0$ such that $\forall f \in C_{0}(\bar{D})$

$$
\begin{equation*}
\left\|A^{-\alpha} f\right\|_{C^{2 \beta}(\bar{D})} \leqq M\|f\|_{C(\bar{D})} . \tag{A.5}
\end{equation*}
$$

By definition (see Krasnoselskii (1976, p. 281)) we have

$$
A^{-\alpha} f=C(\alpha) \int_{0}^{\infty} t^{1-\alpha}(A+t)^{-2} f d t
$$

Because of (A.4) the integrand satisfies

$$
\left\|t^{1-\alpha}(A+t)^{-2} f\right\|_{C^{2 \beta}(\bar{D})} \leqq \hat{K}(\varepsilon) t^{-1-(\alpha-\beta-\varepsilon)}
$$

where $\varepsilon>0$ is still a free parameter. By choosing $\varepsilon=\frac{1}{2}(\alpha-\beta)$ we see that the integral makes sense in $C^{2 \beta}(\bar{D})$ and that (A.5) holds true.

From (A.5) we can conclude $C_{0} D(\alpha) \subset C^{2 \beta}(\bar{D}) \cap C_{0}(\bar{D})$ and this completes the proof of (A.2).

Our following step will be to prove the next proposition.
Proposition A.2. For $\alpha>0$ and $\beta>\alpha$ :

$$
\begin{equation*}
C_{0} D(\alpha) \supset\left\{u \in C^{2 \beta}(\bar{D}) \mid A^{k} u=0 \text { on } \partial D, 0 \leqq k \leqq \alpha\right\} . \tag{A.6}
\end{equation*}
$$

Proof. It is again sufficient to show (A.6) for $0<\alpha \leqq 1$. For $\alpha=1$ it is clear that (A.6) is contained in (A.1).

For $0<\alpha<1$ the following lemma will be useful.
Lemma A.2. Let $\gamma \in(0,1)$ be given. There exists a constant $K(\gamma)>0$ such that $\forall t \geqq 0$ $\forall f \in C^{2 \gamma}(\bar{D}):$

$$
\begin{equation*}
\left\|A(A+t)^{-1} f\right\|_{C(\bar{D})} \leqq K(\gamma)(1+t)^{-\gamma}\|f\|_{C^{2 \gamma}(\bar{D})} . \tag{A.7}
\end{equation*}
$$

Proof of Lemma A.2. Let us introduce the notation $u=A(A+t)^{-1} f$. We shall decompose $u$ in the following way:

$$
\begin{align*}
& u=(f-\tilde{f})+(\tilde{f}-\tilde{w})+(\tilde{w}-w),  \tag{A.8}\\
& w=t(A+t)^{-1} f, \quad \tilde{w}=t(A+t)^{-1} \tilde{f} .
\end{align*}
$$

The function $\tilde{f}$ will be an approximation of $f$ which we construct from $f$ by a "smoothing" process:

$$
\tilde{f}(x)=\int_{\mathbb{R}^{n}} f^{\mathrm{ext}}(y) \phi^{\varepsilon}(x-y) d y
$$

Here $f^{\text {ext }}$ is an extension of $f$ from $\bar{D}$ to the whole of $\mathbb{R}^{n}$ such that

$$
\left\|f^{\mathrm{ext}}\right\|_{C^{2 r}\left(\mathbb{R}^{n}\right)} \leqq 2\|f\|_{C^{2 r}(\bar{D})} .
$$

Further: $\phi^{\varepsilon}(x)=\phi(\varepsilon x) / \varepsilon^{n}$ with $\phi$ a spherical symmetric, positive, $\infty$-differentiable function which satisfies:

$$
\begin{aligned}
& \phi(x)=0 \quad \text { for }\|x\| \geqq 1, \\
& \int_{\mathbb{R}^{n}} \phi(x) d x=1 .
\end{aligned}
$$

The parameter $\varepsilon$ is taken equal to $(1+t)^{-1 / 2}$.

We shall now estimate the norms of the three terms in the decomposition (A.6):
(i) It is not difficult to verify that

$$
\|f-\tilde{f}\|_{C \bar{D})} \leqq K_{1} \varepsilon^{2 \gamma}\|f\|_{c^{2 \gamma}(\bar{D})} .
$$

(ii) Using (2.3.3) we find that

$$
\|w-\tilde{w}\|_{C(\bar{D})} \leqq t(1+t)^{-1}\|f-\tilde{f}\|_{C(\bar{D})} \leqq K_{1} \varepsilon^{2 \gamma}\|f\|_{C^{2 \gamma}(\bar{D})} .
$$

(iii) Since $\tilde{f}-\tilde{w}=A(A+t)^{-1} \tilde{f}$ we obtain by applying (2.3.3)

$$
\|\tilde{f}-\tilde{w}\|_{C(\bar{D})} \leqq(1+t)^{-1}\|A \tilde{f}\|_{C(\bar{D})} .
$$

It is easy to see that

$$
\|A \tilde{f}\|_{C(\bar{D})} \leqq K_{2} \varepsilon^{2 \gamma-2}\|f\|_{C^{2 \gamma}(\bar{D})} .
$$

By applying the triangle inequality to (A.8) and next substituting the estimates given in (i), (ii), (iii) the desired result (A.7) is found.

Let us continue the proof of (A.6). Of course we can now continue ourselves to the situation $0<\alpha<\beta<1$. For $u \in C_{0} D(1)$ we have

$$
A^{\alpha} u=C(\alpha) \int_{0}^{\infty} t^{\alpha}(A+t)^{-1} \cdot A(A+t)^{-1} u d t
$$

and

$$
\left\|A^{\alpha} u\right\|_{C(\bar{D})} \leqq C(\alpha) \int_{0}^{\infty} t^{\alpha}(1+t)^{-1}\left\|A(A+t)^{-1} u\right\|_{C(\bar{D})} d t
$$

Because of (A.2) the function $u \in C_{0} D(1)$ is certainly an element of $C^{2 \beta}(\bar{D})$ and Lemma A. 2 can be used to estimate $\left\|A(A+t)^{-1} u\right\|_{C(\bar{D})}$. In this way we obtain

$$
\begin{equation*}
\left\|A^{\alpha} u\right\|_{C(\bar{D})} \leqq K \int_{0}^{\infty} t^{\alpha}(1+t)^{-(\beta+1)} d t \cdot\|u\|_{C^{2 \beta}(\bar{D})} . \tag{A.9}
\end{equation*}
$$

The estimate in (A.9) is not only valid for $u \in C_{0} D(1)$, but for all $u \in C^{2 \beta}(\bar{D}) \cap C_{0}(\bar{D})$. This follows from the fact that $C_{0} D(1)$ is dense in $C^{2 \beta}(\bar{D}) \cap C_{0}(\bar{D})$ (see A.1!). Herewith the proof is complete.

It is obvious that (2.2.8) is implied by Propositions A. 1 and A.2. We shall continue this appendix by proving (2.2.9).

Proposition A.3. For $\alpha>0$ and $0 \leqq \beta<\alpha$ :

$$
\begin{equation*}
C D(\alpha) \subset C_{0} D(\beta) \tag{A.10}
\end{equation*}
$$

Proof of Proposition A.3. It is again sufficient to show that (A.10) holds true for $0<\alpha \leqq 1$. An argument analogous to the one given in the proof of Proposition A. 1 gives the result

$$
C D(1) \subset C^{2 \beta}(\bar{D}) \cap C_{0}(\bar{D}) \quad \text { for } 0 \leqq \beta<1
$$

Because of Proposition A. 2 this implies

$$
C D(1) \subset C_{0} D(\beta) \quad \text { for } 0 \leqq \beta<1
$$

Hence if we put $\alpha=1-\delta, \beta=\alpha-\varepsilon, 0<\varepsilon \leqq 1-\delta$ then it is also true that

$$
C D(\alpha)=A^{\delta} C D(1) \subset A^{\delta} C_{0} D(1-\varepsilon)=C_{0} D(1-\varepsilon-\delta)=C_{0} D(\beta) .
$$

Let us conclude this appendix with the following result.
Proposition A.4. For $\alpha>0, \alpha \notin N$ and $\beta$ such that $\alpha \leqq \beta \leqq[\alpha]+1$ it holds true that $C D(\beta)$ is dense in $C D(\alpha)$.

Proof. Let $u$ be an element of $C D(\alpha)$. Then there exists a sequence $\left\{f_{n} ; n \in \mathbb{N}\right\}$ in $C^{\infty}(\bar{D})$ such that $f_{n} \rightarrow A^{\alpha} u$ for $n \rightarrow \infty$ in $C(\bar{D})$. Using regularity theory and (A.2), (A.3), we see that $A^{-\alpha} f_{n} \in\left\{w \in C^{\infty}(\bar{D}) \mid A^{k} w=0\right.$ on $\left.\partial D, 0 \leqq k \leqq[\alpha]\right\}$. Consequently $A^{-\alpha} f_{n} \in$ $C D([\alpha]+1)$ and $A^{-\alpha} f_{n} \rightarrow u$ for $n \rightarrow \infty$ in $C D(\alpha)$. This implies (A.11).
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# ON THE CONSTRUCTION OF SERIES SOLUTIONS TO THE FIRST BIHARMONIC BOUNDARY VALUE PROBLEM ON A RECTANGLE* 
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#### Abstract

This paper is concerned with the problem of finding a biharmonic function $u$ on a rectangle $\Omega$ which vanishes on $\partial \Omega$ and has a preassigned normal derivative there. The solution $u$ is developed in a series; however the family of functions that enters into this series development is not orthogonal and thus the determination of the coefficients requires the solution of an infinite system of linear equations. In implementation of this method of course the coefficients are obtained by solving a truncation of the original infinite system. The bulk of the paper is devoted to the estimation of the error that results from this truncation.
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1. Introduction. The difficulty in solving the first biharmonic boundary value problem on a rectangle $\Omega$ may be said to reside in the particular case

$$
\begin{align*}
& \Delta^{2} u=0 \quad \text { in } \Omega  \tag{1.1}\\
& u=0, \quad \frac{\partial u}{\partial \nu}=g \quad \text { on } \partial \Omega \tag{1.2}
\end{align*}
$$

( $\nu$ denotes the interior normal). That is, the first boundary value problem with general data can be decomposed into problems solvable by separation of variables and a problem of the form (1.1), (1.2).

In this paper we discuss the representation of solutions to (1.1), (1.2) as infinite series involving trigonometric and hyperbolic functions. To determine the coefficients in this expansion, one must solve an infinite system of linear equations. The main purpose of this paper is to obtain a priori estimates for the error that results from truncation of this infinite system.

The methods employed here have a long history in the literature of both pure and applied mathematics. Two principal ideas are involved: first, the reduction of the general problem to the particular problem (1.1), (1.2); and second, the choice of the appropriate set of functions in which to expand the solution to the latter problem.

Except for a difference in choice of coordinates, the procedure described below, as it is applied to the problem of the clamped plate in $\S 7$, is precisely the same as that presented by Timoshenko in [13] (see also [12]). The basic ideas involved trace back to the beginning of the century (for references see [12]). The reduction to (1.1), (1.2) is accomplished by solving the problem of the simply supported plate, or by finding some other solution $w$ to (7.1) that vanishes on $\partial \Omega$ and then solving (1.1), (1.2), with $g=\partial w / \partial \nu$, for the biharmonic function which when added to $w$ gives the solution for the clamped plate. This procedure is easily seen to be equivalent to the method of Zaremba [1], [2], [4], [6], or the closely related method of the "nonharmonic residue" of Rafal'son [11] (see also [10]).

[^30]The expansion used below (formula (3.10)) can be traced back at least to Lauricella [8] (however the procedure given there for determination of the coefficients is in error). Prior to [2] no theoretical justification had been given for this representation and of course neither had convergence estimates been given. The justification that is given in [2] reduces to the demonstration that the angle $\theta$, with respect to the inner product (3.7), between the spaces generated respectively by the functions (3.1), $j=0,1, n=$ $1,2, \cdots$, and (3.2), $j=0,1, n=1,2, \cdots$ is positive. The a priori estimates there are in terms of $\cos \theta$; these are based on results of [1] where the procedure in [2] was already outlined. As indicated in [2] these estimates are primarily of theoretical interest and are too pessimistic to be of practical value. Here we obtain a priori estimates on the error involved in the truncation of the infinite system that must be solved and which, while they also may be excessively pessimistic in some cases, are nevertheless of practical value. Specifically, we show that under rather mild assumptions on the smoothness of the solution the error in a given coefficient is $O\left(N^{-\sigma}\right)$ for any $\sigma$ with $0<\sigma<3$, where $N$ is the number of equations in the truncated system.
2. Preliminaries. We shall assume that the boundary data $g$ in (1.1), (1.2) is sufficiently smooth that the solution $u$ will have its Laplacian in $L^{2}(\Omega)$. Accordingly, we define $B_{0}(\Omega)$ to be the Hilbert space that consists of real-valued functions $u$ that are continuous on $\bar{\Omega}$, biharmonic on $\Omega$, vanish on $\partial \Omega$ and have Laplacian in $L^{2}(\Omega)$; the inner product on $B_{0}(G)$ is

$$
\begin{equation*}
\langle u, v\rangle=\iint_{\Omega} \Delta u \Delta v d x d y \tag{2.1}
\end{equation*}
$$

Let $G(x, y ; \xi, \eta)$ denote the harmonic Green's function for $\Omega$. Then a function $u$ defined on $\Omega$ belongs to $B_{0}(\Omega)$ if and only if

$$
\begin{equation*}
u(x, y)=\iint_{\Omega} G(x, y ; \xi, \eta) f(\xi, \eta) d \xi d \eta \tag{2.2}
\end{equation*}
$$

where $f$ is harmonic and square-integrable on $\Omega$; in this case of course

$$
-\Delta u=f
$$

Since the $L^{2}$-harmonic functions form a closed subspace of $L^{2}(\Omega)$ the completeness of $B_{0}(\Omega)$ follows from the representation (2.2).

The second boundary condition in (1.2) is assumed to hold in the following weak sense

$$
\begin{equation*}
\iint_{\Omega} \varphi \Delta u d x d y=-\int_{\partial \Omega} \varphi g d s \tag{2.3}
\end{equation*}
$$

for every $\varphi$ that is harmonic on some neighborhood of $\bar{\Omega}$.
We specify $\Omega$ to be of the form

$$
\begin{equation*}
\Omega=\{(x, y): 0<x<a, 0<y<b\} . \tag{2.4}
\end{equation*}
$$

We then express $g$ in terms of sine series as follows

$$
\begin{array}{ll}
g(x, \eta)=\sum_{n=1}^{\infty} \alpha_{n}(\eta) \sin \frac{n \pi x}{a}, & \eta=0, b  \tag{2.5}\\
g(\xi, y)=\sum_{n=1}^{\infty} \beta_{n}(\xi) \sin \frac{n \pi y}{b}, & \xi=0, a
\end{array}
$$

where

$$
\begin{align*}
& \alpha_{n}(\eta)=\frac{2}{a} \int_{0}^{a} g(x, \eta) \sin \frac{n \pi x}{a} d x  \tag{2.6}\\
& \beta_{n}(\xi)=\frac{2}{b} \int_{0}^{b} g(\xi, y) \sin \frac{n \pi y}{b} d y
\end{align*}
$$

We shall say that

$$
g \in H^{k}(\partial \Omega)
$$

if and only if

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{2 k}\left(\alpha_{n}^{2}(0)+\alpha_{n}^{2}(b)+\beta_{n}^{2}(0)+\beta_{n}^{2}(a)\right)<\infty \tag{2.7}
\end{equation*}
$$

By expanding a function $u \in B_{0}(\Omega)$ in a double sine series on $\Omega$ and computing $\partial u / \partial \nu$ therefrom, one easily sees that:
(*) A necessary condition for (1.1), (1.2) to admit a solution $u \in B_{0}(\Omega)$ is that $g \in H^{1 / 2}(\partial \Omega)$.

The converse is also true.
Proposition 2.1. The problem (1.1), (1.2) has a solution $u \in B_{0}(\Omega)$ if and only if $g \in H^{1 / 2}(\partial \Omega)$.

The proof is deferred to the appendix.
It readily follows from assertion (*) and the weak formulation (2.3) of (1.2) that, for a given $g$, the problem (1.1), (1.2), has at most one solution in $B_{0}(\Omega)$.
3. Series representation of the solution. We define the functions $\left\{\varphi_{n}^{j}\right\},\left\{\psi_{n}^{j}\right\}$, $j=0,1$ as follows

$$
\begin{align*}
& \varphi_{n}^{j}(x, y)=\frac{c_{n}^{j}}{\sqrt{2 n \pi}} \sin \frac{n \pi x}{a}\left[(b-y) \sinh \frac{n \pi y}{a}+(-1)^{j} y \sinh \frac{n \pi}{a}(b-y)\right]  \tag{3.1}\\
& \psi_{n}^{j}(x, y)=\frac{d_{n}^{j}}{\sqrt{2 n \pi}} \sin \frac{n \pi y}{b}\left[(a-x) \sinh \frac{n \pi x}{b}+(-1)^{j} x \sinh \frac{n \pi}{b}(a-x)\right]
\end{align*}
$$

where

$$
\begin{align*}
& c_{n}^{j}=\left(\left(\sinh \frac{n \pi b}{a}+(-1)^{j} \frac{n \pi u b}{a}\right)\left(\cosh \frac{n \pi b}{a}+(-1)^{j}\right)\right)^{-1 / 2}  \tag{3.3}\\
& d_{n}^{j}=\left(\left(\sinh \frac{n \pi a}{b}+(-1)^{j} \frac{n \pi a}{b}\right)\left(\cosh \frac{n \pi a}{b}+(-1)^{j}\right)\right)^{-1 / 2} \tag{3.4}
\end{align*}
$$

We then have

$$
\begin{align*}
& \Delta \varphi_{n}^{j}(x, y)=-\sqrt{2 n \pi} \frac{c_{n}^{j}}{a} \sin \frac{n \pi x}{a}\left[\cosh \frac{n \pi y}{a}+(-1)^{j} \cosh \frac{n \pi}{a}(b-y)\right]  \tag{3.5}\\
& \Delta \psi_{n}^{j}(x, y)=-\sqrt{2 n \pi} \frac{d_{n}^{j}}{b} \sin \frac{n \pi y}{b}\left[\cosh \frac{n \pi x}{b}+(-1)^{j} \cosh \frac{n \pi}{b}(a-x)\right] \tag{3.6}
\end{align*}
$$

and

$$
\int_{0}^{b} \int_{0}^{a}\left|\Delta \varphi_{n}^{j}(x, y)\right|^{2} d x d y=\int_{0}^{b} \int_{0}^{a}\left|\Delta \psi_{n}^{j}(x, y)\right|^{2} d x d y=1
$$

for $j=0,1, n=1,2, \cdots$.
It is clear that the sets $\left\{\varphi_{n}^{j}: j=0,1 ; n=1,2, \cdots\right\}$ and $\left\{\psi_{n}^{j}: j=0,1 ; n=1,2, \cdots\right\}$ are orthonormal with respect to the inner product

$$
\begin{equation*}
\langle u, v\rangle=\int_{0}^{b} \int_{0}^{a} \Delta u \Delta v d x d y \tag{3.7}
\end{equation*}
$$

Two terms $\varphi_{n}^{j}$ and $\psi_{m}^{i}$ will have nonzero inner product only if their parities with respect to the lines $x=a / 2$ and $y=b / 2$ are the same; this necessary condition for $\varphi_{n}^{j}$ and $\psi_{m}^{i}$ to have nonzero inner product can be written

$$
\begin{equation*}
(-1)^{n+i}=(-1)^{m+j}=-1 . \tag{3.8}
\end{equation*}
$$

(*) If (3.8) holds, then

$$
\begin{equation*}
\left\langle\varphi_{n}^{j}, \psi_{m}^{i}\right\rangle=\frac{8 a^{2} b^{2}(m n)^{3 / 2}}{\pi\left(m^{2} a^{2}+n^{2} b^{2}\right)^{2}} c_{n}^{j} d_{m}^{i}\left[1+(-1)^{m+1} \cosh \frac{n \pi b}{a}\right]\left[1+(-1)^{n+1} \cosh \frac{m \pi a}{b}\right] \tag{3.9}
\end{equation*}
$$

otherwise

$$
\left\langle\varphi_{n}^{j}, \psi_{m}^{i}\right\rangle=0 .
$$

Suppose now that $u$ is the solution to (1.1), (1.2), then by Green's formula, (3.5) and (2.5)

$$
\begin{aligned}
\left\langle\varphi_{n}^{j}, u\right\rangle & =-\int_{0}^{a}\left(\Delta \varphi_{n}^{j}(x, b) g(x, b)+\Delta \varphi_{n}^{j}(x, 0) g(x, 0)\right) d x \\
& =\sqrt{\frac{n \pi}{2}} c_{n}^{j}\left(\cosh \frac{n \pi b}{a}+(-1)^{j}\right)\left(\alpha_{n}(b)+(-1)^{j} \alpha_{n}(0)\right),
\end{aligned}
$$

and similarly

$$
\left\langle\psi_{n}^{j}, u\right\rangle=\sqrt{\frac{n \pi}{2}} d_{n}^{j}\left(\cosh \frac{n \pi a}{b}+(-1)^{j}\right)\left(\beta_{n}(a)+(-1)^{j} \beta_{n}(0)\right) .
$$

We put

$$
\begin{aligned}
& \bar{\alpha}_{n, j}=\sqrt{\frac{n \pi}{2}} c_{n}^{j}\left(\cosh \frac{n \pi b}{a}+(-1)^{j}\right)\left(\alpha_{n}(b)+(-1)^{j} \alpha_{n}(0)\right), \\
& \bar{\beta}_{n, j}=\sqrt{\frac{n \pi}{2}} d_{n}^{j}\left(\cosh \frac{n \pi a}{b}+(-1)^{j}\right)\left(\beta_{n}(a)+(-1)^{j} \beta_{n}(0)\right),
\end{aligned}
$$

and note that, in view of (3.3), (3.4),

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} c_{n}^{j} \cosh \frac{n \pi b}{a}=1, \\
& \lim _{n \rightarrow \infty} d_{n}^{j} \cosh \frac{n \pi a}{b}=1,
\end{aligned}
$$

$j=0,1$, so that $g \in H^{k}(\partial \Omega)$ if and only if

$$
\sum_{n=1}^{\infty} n^{2 k-1} \bar{\alpha}_{n, j}^{2}, \quad \sum_{n=1}^{\infty} n^{2 k-1} \bar{\beta}_{n, j}^{2}<\infty, \quad j=0,1
$$

We seek to represent the solution $u$ to (1.1), (1.2) in the form

$$
\begin{equation*}
u(x, y)=\sum_{j=0}^{1} \sum_{n=1}^{\infty}\left(A_{n}^{j} \varphi_{n}^{j}(x, y)+B_{n}^{j} \psi_{n}^{j}(x, y)\right) \tag{3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{j=0}^{1} \sum_{n=1}^{\infty}\left(\left|A_{n}^{j}\right|^{2}+\left|B_{n}^{j}\right|^{2}\right)<\infty . \tag{3.1i}
\end{equation*}
$$

When $u$ is so represented, the coefficients must satisfy the infinite system of linear equations

$$
\begin{align*}
& A_{2 n-1+i}^{j}+\sum_{k=1}^{\infty} B_{2 k-1+j}^{i}\left\langle\varphi_{2 n-1+i}^{j}, \psi_{2 k-1+j}^{i}\right\rangle=\bar{\alpha}_{2 n-1+i, j} \\
& B_{2 n-1+j}^{i}+\sum_{k=1}^{\infty} A_{2 k-1+i}^{j}\left\langle\psi_{2 n-1+j}^{i}, \varphi_{2 k-1+i}^{j}\right\rangle=\bar{\beta}_{2 n-1+j, i}  \tag{3.12}\\
& i, j=0,1, \quad n=1,2, \cdots .
\end{align*}
$$

The above computations yield immediately the following.
Theorem 3.1. Let $u_{N}$ denote the projection of $u$ onto

$$
\operatorname{sp}\left\{\varphi_{n}^{i}, \psi_{n}^{i}: i=0,1 ; n=1,2, \cdots, 2 N\right\}
$$

with respect to the inner product (3.7). Then

$$
\begin{equation*}
u_{N}(x, y)=\sum_{j=0}^{1} \sum_{n=1}^{2 N}\left(\bar{A}_{n}^{j} \varphi_{n}^{j}(x, y)+\bar{B}_{n}^{j} \psi_{n}^{j}(x, y)\right) \tag{3.13}
\end{equation*}
$$

where $\left\{\bar{A}_{n}^{j}, \bar{B}_{n}^{j}\right\}$ satisfy

$$
\begin{align*}
& \bar{A}_{2 n-1+i}^{j}+\sum_{k=1}^{N} \bar{B}_{2 k-1+j}^{i}\left\langle\varphi_{2 n-1+i}^{j}, \psi_{2 k-1+j}^{i}\right\rangle=\bar{\alpha}_{2 n-1+i, j}, \\
& \bar{B}_{2 n-1+j}^{i}+\sum_{k=1}^{N} \bar{A}_{2 k-1+i}^{j}\left\langle\psi_{2 n-1+j}^{i}, \varphi_{2 n-1}^{j}\right\rangle=\bar{\beta}_{2 n-1+j, i},  \tag{3.14}\\
& i, j=0,1, \quad n=1,2, \cdots, N .
\end{align*}
$$

Proof. If $u_{N}$ is given by (3.13) and (3.14) holds, then

$$
\left\langle u-u_{N}, \varphi_{n}^{j}\right\rangle=\left\langle u-u_{N}, \psi_{n}^{j}\right\rangle=0,
$$

for $j=0,1, n=1,2, \cdots, 2 N$.
4. Row and column estimates. In this section we will derive row and column decay estimates for the inverse of the matrix that appears on the left in (3.12). These will be used in the following sections to estimate the error that results from truncation of
(3.12). The system (3.12) is of the form

$$
\begin{align*}
& A+\Gamma B=\alpha, \\
& \Gamma^{*} A+B=\beta \tag{4.1}
\end{align*}
$$

moreover, it decomposes into four subsystems (corresponding to the four choices of the pair $(i, j)$ ) all of the form (4.1). If the matrices $I-\Gamma^{*} \Gamma, I-\Gamma \Gamma^{*}$ are invertible, then the solution to (4.1) is

$$
\begin{aligned}
& A=\left(I-\Gamma \Gamma^{*}\right)^{-1}(\alpha-\Gamma \beta) \\
& B=\left(I-\Gamma^{*} \Gamma\right)^{-1}\left(\beta-\Gamma^{*} \alpha\right)
\end{aligned}
$$

In what follows, we shall assume (4.1) to denote one of the subsystems of (3.12), as indicated above. It then follows from the results of [2], (see Appendix), that

$$
\begin{equation*}
\|\Gamma\|<1 \tag{4.2}
\end{equation*}
$$

where, here and throughout, $\|\Gamma\|$ denotes the norm of $\Gamma$ as an operator on $l^{2}$. It follows that the series

$$
\begin{equation*}
\Gamma \Gamma^{*}+\left(\Gamma \Gamma^{*}\right)^{2}+\cdots+\left(\Gamma \Gamma^{*}\right)^{n}+\cdots, \quad \Gamma^{*} \Gamma+\left(\Gamma^{*} \Gamma\right)^{2}+\cdots+\left(\Gamma^{*} \Gamma\right)^{n}+\cdots, \tag{4.3}
\end{equation*}
$$

are convergent with respect to the norm $\|\cdots\|$. Here we will be concerned with the convergence of these series with respect to norms of the form

$$
\begin{equation*}
\|\Gamma\|_{\delta}=\sup _{m, n}\left|\gamma_{m n}\right| \max \left\{m^{\delta-1 / 2} n^{3 / 2-\delta}, m^{3 / 2-\delta} n^{\delta-1 / 2}\right\} \tag{4.4}
\end{equation*}
$$

where $0<\delta \leqq \frac{1}{2}$.
Lemma 4.1. Let $0 \leqq \delta \leqq \frac{1}{2}$, let $\Gamma=\left\{\gamma_{m n}\right\}$ satisfy

$$
\begin{equation*}
\overline{\lim _{m \rightarrow \infty}} m^{(3 / 2)-\delta} \sum_{n=1}^{\infty}\left|\gamma_{m n}\right| n^{\delta-3 / 2}<\rho \tag{4.5}
\end{equation*}
$$

and let the matrix $\Lambda=\left\{\lambda_{m n}\right\}$ satisfy the column decay inequalities

$$
\begin{equation*}
\left|\lambda_{m n}\right| \leqq c_{0} m^{\delta-3 / 2} n^{1 / 2-\delta}, \quad m, n=1,2, \cdots \tag{4.6}
\end{equation*}
$$

Then the product $\Lambda^{\prime}=\Gamma \Lambda$ satisfies the column decay inequalities

$$
\begin{equation*}
\left|\lambda_{m n}^{\prime}\right| \leqq\left(\max \left\{C\|\Lambda\|, \rho c_{0}\right\}\right) m^{\delta-3 / 2} n^{1 / 2-\delta} \tag{4.7}
\end{equation*}
$$

where $C$ is a constant that depends only on $\Gamma$.
Proof. Choose $N$ so that

$$
\begin{equation*}
m^{3 / 2-\delta} \sum_{k=1}^{\infty}\left|\gamma_{m k}\right| k^{\delta-3 / 2}<\rho \tag{4.8}
\end{equation*}
$$

for $m \geqq N$. Upon combining (4.6) and (4.8) we then have

$$
\begin{equation*}
\left|\lambda_{m n}^{\prime}\right|=\left|\sum_{k=1}^{\infty} \gamma_{m k} \lambda_{k n}\right| \leqq \rho c_{0} m^{\delta-3 / 2} n^{1 / 2-\delta} \tag{4.9}
\end{equation*}
$$

for $m \geqq N$. For $m \leqq N$,

$$
\begin{align*}
\left|\lambda_{m n}^{\prime}\right| & \leqq\left(\sum_{k=1}^{\infty}\left|\gamma_{m k}\right|^{2}\right)^{1 / 2}\left(\sum_{k=1}^{\infty}\left|\lambda_{k n}\right|^{2}\right)^{1 / 2}  \tag{4.10}\\
& \leqq\left(N^{3 / 2-\delta}\|\Gamma\|\right)\|\Lambda\| m^{\delta-3 / 2} n^{1 / 2-\delta} .
\end{align*}
$$

The inequality (4.7) thus holds with $C=N^{(3 / 2)-\delta}\|\Gamma\|$.
Lemma 4.2. For $i, j=0,1,0 \leqq \delta \leqq \frac{1}{2}$, we have

$$
\begin{aligned}
& \lim _{m \rightarrow \infty}\left[m^{3 / 2-\delta} \sum_{k=1}^{\infty}\left|\left\langle\varphi_{2 m-1+i}^{j}, \psi_{2 k-1+j}^{i}\right\rangle\right| k^{\delta-3 / 2}\right]=\frac{4}{\pi}\left(\frac{a}{b}\right)^{1-\delta} \int_{0}^{\infty} \frac{s^{\delta} d s}{\left(1+s^{2}\right)^{2}}, \\
& \lim _{m \rightarrow \infty}\left[m^{3 / 2-\delta} \sum_{k=1}^{\infty}\left|\left\langle\psi_{2 n-1+i}^{j}, \varphi_{2 k-1+j}^{i}\right\rangle\right| k^{\delta-3 / 2}\right]=\frac{4}{\pi}\left(\frac{b}{a}\right)^{1-\delta} \int_{0}^{\infty} \frac{s^{\delta} d s}{\left(1+s^{2}\right)^{2}} .
\end{aligned}
$$

Proof. Let $i, j$ be fixed and put

$$
s(k, m)=(2 k-1+j) b /(2 m-1+i) a
$$

and

$$
\Delta_{k} x(k, m)=s(k+1, m)-s(k, m)=2 b /(2 m-1+i) a .
$$

Then it follows from (3.3), (3.4) and (3.9) that

$$
\begin{aligned}
m^{3 / 2-\delta} \sum_{k=1}^{\infty} \mid\left\langle\varphi_{2 m-1+i}^{j},\right. & \left.\psi_{2 k-1+j}^{i}\right\rangle \mid k^{\delta-3 / 2} \\
& =\frac{4}{\pi}\left(\frac{b}{a}\right)^{\delta}(1+f(m)) \sum_{k=1}^{\infty} \frac{[s(k, m)]^{\delta}(1+g(k)) \Delta_{k} s(k, m)}{\left(1+(s(k, m))^{2}\right)^{2}}
\end{aligned}
$$

where

$$
\lim _{m \rightarrow \infty} f(m)=\lim _{k \rightarrow \infty} g(k)=0
$$

The first of the asserted formulas follows readily; the proof of the second is exactly the same.

Lemma 4.3. Let $(i, j)$ be fixed $(i, j=0,1)$ and let $\Gamma=\left\{\gamma_{m k}\right\}$ where

$$
\begin{equation*}
\gamma_{m k}=\left\langle\varphi_{2 m-1+i}^{j}, \psi_{2 k-1+j}^{i}\right\rangle . \tag{4.11}
\end{equation*}
$$

Let $0 \leqq \delta \leqq \frac{1}{2}$ and let

$$
\begin{equation*}
\|\Gamma\|, \frac{4}{\pi} \int_{0}^{\infty} \frac{s^{\delta} d s}{\left(1+s^{2}\right)^{2}}<\kappa \tag{4.12}
\end{equation*}
$$

Then there exists a constant $C^{\prime}$, depending only on $\Gamma, \kappa, \delta$, such that

$$
\begin{equation*}
\left\|\left(\Gamma \Gamma^{*}\right)^{n}\right\|_{\delta},\left\|\left(\Gamma^{*} \Gamma\right)^{n}\right\|_{\delta} \leqq C^{\prime} \kappa^{2 n}, \quad n=1,2, \cdots \tag{4.13}
\end{equation*}
$$

Proof. Suppose that the inequality (4.13) holds for 1 through $n$ and suppose moreover that

$$
\begin{equation*}
C^{\prime}\left(\frac{a}{b}\right)^{1-\delta}, C^{\prime}\left(\frac{b}{a}\right)^{1-\delta} \geqq \kappa^{-1} C, \tag{4.14}
\end{equation*}
$$

where $C$ is the constant in Lemma 4.1. It follows then from (4.11), the definition (4.4) and Lemmas 4.1 and 4.2 that $\Gamma^{*}\left(\Gamma \Gamma^{*}\right)^{n}=\left\{\lambda_{m k}^{\prime}\right\}$ satisfies the column decay inequalities

$$
\begin{equation*}
\left|\lambda_{m k}^{\prime}\right| \leqq C^{\prime}\left(\frac{b}{a}\right)^{1-\delta} \kappa^{2 n+1} m^{\delta-3 / 2} k^{1 / 2-\delta} . \tag{4.15}
\end{equation*}
$$

We multiply again on the left, this time by $\Gamma$, and repeat the same argument; taking into account the symmetry of the matrix there results

$$
\left\|\left(\Gamma \Gamma^{*}\right)^{n+1}\right\|_{\delta} \leqq C^{\prime} \kappa^{2 n+2} .
$$

Thus if $C^{\prime}$ is suitably chosen, the first inequality in (4.13) follows by induction; the proof of the second is exactly the same.

Lemma 4.4. Let $0<\delta \leqq \frac{1}{2}$. Then

$$
\begin{equation*}
\frac{4}{\pi} \int_{0}^{\infty} \frac{s^{\delta} d s}{\left(1+s^{2}\right)^{2}}<1 \tag{4.16}
\end{equation*}
$$

Proof. We have

$$
\frac{4}{\pi} \int_{0}^{\infty} \frac{d s}{\left(1+s^{2}\right)^{2}}=1, \quad \frac{4}{\pi} \int_{0}^{\infty} \frac{s d s}{\left(1+s^{2}\right)^{2}}=\frac{2}{\pi}
$$

and

$$
\frac{4}{\pi} \int_{0}^{\infty} \frac{s^{\delta} d s}{\left(1+s^{2}\right)^{2}} \leqq\left(\frac{4}{\pi} \int_{0}^{\infty} \frac{s d s}{\left(1+s^{2}\right)^{2}}\right)^{\delta}\left(\frac{4}{\pi} \int_{0}^{\infty} \frac{d s}{\left(1+s^{2}\right)^{2}}\right)^{1-\delta}
$$

Combining Lemma 4.3 and 4.4 and using (4.2), we obtain the following.
Proposition 4.1. Let $\Gamma=\left\{\gamma_{m k}\right\}$ where (4.11) holds and $(i, j)(i, j=0,1)$ is fixed.
Then the series (4.3) are convergent in the norm (4.4) for $0<\delta \leqq \frac{1}{2}$.
The above discussion leads readily to the following.
Theorem 4.1. The solution to (3.12) is given by a system of the form

$$
\begin{array}{r}
A_{2 n-1+i}^{j}=\bar{\alpha}_{2 n-1+i}+\sum_{k=1}^{\infty}\left(\lambda_{2 n-1+i, 2 k-1+i} \bar{\alpha}_{2 k-1+i}+\mu_{2 n-1+i, 2 k-1+j} \bar{\beta}_{2 k-1+j}\right),  \tag{4.17}\\
B_{2 n-1+j}^{i}=\bar{\beta}_{2 n-1+j}+\sum_{k=1}^{\infty}\left(\mu_{2 n-1+j, 2 k-1+i}^{*} \bar{\alpha}_{2 k-1+i}+\lambda_{2 n-1+j, 2 k-1+j}^{*} \bar{\beta}_{2 k-1+j}\right), \\
i, j=0,1, \quad n=1,2, \cdots,
\end{array}
$$

and for $0<\delta \leqq \frac{1}{2}$,

$$
\sup _{m, n}\left\{\left(\left|\lambda_{m n}\right|+\left|\mu_{m n}\right|+\left|\lambda_{m n}^{*}\right|+\left|\mu_{m n}^{*}\right|\right) \max \left(m^{\delta-1 / 2} n^{3 / 2-\delta}, m^{3 / 2-\delta} n^{\delta-1 / 2}\right)\right\}<\infty .
$$

Remark. It is easily seen that if the infinite matrix $\Lambda=\left\{\lambda_{m n}\right\}$ has

$$
\|\Lambda\|_{\delta}<\infty
$$

for $0<\delta \leqq \frac{1}{2}$ then

$$
\sup _{n} \sum_{m=1}^{\infty}\left|m^{\sigma} \lambda_{m n} n^{-\sigma}\right|, \sup _{m} \sum_{n=1}^{\infty}\left|m^{\sigma} \lambda_{m n} n^{-\sigma}\right|<\infty
$$

for $0 \leqq \sigma<\frac{1}{2}$. It follows then from Young's inequality that the matrix $\Lambda$ induces an operator that is continuous with respect to the sequence space norm

$$
|a|=\left(\sum_{n=1}^{\infty} n^{2 \sigma} a_{n}^{2}\right)^{1 / 2}
$$

for $0 \leqq \sigma<\frac{1}{2}$. It follows therefore from Theorem 4.1 (cf. §3) that if $g \in H^{k}(\partial \Omega), \frac{1}{2} \leqq k<1$, then

$$
\sum_{j=0}^{1} \sum_{n=1}^{\infty} n^{2 k-1}\left(\left|A_{n}^{j}\right|^{2}+\left|B_{n}^{j}\right|^{2}\right)<\infty .
$$

5. Truncation estimates. It is not difficult to see that the methods of the preceding section could be applied to obtain row and column decay estimates, uniform with respect to $N$, for the inverses of the matrices that appear in the truncated systems (3.14). Stronger results can be obtained by observing that, in view of (3.8) and (3.9), if $\gamma_{m k}^{(i, j)}=\gamma_{m k}$ is given by (4.11) and $\Gamma^{(i, j)}=\left\{\gamma_{m k}^{(i, j)}\right\}$ then the matrices $(-1)^{i+j} \Gamma^{(i, j)}$ have nonnegative entries. Thus, for example, for any of the matrices $\Gamma$, if $\Gamma_{N}$ is a truncation of $\Gamma$ then $\Gamma \Gamma^{*}, \Gamma_{N} \Gamma_{N}^{*}$ have nonnegative entries and the entries of $I+\left(\Gamma_{N} \Gamma_{N}^{*}\right)+$ $\cdots+\left(\Gamma_{N} \Gamma_{N}^{*}\right)^{n}+\cdots$ do not exceed the corresponding entries of $I+\left(\Gamma \Gamma^{*}\right)+$ $\cdots+\left(\Gamma \Gamma^{*}\right)^{n}+\cdots$. We conclude the following.

Proposition 5.1. Inversion of the finite system (3.14) yields a finite system of the form (4.17) with corresponding coefficients $\lambda_{m n}(N), \mu_{m n}(N), \mu_{m n}^{*}(N), \lambda_{m n}^{*}(N), m, n=$ $1, \cdots, 2 N$. Moreover, if $N^{\prime}>N$ then

$$
\begin{aligned}
& 0 \leqq \lambda_{m n}(N) \leqq \lambda_{m n}\left(N^{\prime}\right) \leqq \lambda_{m n}, 0 \leqq \lambda_{m n}^{*}(N) \leqq \lambda_{m n}^{*}(N) \leqq \lambda_{m n}^{*}\left(N^{\prime}\right) \leqq \lambda_{m n}^{*}, \\
& \left|\mu_{m n}(N)\right| \leqq\left|\mu_{m n}\left(N^{\prime}\right)\right| \leqq\left|\mu_{m n}\right|,\left|\mu_{m n}^{*}(N)\right| \leqq\left|\mu_{m n}^{*}\left(N^{\prime}\right)\right| \leqq\left|\mu_{m n}^{*}\right| .
\end{aligned}
$$

Finally,

$$
\begin{align*}
\sup _{m, n \leqq 2 N}\left\{\left|\lambda_{m n}(N)\right|+\right. & \left.\left|\mu_{m n}(N)\right|+\left|\lambda_{m n}^{*}(N)\right|+\left|\mu_{m n}^{*}(N)\right|\right\}  \tag{5.1}\\
& \times \max \left(m^{\delta-1 / 2} n^{3 / 2-\delta}, m^{3 / 2-\delta} n^{\delta-1 / 2}\right) \leqq C
\end{align*}
$$

for $0<\delta \leqq \frac{1}{2}$, where $C=C(\delta)$ is independent of $N$.
Remark. Regarding the rate of convergence, it can be shown that

$$
\begin{gather*}
\left|\lambda_{m n}(N)-\lambda_{m n}\right|,\left|\mu_{m n}(N)-\lambda_{m n}\right|,\left|\mu_{m n}^{*}(N)-\mu_{m n}^{*}\right|,\left|\lambda_{m n}^{*}(N)-\lambda_{m n}^{*}\right|  \tag{5.2}\\
<C m^{1 / 2-\delta} n^{1 / 2-\delta} N^{2 \delta-2}, \quad 1 \leqq m, n \leqq 2 N,
\end{gather*}
$$

for $0 \leqq \delta \leqq \frac{1}{2}$, where again $C$ depends on $\delta$ but not on $N$.

In the absence of a better estimate than (5.2) for the rate of convergence of the inverses of the truncated matrices, in order to get better than $O\left(N^{-2}\right)$ convergence of the solutions to (3.14) we must assume an a priori hypothesis concerning the decay of the coefficients $A_{n}^{j}, B_{n}^{j}$ themselves. In the final sections we show when such an hypothesis can be verified.

In what follows, as in $\S 3, \overline{A_{n}^{j}}=\bar{A}_{n}^{j}(N), \bar{B}_{n}^{j}=\bar{B}^{j}(N), i, j=0,1 ; n=1, \cdots, 2 N$, denote the components of the solution to (3.14).

Theorem 5.1. Suppose that for some nonnegative number $\sigma$, the solution to (3.12) satisfies

$$
\begin{equation*}
\sum_{i=0}^{1} \sum_{n=1}^{\infty} n^{2 \sigma}\left(\left|A_{n}^{i}\right|^{2}+\left|B_{n}^{i}\right|^{2}\right)<\infty . \tag{5.3}
\end{equation*}
$$

Then for $0<\delta \leqq \frac{1}{2}$,

$$
\begin{equation*}
\left|\overline{A_{n}^{i}}(N)-A_{n}^{i}\right|,\left|\bar{B}_{n}^{i}(N)-B_{n}^{i}\right| \leqq C n^{1 / 2-\delta} N^{-1-\sigma+\delta}, \tag{5.4}
\end{equation*}
$$

where $C=C(\delta)$.
Proof. Put

$$
a_{n}^{i}(N)=\overline{A_{n}^{i}}(N)-A_{n}^{i}, \quad b_{n}^{i}(N)=\bar{B}_{n}^{i}(N)-B_{n}^{i} .
$$

The $a_{n}^{i}, b_{n}^{i}$ satisfy the linear system with the same matrix that appears in (3.14) and the right-hand terms

$$
\sum_{k=N+1}^{\infty} B_{2 k-1+j}^{i}\left\langle\varphi_{2 n-1+i}^{j}, \psi_{2 k-1+j}^{i}\right\rangle=f_{2 n-1+i}^{j}(N)
$$

and

$$
\sum_{k=N+1}^{\infty} A_{2 k-1+i}^{j}\left\langle\psi_{2 n-1+j}^{i}, \varphi_{2 k-1+i}^{j}\right\rangle=h_{2 n-1+j}^{i}(N), \quad i, j=0,1, \quad n=1, \cdots, N .
$$

From (3.9) and (5.3) we have, for example,

$$
\begin{aligned}
\left|f_{n}^{j}(N)\right| & \leqq C n^{3 / 2} \sum_{k=N+1}^{\infty} k^{-5 / 2} B_{2 k-1+j}^{i}, \\
& \leqq C n^{3 / 2}\left(\sum_{k=N+1}^{\infty} k^{-5-2 \sigma}\right)^{1 / 2}\left(\sum_{k=1}^{\infty} k^{2 \sigma}\left|B_{2 k-1+j}^{i}\right|^{2}\right)^{1 / 2} \\
& \leqq C n^{3 / 2} N^{-2-\sigma},
\end{aligned}
$$

(here $(-1)^{n+i}=-1$ ). Similarly

$$
\left|h_{n}^{i}(N)\right| \leqq C n^{3 / 2} N^{-2-\sigma} .
$$

We then apply Proposition 5.1, specifically inequality (5.1), to obtain (5.4).
6. Smooth solutions. We now show that if

$$
\begin{equation*}
g \in H^{k}(\partial \Omega), \quad k \geqq \frac{3}{2}, \tag{6.1}
\end{equation*}
$$

and if the solution $u$ to (1.1), (1.2) belongs to $H^{4}(\Omega)$ or at least

$$
\begin{equation*}
\frac{\partial^{2}}{\partial y^{2}} \Delta u \in L^{2}(\Omega) \tag{6.2}
\end{equation*}
$$

then the coefficients in the expansion (3.10) satisfy (5.3) with $\sigma=2$.
Indeed if (6.2) holds, then by i) of Proposition A. 1 in the Appendix we have

$$
\frac{\partial^{2}}{\partial y^{2}} \Delta u=\sum_{i=0}^{1} \sum_{n=1}^{\infty}\left(A_{n}^{i} \Delta \varphi_{n}^{i}+B_{n}^{i} \Delta \psi_{n}^{i}\right)
$$

where

$$
\sum_{i=0}^{1} \sum_{n=1}^{\infty}\left(\left|A_{n}^{i}\right|^{2}+\left|B_{n}^{i}\right|^{2}\right)<\infty
$$

Thus

$$
\begin{equation*}
u=v+w, \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
v=\frac{1}{\pi^{2}} \sum_{i=0}^{1} \sum_{n=1}^{\infty} n^{-2}\left(a^{2} A_{n}^{i} \varphi_{n}^{i}-b^{2} B_{n}^{i} \psi_{n}^{i}\right) \tag{6.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta w=C_{1}+C_{2} x+C_{3} y+C_{4} x y . \tag{6.5}
\end{equation*}
$$

To complete the proof of our assertion, we show that, given (6.1), we must have

$$
\begin{equation*}
C_{1}=C_{2}=C_{3}=C_{4}=0 . \tag{6.6}
\end{equation*}
$$

Lemma 6.1. Suppose that $u$ has the expansion (3.10) and (5.3) holds for some $\sigma$ on the range

$$
\begin{equation*}
0 \leqq \sigma<\frac{3}{2} . \tag{6.7}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{\partial u}{\partial \nu} \in H^{\sigma+1 / 2}(\partial \Omega) \tag{6.8}
\end{equation*}
$$

Lemma 6.2. Suppose that

$$
w \in B_{0}(\Omega)
$$

and (6.5) holds. Then

$$
\frac{\partial w}{\partial \nu} \in H^{k}(\partial \Omega)
$$

for $k \geqq \frac{3}{2}$ implies (6.6).
Proof of Lemma 6.1. From (3.9) it follows that the matrices $\Gamma=\left\{\gamma_{m n}\right\}, \Gamma$ as in Lemma 4.3, satisfy

$$
\sup _{m} m^{\sigma} \sum_{n=1}^{\infty}\left|\gamma_{m n}\right| n^{-\sigma}, \sup _{n} n^{-\sigma} \sum_{m=1}^{\infty}\left|\gamma_{m n}\right| m^{\sigma} \leqq C
$$

for $0 \leqq \sigma<\frac{3}{2}$. It then follows from (5.3) and Young's inequality that

$$
\sum_{i=0}^{1} \sum_{n=1}^{\infty} n^{2 \sigma}\left(\left|\bar{\alpha}_{n, i}\right|^{2}+\left|\bar{\beta}_{n, i}\right|^{2}\right)<\infty
$$

provided (6.7) holds. Thus (cf. §3) if (6.7) holds then (5.3) implies (6.8).
Proof of Lemma 6.2. If we decompose $u$ as

$$
\begin{equation*}
u=\sum_{i=0}^{1} \sum_{j=0}^{1} u^{(i, j)} \tag{6.9}
\end{equation*}
$$

where

$$
\begin{align*}
& u^{(i, j)}(x, y)=\frac{1}{4}\left[u(x, y)+(-1)^{i} u(a-x, y)\right.  \tag{6.10}\\
& \left.\quad+(-1)^{j} u(x, b-y)+(-1)^{i+j} u(a-x, b-y)\right]
\end{align*}
$$

then it is clear that the smoothness properties (6.1) $(g=\partial u / \partial \nu)$ and (6.2) are invariant under $u \mapsto u^{(i, j)}, i, j=0,1$. Let $w^{(i, j)} \in B_{0}(\Omega)$ be determined by

$$
\Delta w^{(i, j)}(x, y)=\left(\frac{2}{a} x-1\right)^{i}\left(\frac{2}{b} y-1\right)^{j}
$$

Then

$$
\begin{equation*}
w^{(i, j)}(x, y)=\sum_{n=1}^{\infty} \tilde{A}_{2 n-1+i}^{j} \varphi_{2 n-1+i}^{j}+\sum_{n=1}^{\infty} \tilde{B}_{2 n-1+j}^{i} \psi_{2 n-1+j}^{i}, \tag{6.11}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{A}_{n}^{j}=(-1)^{n+j} \frac{a}{c_{n}^{j}\left[(-1)^{j} \cosh (n \pi b / a)+1\right]}\left(\frac{2}{\pi n}\right)^{3 / 2}  \tag{6.12}\\
& \tilde{B}_{n}^{j}=(-1)^{n+j} \frac{b}{d_{n}^{j}\left[(-1)^{j} \cosh (n \pi a / b)+1\right]}\left(\frac{2}{\pi n}\right)^{3 / 2} \tag{6.13}
\end{align*}
$$

cf. (3.5), (3.6). We find the coefficients $\alpha_{n}, \beta_{n}$ in the expansion (2.5) of $g=\left(\partial w^{(i, j)} / \partial \nu\right)$ as follows. The coefficients $\bar{A}_{n}^{j}, \bar{B}_{n}^{j}$ in (6.11) satisfy equations (3.12) with the $\bar{\alpha}_{n, j}, \bar{\beta}_{n, j}$ on the right defined in terms of the $\alpha_{n}, \beta_{n}$ as indicated in §3. A check of the signs in (3.9) and (6.12), (6.13) shows that in all of the resulting equations (3.12) the first term on the left and the summation always agree in sign. Thus, for example

$$
\left|\tilde{A}_{2 n-1+i}^{j}\right| \leqq\left|\tilde{A}_{2 n-1+i}^{j}+\sum_{k=1}^{\infty} \tilde{B}_{2 k-1+j}\left\langle\varphi_{2 n-1+i}^{j}, \psi_{2 k-1+j}^{i}\right\rangle\right| .
$$

It readily follows from (6.12), (6.13), that

$$
\frac{\partial w}{\partial \nu}^{(i, j)} \notin H^{k}(\partial \Omega)
$$

for $k \geqq \frac{3}{2}$.

To complete the proof, we consider one of the $u^{(i, j)}$ given by (6.10). If we make the decomposition (6.3), as indicated above, of $u^{(i, j)}$, then the second term $w$ is of the form $C w^{(i, j)}$; however $\left(\partial u^{(i, j)} / \partial \nu\right) \in H^{k}(\partial \Omega)$, for some $k \geqq \frac{3}{2}$; by (6.4) and Lemma 6.1, the first term $v$ has $(\partial v / \partial \nu) \in H^{2}(\partial \Omega)$ and thus we must have $C=0$.

We summarize the above observations in the following.
Proposition 6.1. Let (6.1) hold and suppose that the solution u to (1.1), (1.2) satisfies (6.2). Then the coefficients in the expansion (3.10) of $u$ satisfy (5.3) with

$$
\sigma=2 .
$$

7. The clamped plate. The problem of the clamped plate is

$$
\begin{array}{ll}
\Delta^{2} u=f & \text { in } \Omega, \\
u=\frac{\partial u}{\partial \nu}=0 & \text { on } \partial \Omega . \tag{7.2}
\end{array}
$$

The formula of Zaremba, in its usual formulation, (cf. e.g. [1], a more general formulation is given in [4]) expresses the Green's function $\Gamma$ for (7.1), (7.2) as

$$
\begin{equation*}
\Gamma=\Gamma_{1}-\Gamma_{2}, \tag{7.3}
\end{equation*}
$$

where $\Gamma_{1}$ is the Green's function for the differential equation (7.1) and boundary conditions

$$
\begin{equation*}
u=\Delta u=0 \quad \text { on } \partial \Omega ; \tag{7.4}
\end{equation*}
$$

(in the case of a rectangle, or more generally a polygon, conditions (7.4) are the boundary conditions of the simply supported plate) and $\Gamma_{2}$ is the reproducing kernel of the space $B_{0}(\Omega)$. Thus the solution $u$ to (7.1), (7.2) decomposes as

$$
\begin{equation*}
u=u_{1}-u_{2} \tag{7.5}
\end{equation*}
$$

where $u_{1}$ is obtained by solving (7.1), (7.4) and $u_{2}$ can be computed using $\Gamma_{2}$ when the latter is known. Alternatively, $u_{2}$ can be found by solving (1.1), (12) with

$$
g=\frac{\partial u_{1}}{\partial \nu}
$$

Note that the representation of $u_{1}$ as a double sine series can be written immediately once a similar representation for $f$ is obtained.

It is easily seen that if

$$
\begin{equation*}
f \in L^{2}(\Omega), \tag{7.6}
\end{equation*}
$$

then the solution $u_{1}$ to (7.1), (7.4) belongs to $H^{4}(\Omega)$. Moreover, an argument similar to that indicated for the proof of assertion (*) in $\S 2$ shows that (7.6) implies

$$
\begin{equation*}
\frac{\partial u_{1}}{\partial \nu} \in H^{5 / 2}(\partial \Omega) \tag{7.7}
\end{equation*}
$$

Finally, in the case of a rectangle $\Omega$ the solution to (7.1), (7.2) is known to belong to $H^{4}(\Omega)$ when (7.6) holds [7]. We conclude that $u_{2} \in H^{4}(\Omega)$ and thus in view of (7.7) $u_{2}$ satisfies the hypothesis of Proposition 6.1. If $u_{2}$ is to be found by the method described above, then the truncation estimates (5.4) hold with $\sigma=2$.
8. Example. We consider now the special case of the problem (7.1), (7.2) in which $\Omega$ is the square of side $\pi$ and

$$
f \equiv 1 \quad \text { in } \Omega
$$

This computation has been performed repeatedly before, [5], [12], [13]. We are primarily interested here in demonstrating how the coefficients of the truncated reduced problem vary with $N$.

Following Hencky [5] (see also [9]), we write the solution $u$ as

$$
u=w-v
$$

where

$$
\begin{equation*}
w(x, y)=\frac{1}{8} x y(\pi-x)(\pi-y) \tag{8.1}
\end{equation*}
$$

and $v$ is biharmonic on $\Omega$ with

$$
v=0, \quad \frac{\partial v}{\partial \nu}=\frac{\partial w}{\partial \nu} \quad \text { on } \partial \Omega
$$

Because of the symmetries involved we see that $v$ can be represented (with the notation of $\S 3$ and with $a=b=\pi$ ) in the form

$$
v(x, y)=\sum_{k=1}^{\infty} A_{2 k+1}\left(\varphi_{2 k+1}^{0}(x, y)+\psi_{2 k+1}^{0}(x, y)\right)
$$

The equations that determine the $A_{n}$ are

$$
\begin{equation*}
A_{n}=\sqrt{\frac{1+\cosh n \pi}{n \pi+\sinh n \pi}}\left[\frac{\sqrt{2 \pi}}{n^{5 / 2}}-\frac{8 n^{3 / 2}}{\pi} \sum \frac{m^{3 / 2}}{\left(m^{2}+n^{2}\right)^{2}} \sqrt{\frac{1+\cosh m \pi}{m \pi+\sinh m \pi}} A_{m}\right] \tag{8.2}
\end{equation*}
$$

$n=1,3,5, \cdots$; the summation on the right in (8.2) is over the positive odd integers.
The form in which (8.2) has been written lends itself to an obvious iterative procedure (a minor variant of Gauss-Seidel) for solution of the truncated systems. Because the matrix need not be stored, this can even be carried out on a programmable calculator such as e.g. the Texas Instrument TI-59. The number of computations can be reduced by making the change of variable

$$
\bar{A}_{n}=\sqrt{\frac{1+\cosh n \pi}{n \pi+\sinh n \pi}} A_{n}
$$

in (8.2).
Using the TI-59 the truncated systems involving the first $8,15,20,25$ equations were solved (it would be possible, but because of the time involved not practical, to handle up to 50 equations). These systems were solved consecutively and, for example, the first solution (of the $8 \times 8$ ) was augmented with 7 zeros and used as the initial point for the iterative solution of the $15 \times 15$ system. The values obtained for the $A_{n}$ are
shown in Table 1.

Table 1

| $n$ | $N=8$ | $N=15$ | $N=20$ | $N=25$ |
| ---: | :---: | :---: | :---: | :---: |
| 1 | 1.503134712 | 1.503134586 | 1.503134725 | 1.503134725 |
| 3 | -.0178766112 | -.0178752812 | -.0178753017 | -.0178753021 |
| 5 | -.0096545055 | -.0096503228 | -.0096503056 | -.0096503093 |
| 7 | -.0040740937 | -.0040665724 | -.0040665248 | -.0040665347 |
| 9 | -.0019191169 | -.0019086107 | -.0019085294 | -.0019085479 |
| 11 | -.0009972989 | -.0009845646 | -.0009844483 | -.0009844771 |
| 13 | -.0005594979 | -.0005453758 | -.0005452258 | -.0005452658 |
| 15 | -.0003333588 | -.0003185945 | -.0003184141 | -.0003184658 |
| 17 |  | -.0001936597 | -.0001934535 | -.0001935167 |
| 19 |  | -.0001212241 | -.0001209974 | -.0001210715 |
| 21 |  | -.0000774764 | -.0000772344 | -.0000773185 |
| 23 |  | -.0000501694 | -.0000499171 | -.0000500102 |
| 25 |  | -.00002663 | -.0000324049 | -.0000325056 |
| 27 |  | -.0000135498 | -.0000209342 | -.0000210414 |
| 29 |  | -.000013291 | -.0000134034 |  |
| 31 |  | -.0000081303 | -.0000082467 |  |
| 33 |  |  | -.0000046124 | -.0000047318 |
| 35 |  |  | -.0000022004 | -.0000023216 |
| 37 |  |  | .0000005436 | -.0000006657 |
| 39 |  |  | .000000469 |  |
| 41 |  |  | .0000012401 |  |
| 43 |  |  | .0000017554 |  |
| 45 |  |  | .0000020898 |  |
| 47 |  |  | .000022958 |  |
| 49 |  |  |  | .0000024105 |

Appendix. Here we shall fill in briefly the theoretical details on which the preceding development was based.

Let $H(\Omega)$ denote the subspace of $L^{2}(\Omega)$ that consists of harmonic functions and let $H_{1}(\Omega)$ and $H_{2}(\Omega)$ denote respectively the subspaces of $H(\Omega)$ that are spanned by the sets

$$
S_{1}=\left\{\Delta \varphi_{n}^{i}(x, y): i=0,1 ; n=1,2, \cdots\right\}
$$

and

$$
S_{2}=\left\{\Delta \psi_{n}^{i}(x, y): i=0, ; n=1,2, \cdots\right\}
$$

cf. (3.5), (3.6).
Proposition A.1. The following are equivalent:
i) $H(\Omega)$ admits the direct sum representation

$$
H(\Omega)=H_{1}(\Omega)+H_{2}(\Omega) ;
$$

ii) every $u \in B_{0}(\Omega)$ is uniquely representable in the form (3.10) where (3.11) holds; iii) for each pair $(i, j)$ the matrix $\Gamma=\left\{\left\langle\varphi_{2 m-j}^{i}, \psi_{2 h-1+i}^{1-j}\right\rangle\right\}$ satisfies

$$
\|\Gamma\|<1 .
$$

Proof. Recall that the sets $S_{1}$ and $S_{2}$ are orthonormal in $L^{2}(\Omega)$. The equivalence of i) and ii) is immediate from the representation (2.2). To see the equivalence of i) and iii), one notes that the matrices $\Gamma$ can be used to represent the restriction to $H_{1}(\Omega)$ of the orthogonal projection onto $H_{2}(\Omega)$ with respect to the orthonormal bases $S_{1}$ and $S_{2}$.

Remark. Assertion i) in Proposition A. 1 is proved in [2].
Proposition A.2. The following are equivalent:
i) every $u \in B_{0}(\Omega)$ is uniquely representable in the form (3.10) where (3.11) holds;
ii) if $u \in B_{0}(\Omega)$ then there exists $a v \in B_{0}$ such that

$$
\frac{\partial v}{\partial \nu}=\frac{\partial u}{\partial \nu} \quad \text { on }\{(x, y): 0<x<a, y=0 \text { or } y=b\}
$$

and

$$
\frac{\partial v}{\partial \nu}=0 \quad \text { on }\{(x, y): 0<y<b, x=0 \text { or } x=a\} ;
$$

iii) the problem (1.1), (1.2) has a solution $u \in B_{0}(\Omega)$ if and only if

$$
\begin{equation*}
g \in H^{1 / 2}(\partial \Omega) \tag{A.1}
\end{equation*}
$$

Proof. We have already noted ((*) §2) the necessity of (A.1). To see that i) implies ii), let i) be assumed; then if $u \in B_{0}(\Omega)$ has the representation (3.10),

$$
u \mapsto \sum_{j=0}^{1} \sum_{n=1}^{\infty} A_{n}^{j} \psi_{n}^{j}
$$

is a bounded projection in $B_{0}(\Omega)$, call it $P$. Using Green's theorem, one easily sees that for $u \in B_{0}(\Omega), v=P^{*} u$ satisfies the conditions of ii); ( $P^{*}$ denotes the adjoint of $P$ ). Conversely, if ii) holds, then it follows from the necessity of (A.1) and the closed graph theorem that $u \mapsto v$ is a bounded projection. The converse implication follows readily, cf. [4]. The implication iii) implies ii) is immediate. Conversely, suppose data (2.5), satisfying (2.6), are given. For simplicity assume $\beta_{n}(0)=\beta_{n}(a)=0, n=1,2, \cdots$. One can then obviously find $w$ of the form

$$
w=\sum_{i=0}^{1} \sum_{n=1}^{\infty} A_{n}^{i} \varphi_{n}^{i}, \quad \sum_{i=0}^{1} \sum_{n=1}^{\infty} A_{n}^{2}<\infty,
$$

such that

$$
\frac{\partial w}{\partial \nu}=g \quad \text { on }\{(x, y): 0<x<a, y=0 \text { or } y=b\},
$$

the assumption ii) then implies the existence of a $u \in B_{0}(\Omega)$ whose normal derivative coincides with the given data.

Remark. As we noted in [4], the assertion ii) of Proposition A. 2 follows readily from the existence theorem for the first biharmonic boundary value problem on a rectangle that is stated in [2]; the proof of that theorem was given in [3].

We shall now sketch an elementary proof of assertion ii) of Proposition A.2.
Lemma A.1. Let $v(x, y)$ be of class $C^{\infty}$ on a neighborhood of

$$
s=\left\{(x, y): 0 \leqq x, y, x^{2}+y^{2}<\varepsilon^{2}\right\}
$$

and such that
i)

$$
v(0, y)=0, \quad 0 \leqq y \leqq \varepsilon, \quad v(x, 0)=0, \quad 0 \leqq x \leqq \varepsilon,
$$

and
ii)

$$
v(x, y)=0, \quad x^{2}+y^{2} \geqq \frac{1}{2} \varepsilon^{2} .
$$

Let

$$
w(x, y)=\tan ^{-1} \frac{y}{x} v(x, y), \quad x, y \in s .
$$

Then

$$
\iint_{s}|\Delta w(x, y)|^{2} d x d y \leqq C \iint_{s}|\Delta v(x, y)|^{2} d x d y
$$

where $C$ is an absolute constant.
Proof. We have

$$
\begin{equation*}
\iint_{s}|\Delta v|^{2} d x d y \Gamma \int_{0}^{\pi / 2} \int_{0}^{\varepsilon}\left[\frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial v}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} v}{\partial \theta^{2}}\right]^{2} r d r d \theta \tag{A.2}
\end{equation*}
$$

Since $v$ is of class $C^{\infty}$ on a neighborhood of $(0,0)$, it follows from i) that

$$
\lim _{r \rightarrow 0} \frac{1}{r} \frac{\partial^{2} v}{\partial \theta \partial r} \frac{\partial v}{\partial \theta}=0
$$

Using this and integrating by parts, we get
(A.3) $\int_{0}^{\pi / 2} \int_{0}^{\varepsilon}\left(\frac{\partial}{\partial r} r \frac{\partial v}{\partial r}\right) \frac{1}{r^{2}} \frac{\partial^{2} y}{\partial \theta^{2}} d r d \theta$

$$
=\int_{0}^{\pi / 2} \int_{0}^{\varepsilon}\left[\frac{1}{r}\left(\frac{\partial^{2} v}{\partial r d \theta}\right)^{2}-\frac{2}{r^{2}} \frac{\partial v}{\partial \theta} \frac{\partial^{2} v}{\partial \theta \partial r}\right] d r d \theta .
$$

We have

$$
\begin{align*}
\int_{0}^{\pi / 2} \int_{0}^{\varepsilon} \frac{2}{r^{2}} \frac{\partial v}{\partial \theta} \frac{\partial^{2} v}{\partial \theta \partial r} d r d \theta & \leqq \int_{0}^{\pi / 2} \int_{0}^{\varepsilon}\left[\frac{1}{r}\left(\frac{\partial^{2} v}{\partial r \partial \theta}\right)^{2}+\frac{1}{r^{3}}\left(\frac{\partial v}{\partial \theta}\right)^{2}\right] d r d \theta  \tag{A.4}\\
& \leqq \int_{0}^{\pi / 2} \int_{0}^{\varepsilon}\left[\frac{1}{r}\left(\frac{\partial^{2} v}{\partial r d \theta}\right)^{2}+\frac{1}{16 r^{3}}\left(\frac{\partial^{2} v}{\partial \theta^{2}}\right)^{2}\right] d r d \theta
\end{align*}
$$

the last step follows by noting that $\int_{0}^{\pi / 2}(\partial v / \partial \theta) d \theta=0$ for any $r$ and expanding $\partial^{2} v / \partial \theta^{2}$ in a Fourier series. From (A.3) and (A.4) we have
(A.5) $\quad-\frac{1}{8} \int_{0}^{\pi / 2} \int_{0}^{\varepsilon} \frac{1}{r^{3}}\left(\frac{\partial^{2} v}{\partial \theta^{2}}\right)^{2} d r d \theta \leqq 2 \int_{0}^{\pi / 2} \int_{0}^{\varepsilon}\left(\frac{\partial}{\partial r} r \frac{\partial v}{\partial \theta}\right) \frac{1}{r^{2}} \frac{\partial^{2} v}{\partial \theta^{2}} d r d \theta$.

Upon expanding the right-hand side of (A.2) and using (A.5) we get

$$
\begin{equation*}
\int_{0}^{\pi / 2} \int_{0}^{\varepsilon} \frac{1}{r^{3}}\left(\frac{\partial^{2} v}{\partial \theta^{2}}\right)^{2} d r d \theta \leqq 2 \int_{0}^{\pi / 2} \int_{0}^{\varepsilon}|\Delta v|^{2} r d r d \theta \tag{A.6}
\end{equation*}
$$

Now

$$
\Delta w=\Delta(\theta v)=\theta \Delta v+\frac{2}{r^{2}} \frac{\partial v}{\partial \theta}
$$

so that the asserted inequality follows from (A.6) and the inequality

$$
\int_{0}^{\pi / 2} \int_{0}^{\varepsilon} \frac{1}{r^{3}}\left(\frac{\partial v}{\partial \theta}\right)^{2} d r d \theta \leqq \frac{1}{16} \int_{0}^{\pi / 2} \int_{0}^{\varepsilon} \frac{1}{r^{3}}\left(\frac{\partial^{2} v}{\partial \theta^{2}}\right) d r d \theta
$$

Let $X(\Omega)$ denote the set of functions of the form

$$
\begin{equation*}
u(x, y)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} a_{m n} \sin \frac{m \pi x}{a} \sin \frac{n \pi y}{b} \tag{A.7}
\end{equation*}
$$

and let

$$
\|u\|^{2}=\frac{\pi^{2}}{4 a b} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty}\left(a^{2} n^{2}+b^{2} m^{2}\right)^{2} a_{m n}^{2}<\infty,
$$

(note that $\|u\|^{2}=\iint_{\Omega}|\Delta u|^{2} d x d y$ ). With the norm $\|\cdots\|, X(\Omega)$ is a Hilbert space and $B_{0}(\Omega)$ is a subspace. The orthogonal complement of $B_{0}(\Omega)$ in $X(\Omega)$ is the space $X_{0}(\Omega)$ of the clamped plate (i.e., the completion in $X(\Omega)$ of $C_{0}^{\infty}(\Omega)$ )

$$
X(\Omega)=B_{0}(\Omega) \oplus X_{0}(\Omega)
$$

and $u \in X_{0}(\Omega)$ implies

$$
u=\frac{\partial u}{\partial \nu}=0 \quad \text { on } \partial \Omega .
$$

Let $Q$ denote the orthogonal projection of $X(\Omega)$ onto $B_{0}(\Omega)$. Then if $w \in X(\Omega)$ and $\partial w / \partial \nu=g$ on $\partial \Omega$ then $u=Q w$ is the unique solution to (1.1), (1.2). We claim that it is possible to construct an operator $A$ on $X(\Omega)$ such that if $u=A w$ then $\partial w / \partial \nu$ and $\partial u / \partial \nu$ agree on the horizontal segments of $\partial \Omega$ while $\partial u / \partial \nu=0$ on the vertical segments. The operator $P^{*}$ described above is then obtained as the restriction to $B_{0}(\Omega)$.

Let $w \in X(\Omega)$ and be the sum of a finite series of the form (A.7). Using a partition of the identity, we can write

$$
w=u+v
$$

where $u$ satisfies the hypothesis of Lemma A. 1 and

$$
\|u\|,\|v\| \leqq C\|w\|,
$$

where $C$ depends only on the partition. From Lemma A. 1 it follows that

$$
w_{1}=\left(1-\frac{2}{\pi} \tan ^{-1} \frac{y}{x}\right) w \in X_{0}(\Omega)
$$

and

$$
\left\|w_{1}\right\| \leqq C^{\prime}\|w\|
$$

Note that

$$
\frac{\partial w_{1}}{\partial \nu}=0
$$

on the left-hand vertical segment of $\partial \Omega$ while $\partial w_{1} / \partial \nu$ nd $\partial u / \partial \nu$ agree on the lower horizontal segment. The construction of the specified operator $A$ can now be carried out using appropriate partitions of identity and the above construction at the corners. We thus can prove the following.

Proposition A.3. There exists a bounded projection $P^{*}$ on $B_{0}(\Omega)$ such that for any $u \in B_{0}(\Omega)$ if $v=P^{*} u$ then $\partial v / \partial \nu$ and $\partial u / \partial \nu$ agree on the horizontal segments of $\partial \Omega$ while

$$
\frac{\partial v}{\partial \nu}=0
$$

on the vertical segments. Thus each of the equivalent assertions of Propositions A. 1 and A. 2 is valid.
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# ABSTRACT NONLINEAR VOLTERRA EQUATIONS WITH POSITIVE KERNELS* 

NORIMICHI HIRANO ${ }^{\dagger}$

Abstract. The existence of the solutions of the equation

$$
u(t)+\int_{0}^{t} a(t-s) A u(s) d s \ni f(t), \quad 0 \leqq t \leqq T
$$

in a Hilbert space, is proved, where $A: H \rightarrow H$ is a pseudo-monotone operator and $f \in L^{2}(0, T ; H)$.

1. Introduction. In this paper we consider the existence of solutions to the abstract Volterra integral equation

$$
\begin{equation*}
u(t)+\int_{0}^{t} a(t-s) A u(s) d s \ni f(t), \quad 0 \leqq t \leqq T \tag{1.1}
\end{equation*}
$$

in a Hilbert space $H$, where $A$ is a nonlinear (possibly multivalued) operator from $H$ into itself, $a(t)$ is a real function on $[0, T], f$ is a function from $[0, T]$ into $H$. General existence results for (1.1) were obtained by Barbu [1], Crandall and Nohel [5], and Gripenberg [6]. Recently Kiffe and Stecher [7], [8] obtained existence results for (1.1) in case $A$ is maximal monotone without assuming any continuity condition on $A$ or differentiability conditions on $f$. In the present paper, we also consider the problem (1.1) without assuming any continuity on $A$ or differentiability condition on $f$. Our purpose in this paper is to establish existence results for the problem (1.1) under the assumption that $A$ is a pseudo-monotone operator on $H$. It is known that a broad class of (multivalued) operators satisfy the pseudo-monotonicity. To prove our results we make use of an existence result for pseudo-monotone operators [3].

In §2, we give notation, definitions, and the statements of our results. In §3, the proofs of the results are given. We give examples in $\S 4$.
2. Statement of results. Throughout this paper $H$ will denote a real Hilbert space with the norm denoted $|\cdot|$ and the inner product $(\cdot, \cdot)$. We will denote by $L^{2}(0, T ; H)$ the space of all $H$-valued function $u:[0, T] \rightarrow H$ such that $\int_{0}^{T}|u(t)|^{2} d t<+\infty$ and by $L^{\infty}(0, T ; H)$ the space of $H$-valued function such that ess $\sup _{t \in[0, T]}|f(t)|<\infty$. The norm and inner product of $L^{2}(0, T ; H)$ will be denoted by $\|\cdot\|$ and $\langle\cdot, \cdot\rangle$. Strong and weak convergence in $L^{2}(0, T ; H)$ is denoted by " $\rightarrow$ " and " $\rightarrow$ " respectively. Let $A$ be a nonlinear (multivalued) operator from $H$ into itself. We shall denote by $D(A)$ the domain of $A$, i.e., $D(A)=\{x \in H ; A x \neq \varnothing\}$. For each $z \in H, A_{z}$ denotes the operator defined by $A_{z} x=A(x+z)$, for $x \in D(A)$. The multivalued mapping $A: H \rightarrow H$ is said to be pseudo-monotone on $H$ [3], if $A$ satisfies the following conditions:
(1) $D(A)=H$.
(2) For any sequence $\left\{u_{n}\right\}$ and $\left\{w_{n}\right\}$ in $H$ such that $u_{n}$ converges weakly to $u$, $w_{n} \in A u_{n}$ for each $n \geqq 1$, and $\lim \sup _{n \rightarrow \infty}\left(w_{n}, u_{n}-u\right) \leqq 0$, and for any $v \in H$, there exists $w \in A u$ such that

$$
\begin{equation*}
(w, u-v) \leqq \liminf _{n \rightarrow \infty}\left(w_{n}, u_{n}-v\right) \tag{2.1}
\end{equation*}
$$

[^31]The mapping $A: H \rightarrow H$ is said to be finitely continuous if $A x$ is closed convex subset of $H$ for each $x \in H$ and for each finite set $G$ of $H, A$ is upper semicontinuous mapping from the closed convex hull of $G$ into $2^{H}$, with respect to the weak topology of $H$. The mapping $A$ is said to be monotone if

$$
\left(x_{1}-x_{2}, y_{1}-y_{2}\right) \geqq 0
$$

for $x_{i} \in H, y_{i} \in A x_{i}(i=1,2)$. A monotone mapping $A$ is said to be maximal monotone if the range of $I+\lambda A$ is $H$ for all $\lambda>0$. It is known that a maximal monotone operator with $D(A)=H$ is finitely continuous and pseudo-monotone (cf. [3]). A mapping $A: H$ $\rightarrow H$ is said to be completely continuous if it is continuous from the weak topology of $H$ to the strong topology of $H$. For each $a \in L^{1}(0, T), L_{a}$ denotes a linear continuous operator from $L^{2}(0, T)$ into itself defined by

$$
\left(L_{a} f\right)(t)=\int_{0}^{t} a(t-s) f(s) d s \quad \text { for } 0 \leqq t \leqq T
$$

for each $f \in L^{2}(0, T)$. Then the adjoint operator $L_{a}^{*}$ is given by

$$
\left(L_{a}^{*} f\right)(t)=\int_{t}^{T} a(s-t) f(s) d s \quad \text { for } 0 \leqq t \leqq T .
$$

We now state the assumptions for the kernel function $a(t)$.

$$
\begin{equation*}
a(t) \in L^{1}(0, T) \text { is of positive type on }[0, T] \text {, i.e., for each } f \in L^{2}(0, T) \tag{2.2}
\end{equation*}
$$

$$
\int_{0}^{t} f(\tau) \int_{0}^{\tau} a(\tau-s) f(s) d s d \tau \geqq 0 \quad \text { for } 0 \leqq t \leqq T
$$

$$
\begin{equation*}
L_{a}^{*} \text { is injective, i.e., } L_{a}^{*} f=0 \text { means } f=0 . \tag{2.3}
\end{equation*}
$$

Sufficient conditions for $a(t)$ to satisfy (2.2) are given in [10] and [11]. It is easy to see that $a(t)$ satisfies (2.3) if $a(0) \neq 0, a \in C(0, T)$ and $a^{\prime} \in L^{1}(0, T)$. It is also easy to see that the sum of a function of positive type $b(t)$ and a positive constant $c$, $a(t)=b(t)+c$ satisfies (2.3).

Let $A: H \rightarrow H$ be a multivalued operator with $D(A)=H$. Denote by $\tilde{A}$ the operator defined by

$$
\tilde{A} u=\left\{w \in L^{2}(0, T ; H): w(t) \in A u(t) \text { a.e. on }[0, T]\right\}
$$

for each $u \in L^{2}(0, T ; H)$. It is well known that if $A$ is a maximal monotone operator on $H$, then $\tilde{A}$ is a maximal monotone operator on $L^{2}(0, T ; H)$. We now state basic assumptions for the nonlinear operator $A$ on $H$. There exist constants $c_{1}, c_{2}$ such that

$$
\begin{equation*}
|y| \leqq c_{1}+c_{2}|x| \quad \text { for all } y \in A x, x \in H \tag{2.4}
\end{equation*}
$$

$$
\begin{equation*}
\liminf _{y \in A x,|x| \rightarrow \infty}(x, y) /|x|>-\infty . \tag{2.5}
\end{equation*}
$$

Remark. The condition (2.5) guarantees that for each $\varepsilon>0, \varepsilon I+A$ is coercive, i.e., $\lim _{y \in \varepsilon x+A x,|x| \rightarrow \infty}\langle x, y\rangle /|x|=+\infty$. We note that if $A$ is monotone, then $A$ satisfies (2.5).

We next state assumptions for the nonlinear operator $A$ on $L^{2}(0, T ; H)$ corresponding to (2.4) and (2.5).
(2.4) ${ }^{\prime}$ There exist constants $c_{1}^{\prime}, c_{2}^{\prime}$ such that

$$
\|v\| \leqq c_{1}^{\prime}+c_{2}^{\prime}\|u\| \quad \text { for all } v \in A u, u \in L^{2}(0, T ; H)
$$

$$
\begin{equation*}
\liminf _{\in A u,\|u\| \rightarrow \infty}(v, u) /\|u\|>-\infty \tag{2.5}
\end{equation*}
$$

Remark. If a maximal monotone operator $A: H \rightarrow H$ with $D(A)=H$ satisfies (2.4), then we can see that $D(\tilde{A})=L^{2}(0, T ; H)$. It is obvious that if an operator $A: H \rightarrow H$ satisfies (2.4), then $\tilde{A}$ satisfies (2.4)'. It is also easy to see that $\tilde{A}$ satisfies (2.5)' whenever $A$ satisfies (2.4) and (2.5).

Theorem 1. Let A be a finitely continuous pseudo-monotone operator on $L^{2}(0, T ; H)$ and satisfy (2.4)', (2.5)'. Suppose that $a(t)$ satisfies (2.2) and $c_{2}^{\prime}\|a\|_{L^{1}(0, T)}<1$. Then for each $f \in L^{2}(0, T ; H)$, the equation

$$
\begin{equation*}
u(t)+\int_{0}^{t} a(t-s)(A u)(s) d s \ni f(t), \quad 0 \leqq t \leqq T \tag{2.6}
\end{equation*}
$$

has a solution on $[0, T]$.
Remark. It is known that the sum of monotone operator and completely continuous operator, $A=B+C$ is pseudo-monotone. Then Theorem 1 is applicable to the existence problems of local solutions of equations of the form

$$
\begin{equation*}
\frac{d u}{d t}+A(t .) u(t)+\int_{0}^{T} k(t, s) B u(s) d s \ni 0, \quad u(0)=u_{0} \tag{2.7}
\end{equation*}
$$

where $A(t): H \rightarrow H$ is a maximal monotone operator for each $0 \leqq t \leqq T, B: H \rightarrow H$ is completely continuous operator, $u_{0} \in H$ and $k(t, s) \in L^{2}([0, T] \times[0, T])$. In fact, by integrating the above differential equation, the problem (2.7) arrives at the problem (2.6).

Corollary 1. Let $A: H \rightarrow H$ be a multivalued operator satisfying (2.4) and (2.5). Suppose that for each $t \in[0, T], \tilde{A}$ is finitely cotinuous and pseudo-monotone on $L^{2}(0, t ;$ $H)$. Then for each $f \in L^{2}(0, T ; H)$, (1.1) has a solution on $[0, T]$.

Corollary $1^{\prime}$ (Kiffe and Stecher [7]). Let $A: H \rightarrow H$ be a maximal monotone operator with $D(A)=H$ and satisfy (2.4). Let a(t) satisfy (2.2). Then for each $f \in L^{2}(0, T$; $H$ ), (1.1) has a solution on $[0, T]$.

Remark. Corollary 1 is a reformulation of Theorem 1 in case where $A$ is an operator on $H$ and we can obtain Kiffe and Stecher's result (Corollary $1^{\prime}$ ) from Corollary 1. But we can see that Theorem 1 (or Corollary 1) is not very effective for operators on $H$ because, except for monotone operators, operators on $H$ rarely satisfy the assumption that $\tilde{A}$ is pseudo-monotone on $L^{2}(0, t ; H)$. Thus it is desirable to establish an existence result under the assumption that $A: H \rightarrow H$ is pseudo-monotone on $H$. We next state our main result.

Theorem 2. Let $A: H \rightarrow H$ be a finitely continuous pseudo-monotone operator on $H$ satisfying (2.4), (2.5). Suppose that $a(t) \in L^{2}(0, T)$ satisfies (2.2) and (2.3). Then for each $f \in L^{2}(0, T ; H),(1.1)$ has a solution on $[0, T]$.

Corollary 2. Let $A: H \rightarrow H$ be a maximal monotone operator with $D(A)=H$ and $B: H \rightarrow H$ be a completely continuous operator with $D(B)=H$. Suppose that $A+B$ satisfy (2.4) and (2.5) with $A$ replaced by $A+B$. Let $a(t) \in L^{2}(0, T)$ satisfy (2.2) and (2.3).

Then for each $f \in L^{2}(0, T ; H)$, the equation

$$
\begin{equation*}
u(t)+\int_{0}^{t} a(t-s)(A u(s)+B u(s)) d s \ni f(t), \quad 0 \leqq t \leqq T, \tag{2.8}
\end{equation*}
$$

has a solution on $[0, T]$.
3. Proofs. We first give fundamental lemmas. The following lemma is a direct consequence of the definition of pseudo-monotonicity.

Lemma 1. Let $F$ be a real Hilbert space and $A$ be a pseudo-monotone operator on $F$. Let $\left\{u_{n}\right\}$ and $\left\{w_{n}\right\}$ be sequences such that $u_{n}$ converges weakly to $u, w_{n} \in A u_{n}$ for each $n \geqq 1$ and $\liminf _{n \rightarrow \infty}\left(w_{n}, u_{n}-u\right) \leqq 0$. Then $\liminf _{n \rightarrow \infty}\left(w_{n}, u_{n}-u\right)=0$.

Proof. Choose a subsequence $\left\{u_{n_{i}}\right\}$ of $\left\{u_{n}\right\}$ such that

$$
\lim _{i \rightarrow \infty}\left(w_{n_{i}}, u_{n_{i}}-u\right)=\liminf _{n \rightarrow \infty}\left(w_{n}, u_{n}-u\right) .
$$

Then from the definition of pseudo-monotonicity, there exists $w \in A u$ such that

$$
0=(w, u-u) \leqq \lim _{i \rightarrow \infty}\left(w_{n_{i}}, u_{n_{i}}-u\right)
$$

Thus we obtain that $\liminf _{n \rightarrow \infty}\left(w_{n}, u_{n}-u\right)=0$.
Lemma 2. Let $F$ be a real Hilbert space and $A$ be a finitely continuous pseudo-monotone operator on $F$. Let $\left\{u_{n}\right\}$ and $\left\{w_{n}\right\}$ be sequences such that $u_{n}$ converges weakly to $u$, $w_{n} \in A u_{n}$ for each $n \geqq 1$ and $\limsup \operatorname{sum}_{n \rightarrow \infty}\left(w_{n}, u_{n}-u\right) \leqq 0$. Suppose that $w_{n}$ converges weakly to $w$. Then $w \in A u$.

Proof. By Lemma 1, we have that $\lim _{n \rightarrow \infty}\left(w_{n}, u_{n}-u\right)=0$. Then for each $v \in F$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(w_{n}, u_{n}-v\right)=\liminf _{n \rightarrow \infty}\left(w_{n}, u-v\right)=\lim _{n \rightarrow \infty}\left(w_{n}, u-v\right)=(w, u-v) \tag{3.1}
\end{equation*}
$$

while, for each $v \in F$, there exists $w_{v} \in A u$ such that

$$
\begin{equation*}
\left(w_{v}, u-v\right) \leqq \liminf _{n \rightarrow \infty}\left(w_{n}, u_{n}-v\right) \tag{3.2}
\end{equation*}
$$

Combining (3.1) with (3.2), we obtain that for any $v \in F$, there exists $w_{v} \in A u$ such that

$$
\begin{equation*}
\left(w_{v}, u-v\right) \leqq(w, u-v) \tag{3.3}
\end{equation*}
$$

Suppose that $w \notin A u$. Then since $A u$ is a closed convex set of $F$, there exists $z \in F$ such that

$$
\langle w, z\rangle<\inf \{\langle y, z\rangle: y \in A u\} .
$$

Put $v=u-z$ in (3.3). Then we obtain

$$
\left\langle w_{v}, z\right\rangle \leqq\langle w, z\rangle<\left\langle w_{v}, z\right\rangle .
$$

This is a contradiction. Thus we obtain that $w \in A u$.
Lemma 2'. Let $F$ and $A$ be as in Lemma 2. Let $\left\{u_{n}\right\}$ and $\left\{w_{n}\right\}$ be sequences such that $u_{n}$ converges weakly to $u, w_{n} \in A u_{n}$ for each $n \geqq 1$ and $\limsup \operatorname{sum}_{n \rightarrow \infty}\left(w_{n}, u_{n}-u\right) \leqq 0$. Suppose that $\left\{w_{n}\right\}$ is bounded in $F$. Then $\cap_{k} \overline{\operatorname{co}}\left\{w_{n}: n \geqq k\right\} \subset A u$.

Proof. Let $W$ be the set of all weak subsequential limits of $\left\{w_{n}\right\}$. Then by Lemma 2, $W \subset A u$. Since $A u$ is closed and convex, co $W \subset A u$. Then since $\overline{\operatorname{co}} W=$ $\cap_{k} \overline{\operatorname{co}}\left\{w_{n}: n \geqq k\right\}$ (cf. Bruck [4, Lemma 1.2]), the consequence follows.

Lemma 3. Let $F$ and $A$ be as in Lemma 2. Let L be a linear continuous and injective operator from $F$ into itself and $f$ be an element of $F$. Then the mapping $L^{*} A_{f} L$ is a pseudo-monotone operator on $F$. Moreover if $A$ maps bounded sets of $F$ into bounded sets, then $L^{*} A_{f} L$ is finitely continuous.

Proof. Let $\left\{u_{n}\right\}$ and $\left\{w_{n}\right\}$ be sequences such that $u_{n}$ converges weakly to $u$, $w_{n} \in L^{*} A_{f} L u_{n}$ for each $n \geqq 1$, and

$$
\limsup _{n \rightarrow \infty}\left(w_{n}, u_{n}-u\right) \leqq 0
$$

Let $\left\{v_{n}\right\}$ be a sequence such that $v_{n} \in A\left(L u_{n}+f\right)$ and $w_{n}=L^{*} v_{n}$, for each $n \geqq 1$. Then we have that for each $n \geqq 1$,

$$
\liminf _{n \rightarrow \infty}\left(w_{n}, u_{n}-u\right)=\liminf _{n \rightarrow \infty}\left(v_{n}, L u_{n}+f-(L u+f)\right)
$$

Then since $A$ is pseudo-monotone and $L u_{n}+f$ converges weakly to $L u+f$, for given $z \in F$, there exists $v \in A(L u+f)$ such that

$$
\begin{aligned}
\left(L^{*} v, u-z\right) & =(v, L u+f-(L z+f)) \\
& \leqq \liminf _{n \rightarrow \infty}\left(v_{n}, L u_{n}+f-(L z+f)\right) \\
& =\liminf _{n \rightarrow \infty}\left(v_{n}, L u_{n}-L z\right) \\
& =\liminf _{n \rightarrow \infty}\left(L^{*} v_{n}, u_{n}-z\right)
\end{aligned}
$$

Then since $L^{*} v \in L^{*} A(L u+f), L^{*} A_{f} L$ is pseudo-monotone.
Suppose that $A$ maps bounded sets of $F$ into bounded sets. Then to see that $L^{*} A_{f} L$ is finitely continuous, it is sufficient to show that $L^{*} A_{f} L$ is demiclosed, i.e., the graph of $L^{*} A_{f} L$ is strongly-weakly closed in $F \times F$, because $\left(L^{*} A_{f} L\right) G$ is relatively weakly compact for each compact subset $G$ of $F$ (cf. Browder [1, Proposition 2.6] or [2]). Let $\left\{u_{n}\right\}$ and $\left\{w_{n}\right\}$ be sequences in $F$ such that $\left\{u_{n}\right\}$ is contained in the closed convex hull of a finite subset $G$ of $F, u_{n}$ converges strongly to $u, w_{n} \in L^{*} A_{f} L u_{n}$ and $w_{n}$ converges weakly to $w$. Then since $L^{*} A_{f} L$ is pseudo-monotone on $F$ and $\lim \sup _{n \rightarrow \infty}\left\langle w_{n}, u_{n}-u\right\rangle \leqq 0$, we obtain, by Lemma 2, that $w \in L^{*} A_{f} L u$. This completes the proof.

Lemma 4. Let $A: L^{2}(0, T ; H) \rightarrow L^{2}(0, T ; H)$ be a multivalued operator with $D(A)=$ $L^{2}(0, T ; H)$. Let $a(t) \in L^{1}(0, T)$ and $f \in L^{2}(0, T ; H)$. Then the equation

$$
\begin{equation*}
u+L_{a} A u \ni f \tag{3.4}
\end{equation*}
$$

has a solution $u$ on $[0, T]$ if and only if the following equation has a solution $v$ on $[0, T]$;

$$
\begin{equation*}
v+A\left(L_{a} v+f\right) \ni 0 \tag{3.5}
\end{equation*}
$$

Proof. Let $u$ be a solution of (3.4). Put $z=u-f$. Then (3.4) is equal to

$$
\begin{equation*}
z+L_{a} A(z+f) \ni 0 \tag{3.6}
\end{equation*}
$$

Then there exists $v \in L_{a}^{-1} z$ which satisfies (3.5). It is also easy to see the "if" part.

Proof of Theorem 1. For simplicity we write $L$ instead of $L_{a}$. Let $f \in L^{2}(0, T ; H)$. For each $n \geqq 1$, we set $L_{n}=(L+1 / n) I$. Then since $L$ is positive,

$$
\begin{equation*}
\left\langle L_{n} u, u\right\rangle=\left\langle L_{n}^{*} u, u\right\rangle \geqq \frac{1}{n}\|u\|^{2} \quad \text { for } u \in L^{2}(0, T ; H) . \tag{3.7}
\end{equation*}
$$

We first claim that for each $n \geqq 1$,

$$
\begin{equation*}
v+A\left(L_{n} v+f\right) \ni 0 \tag{3.8}
\end{equation*}
$$

has a solution $v \in L^{2}(0, T ; H)$. Since $L_{n}^{*}$ is bijective by (3.7), $v \in L^{2}(0, T ; H)$ is a solution of (3.8) if and only if $v$ is a solution of

$$
\begin{equation*}
L_{n}^{*} v+L_{n}^{*} A\left(L_{n} v+f\right) \ni 0 . \tag{3.9}
\end{equation*}
$$

Then we show that (3.9) has a solution. For each $n \geqq 1, L_{n}^{*} A_{f} L_{n}$ is finitely continuous and pseudo-monotone by Lemma 3. Then $(1 / n) I+L_{n}^{*} A_{f} L_{n}$ is also finitely continuous and pseudo-monotone for each $n \geqq 1$. From (2.4)' we have that for each $u \in$ $L^{2}(0, T ; H)$ and $w \in A\left(L_{n} u+f\right)$,
$\left\langle\frac{1}{n} u+L_{n}^{*} w, u\right\rangle=\frac{1}{n}\|u\|^{2}+\left\langle w, L_{n} u\right\rangle$

$$
\begin{align*}
& =\frac{1}{n}\|u\|^{2}+\left\langle w, L_{n} u+f\right\rangle-\langle w, f\rangle  \tag{3.10}\\
& \geqq \frac{1}{n}\|u\|^{2}+\left\langle w, L_{n} u+f\right\rangle-\|f\|\left(c_{1}^{\prime}+c_{2}^{\prime}\left(\|a\|_{L^{1}(0, T)}\|u\|+\frac{1}{n}\|u\|+\|f\|\right)\right) .
\end{align*}
$$

Then by (2.5)', (3.10) implies that for each $n \geqq 1$,

$$
\lim _{\substack{z \in L_{n}^{*} A_{1} L_{n} u \\\|u\| \rightarrow \infty}}\left\langle\frac{1}{n} u+z, u\right\rangle /\|u\|=\infty
$$

i.e., $(1 / n) I+L_{n}^{*} A \mathscr{L}_{n}$ is coercive. By $(2.4)^{\prime},(1 / n) I+L_{n}^{*} A_{f} L_{n}$ is bounded for each $n \geqq 1$. On the other hand, (3.7) implies that $L_{n}^{*}-(1 / n) I$ is positive for each $n \geqq 1$. Then by [3, Thm. 7.8], we obtain that the sum of $\left(L_{n}^{*}-(1 / n) I\right)$ and $\left((1 / n) I+L_{n}^{*} A_{f} L_{n}\right)$ is surjective. Therefore (3.9) has a solution. Let $\left\{u_{n}\right\} \subset L^{2}(0, T ; H)$ be a sequence such that $u_{n}+A\left(L_{n} u_{n}+f\right) \ni 0$, for each $n \geqq 1$. Let $\left\{w_{n}\right\}$ be a sequence such that $w_{n} \in$ $A\left(L_{n} u_{n}+f\right)$ and $u_{n}+w_{n}=0$, for each $n \geqq 1$. Then by (2.4)', we have that

$$
\begin{equation*}
\left\|u_{n}\right\| \leqq c_{1}^{\prime}+c_{2}^{\prime}\left\|L_{n} u_{n}+f\right\| \leqq c_{1}^{\prime}+c_{2}^{\prime}\left(\|a\|_{L^{1}(0, T)}\left\|u_{n}\right\|+\frac{1}{n}\left\|u_{n}\right\|+\|f\|\right) . \tag{3.11}
\end{equation*}
$$

Since $c_{2}^{\prime}\|a\|_{L^{1}(0, T)}<1$, (3.11) implies that there exists $M>0$ such that

$$
\left\|u_{n}\right\| \leqq M \quad \text { for all } n \geqq 1
$$

Then we can assume without any loss of generality that $u_{n} \rightarrow u$ and $w_{n} \rightarrow w$. Since $u_{n}+w_{n}=0$, we have that

$$
\begin{equation*}
\left\langle u_{n}, L_{n} u_{n}-L u\right\rangle+\left\langle w_{n}, L_{n} u_{n}-L u\right\rangle=0 . \tag{3.12}
\end{equation*}
$$

Since $\lim _{n \rightarrow \infty} L_{n} u=L u$ and weak $-\lim _{n \rightarrow \infty} L_{n} u_{n}=$ weak $-\lim _{n \rightarrow \infty} L u_{n}+(1 / n) u_{n}=L u$, it follows that

$$
\begin{align*}
& \liminf _{n \rightarrow \infty}\left\langle u_{n}, L_{n} u_{n}-L u\right\rangle  \tag{3.13}\\
& =\liminf _{n \rightarrow \infty}\left\langle u_{n}-u, L_{n} u_{n}-L_{n} u\right\rangle+\lim _{n \rightarrow \infty}\left\langle u, L_{n} u_{n}-L_{n} u\right\rangle+\lim _{n \rightarrow \infty}\left\langle u_{n}, L_{n} u-L u\right\rangle \\
& \geqq 0
\end{align*}
$$

Then combining (3.12) with (3.13), we have that

$$
\limsup _{n \rightarrow \infty}\left\langle w_{n}, L_{n} u_{n}-L u\right\rangle \leqq 0
$$

Then by Lemma 2, we obtain that $w \in A(L u+f)$, and this implies $u+A(L u+f) \ni 0$. Then by Lemma 4, (2.6) has a solution on $[0, T]$.

Proof of Corollary 1. We first note that from the condition (2.4), we have that for each $t \in[0, T]$,

$$
\|y\|_{L^{2}(0, t ; H)} \leqq \sqrt{T} c_{1}+c_{2}\|x\|_{L^{2}(0, t ; H)},
$$

for all $x \in L^{2}(0, t ; H)$ and $y \in \tilde{A} x$. This implies that for each $t \in[0, T],(2.4)^{\prime}$ holds with $c_{1}^{\prime}=\sqrt{T} c_{1}$ and $c_{2}^{\prime}=c_{2}$. Then we choose $T^{\prime} \in[0, T]$ such that $c_{2}\|a\|_{L^{1}\left(0, T^{\prime}\right)}<1$. Then by Theorem 1, there exists a solution $u$ of (1.1) on [0, $T^{\prime}$ ], i.e., there exists $w:\left[0, T^{\prime}\right] \rightarrow H$ such that $w(t) \in A u(t)$ a.e. on $\left[0, T^{\prime}\right]$ and

$$
u(t)+\int_{0}^{t} a(t-s) w(s) d s=f(t), \quad 0 \leqq t \leqq T^{\prime}
$$

By using the continuation argument employed in the proof of [1, Thm. 1], we show that $u(t)$ can be continued on $[0, T]$. Consider the equation

$$
\begin{equation*}
v(t)+\int_{0}^{t} a(t-s) A v(s) d s \ni f(t+T)-\int_{0}^{T} a(T+t-s) w(s) d s, \quad 0 \leqq t \leqq T^{\prime \prime} \tag{3.14}
\end{equation*}
$$

where $T^{\prime \prime}=\min \left(T^{\prime}, T-T^{\prime}\right)$. Let $f_{1}(t)$ denote the right side of (3.14). Then again by Theorem 1, there exists a solution $v$ of (3.14). We define a function $\tilde{u}:\left[0, T^{\prime}+T^{\prime \prime}\right] H$ by

$$
\tilde{u}(t)= \begin{cases}u(t) & \text { on }\left[0, T^{\prime}\right] \\ v\left(t-T^{\prime}\right) & \text { on }\left(T^{\prime}, T^{\prime}+T^{\prime \prime}\right]\end{cases}
$$

Then $\tilde{u}$ is a solution of (1.1) on [ $0, T+T^{\prime \prime}$ ]. By repeating this continuation, we obtain a solution $u$ of (1.1) on [ $0, T$ ].

To prove Theorem 2, we need some lemmas and propositions. The continuation argument employed in Corollary 1 is available under the assumption of Theorem 2. Therefore in the following propositions, we assume that $c_{2}\|a\|_{L^{1}(0, T)}<1$ for $a(t) \in$ $L^{1}(0, T)$ and $A$ satisfying (2.4).

Proposition 1. Let $A: H \rightarrow H$ be an operator satisfying (2.4) and (2.5). Let $a(t) \in$ $L^{2}(0, T)$ satisfy (2.2) and (2.3). Suppose that
for each $f \in L^{2}(0, T ; H), L_{a}^{*} \tilde{A}_{f} L_{a}$ is finitely continuous
and pseudo-monotone on $L^{2}(0, T ; H)$.
Then for each $f \in L^{2}(0, T ; H)$, (1.1) has a solution on $[0, T]$.

Proof. Let $f \in L^{2}(0, T ; H)$. As in the proof of Theorem 1, we write $L$ instead of $L_{a}$. From (2.4), (2.5) and (3.15), it follows that $\left((1 / n) I+L^{*} \tilde{A}_{f} L\right)$ is finitely continuous, pseudo-monotone, coercive and bounded. Then since $L^{*}$ is positive, by [3, Thm. 7.8], we obtain that for each $n \geqq 1$, there exists a solution $u_{n}$ of the equation

$$
\begin{equation*}
L^{*} u_{n}+\frac{1}{n} u_{n}+L^{*} \tilde{A}_{f} L u_{n} \ni 0 . \tag{3.16}
\end{equation*}
$$

Since $L^{*}$ is injective by (2.3), (3.16) implies

$$
\begin{equation*}
u_{n}+\frac{1}{n} L^{*-1} u_{n}+\tilde{A}_{f} L u_{n} \ni 0 . \tag{3.17}
\end{equation*}
$$

Multiplying (3.17) by $u_{n}$ gives

$$
\begin{align*}
\left\|u_{n}\right\|^{2} & \leqq\left\|u_{n}\right\|\left(\sqrt{T} c_{1}+c_{2}\left(\left\|L u_{n}+f\right\|\right)\right) \\
& \leqq\left\|u_{n}\right\|\left(\sqrt{T} c_{1}+c_{2}\|a\|_{L^{1}(0, T)}\left\|u_{n}\right\|+c_{2}\|f\|\right) . \tag{3.18}
\end{align*}
$$

Then it follows from (3.18) that there exists $M>0$ such that

$$
\begin{equation*}
\left\|u_{n}\right\| \leqq M \quad \text { for all } n \geqq 1 \tag{3.19}
\end{equation*}
$$

Let $\left\{w_{n}\right\}$ be a sequence such that $w_{n} \in L^{*} \tilde{A_{f}} L u_{n}$ and $L^{*} u_{n}+(1 / n) u_{n}+w_{n}=0$. Then by (3.19) and (2.4), we may assume that $u_{n} \rightarrow u$ and $w_{n} \rightarrow w$ in $L^{2}(0, T ; H)$. Then since $(1 / n) u_{n} \rightarrow 0$ and

$$
\begin{aligned}
\liminf _{n \rightarrow \infty}\left\langle L^{*} u_{n}, u_{n}-u\right\rangle & =\liminf _{n \rightarrow \infty}\left\langle L^{*} u_{n}-L^{*} u, u_{n}-u\right\rangle+\lim _{n \rightarrow \infty}\left\langle L^{*} u, u_{n}-u\right\rangle \\
& \geqq 0
\end{aligned}
$$

multiplying (3.16) by $u_{n}-u$ gives

$$
\limsup _{n \rightarrow \infty}\left\langle w_{n}, u_{n}-u\right\rangle \leqq 0
$$

Then by Lemma 2, $w \in L^{*} \tilde{A}_{f} L u$ and therefore we obtain that $L^{*} u+L^{*} \tilde{A}(L u+f) \ni 0$. Since $L^{*}$ is injective, we have that $u+\tilde{A}(L u+f) \ni 0$. Then by Lemma 4, (1.1) has a solution on $[0, T]$.

Theorem 2 follows from Proposition 1 and the following proposition.
Proposition 2. Let $A: H \rightarrow H$ be a finitely continuous pseudo-monotone operator on $H$. Let $a(t) \in L^{2}(0, T)$ satisfy (2.2) and (2.3). Then for each $f \in L^{2}(0, T ; H)$, the operator $L^{*} \tilde{A}_{f} L$ is finitely continuous and pseudo-monotone on $L^{2}(0, T ; H)$.

For the sake of simplicity of the proof, we prove the case $f=0$ in Proposition 2. To prove Proposition 2, we need some lemmas. In the followings, we suppose that $A$ and $a(t)$ satisfy the assumption of Proposition 2. We write $L$ instead of $L_{a}$.

Lemma 5. Let $\left\{u_{n}\right\},\left\{w_{n}\right\} \subset L^{2}(0, T ; H)$ be sequences such that $u_{n} \rightarrow u$ in $L^{2}(0, T ; H), w_{n} \in \tilde{A} L u_{n}$ for each $n \geqq 1$ and $\limsup \sin _{n \rightarrow \infty}\left\langle w_{n}, L u_{n}-L u\right\rangle \leqq 0$. Then $\lim _{n \rightarrow \infty}\left\langle w_{n}, L u_{n}-L u\right\rangle=0$.

Proof. We first observe that for each $t \in[0, T],\left(L u_{n}\right)(t)$ converges weakly to $(L u)(t)$ in $H$. For each $z \in H, a(t) z \in L^{2}(0, T ; H)$. Then since $u_{n} \rightarrow u$ in $L^{2}(0, T ; H)$, we obtain that for each $t \in[0, T]$ and $z \in H$,

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left(z,\left(L u_{n}\right)(t)-(L u)(t)\right) & =\lim _{n \rightarrow \infty}\left(z, \int_{0}^{t} a(t-s)\left(u_{n}(s)-u(s)\right) d s\right) \\
& =\lim _{n \rightarrow \infty} \int_{0}^{t}\left(a(t-s) z, u_{n}(s)-u(s)\right) d s \\
& =0 .
\end{aligned}
$$

From the above observation and Lemma 1, we obtain that $\liminf _{n \rightarrow \infty}\left(w_{n}(t),\left(L u_{n}\right)(t)\right.$ $-(L u)(t)) \geqq 0$ a.e. on $[0, T]$. We also have that there exists $M>0$ such that $\left|\left(L u_{n}\right)(t)\right| \leqq$ $M$ for all $n \geqq 1$ and $t \in[0, T]$. Then by the condition (2.4), we obtain that there exists $K>0$ such that $\left|\left(w_{n}(t),\left(L u_{n}\right)(t)-(L u)(t)\right)\right| \leqq K$ for all $n \geqq 1$ and $t \in[0, T]$. The by Fatou's lemma, it follows that

$$
\begin{aligned}
0 & \leqq \int_{0}^{T} \liminf _{n \rightarrow \infty}\left(w_{n}(t),\left(L u_{n}\right)(t)-(L u)(t)\right) d t \\
& \leqq \liminf _{n \rightarrow \infty}\left\langle w_{n}, L u_{n}-L u\right\rangle \\
& \leqq \limsup _{n \rightarrow \infty}\left\langle w_{n}, L u_{n}-L u\right\rangle \\
& \leqq 0,
\end{aligned}
$$

and this completes the proof.
Lemma 6. Let $\left\{u_{n}\right\},\left\{w_{n}\right\} \subset L^{2}(0, T ; H)$ be sequences such that $u_{n} \rightarrow u$ in $L^{2}(0, T ; H), w_{n} \in \tilde{A} L u_{n}$ for all $n \geqq 1$ and $\lim \sup _{n \rightarrow \infty}\left\langle w_{n}, L u_{n}-L u\right\rangle \leqq 0$. Then for given $\varepsilon>0$, there exists $n_{0} \geqq 1$ such that (for all $n \geqq n_{0}$ ),

$$
\left(w_{n}(t),\left(L u_{n}\right)(t)-L u(t)\right)>-\varepsilon,
$$

for all $t \in[0, T]$.
Proof. Suppose that there exist $\varepsilon>0$, a sequence $\left\{t_{i}\right\}$ and a subsequence $\left\{u_{n_{i}}\right\}$ of $\left\{u_{n}\right\}$ such that

$$
\begin{equation*}
\lim _{i \rightarrow \infty}\left(w_{n_{i}}\left(t_{i}\right),\left(L u_{n_{i}}\right)\left(t_{i}\right)-(L u)\left(t_{i}\right)\right) \leqq-\varepsilon . \tag{3.20}
\end{equation*}
$$

We may suppose without any loss of generality that $t_{i} \rightarrow t_{0}$. Then since $a(t) \in L^{2}(0, T)$ and $u_{n} \rightarrow u$ in $L^{2}(0, T ; H)$, it is easy to see that $\left(L u_{n_{i}}\right)\left(t_{i}\right)$ converges weakly to $(L u)\left(t_{0}\right)$ in $H$ and $(L u)\left(t_{i}\right)$ converges strongly to $(L u)\left(t_{0}\right)$ in $H$. Then (3.20) implies

$$
\lim _{i \rightarrow \infty}\left(w_{n_{i}}\left(t_{i}\right),\left(L u_{n_{i}}\right)\left(t_{i}\right)-(L u)\left(t_{0}\right)\right) \leqq-\varepsilon .
$$

On the other hand, by Lemma 1, we have that

$$
\liminf _{i \rightarrow \infty}\left(w_{n_{i}}\left(t_{i}\right),\left(L u_{n_{i}}\right)\left(t_{i}\right)-(L u)\left(t_{0}\right)\right)=0 .
$$

This is a contradiction.
Lemma 7. Let $\left\{u_{n}\right\},\left\{w_{n}\right\}$ be sequences such that $u_{n} \rightharpoonup u$ in $L^{2}(0, T ; H), w_{n} \in \tilde{A} L u_{n}$ for each $n \geqq 1$ and $\lim \sup _{n \rightarrow \infty}\left\langle w_{n}, L u_{n}-L u\right\rangle \leqq 0$. Then there exists a subsequence $\left\{u_{n_{i}}\right\}$ of $\left\{u_{n}\right\}$ such that

$$
\begin{equation*}
\limsup _{i \rightarrow \infty}\left(w_{n_{i}}(t),\left(L u_{n_{i}}\right)(t)-(L u)(t)\right) \leqq 0 \quad \text { a.e. on }[0, T] . \tag{3.21}
\end{equation*}
$$

Proof. From Fatou's lemma, we have that

$$
\begin{align*}
0 & =\lim _{n \rightarrow \infty}\left\langle w_{n}, L u_{n}-L u\right\rangle  \tag{3.22}\\
& \leqq \int_{0}^{T} \limsup _{n \rightarrow \infty}\left(w_{n}(t),\left(L u_{n}\right)(t)-(L u)(t)\right) d t \\
& \leqq \lim _{k \rightarrow \infty} \int_{0}^{T} \sup _{n \geqq k}\left(w_{n}(t),\left(L u_{n}\right)(t)-(L u)(t)\right) d t .
\end{align*}
$$

By Lemma 1, we have that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(w_{n}(t),\left(L u_{n}\right)(t)-(L u)(t)\right) \geqq 0 \quad \text { a.e. on }[0, T] . \tag{3.23}
\end{equation*}
$$

Then it is sufficient to prove that there exists a subsequence $\left\{u_{n_{i}}\right\}$ of $\left\{u_{n}\right\}$ such that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{0}^{T} \sup _{i \geqq j}\left(w_{n_{i}}(t),\left(L u_{n_{i}}\right)(t)-(L u)(t)\right) d t=0 \tag{3.24}
\end{equation*}
$$

In fact, if $\left\{u_{n_{i}}\right\}$ satisfies (3.24), we have, by (3.22), that

$$
\begin{equation*}
\int_{0}^{T} \limsup _{i \rightarrow \infty}\left(w_{n_{i}}(t),\left(L u_{n_{i}}\right)(t)-(L u)(t)\right) d t=0 \tag{3.25}
\end{equation*}
$$

Then from (3.23) and (3.25), (3.21) follows. For each $n \geqq 1$ and $i \geqq 1$, we put

$$
P_{n}(i)=\left\{t \in[0, T]:\left(w_{n}(t),\left(L u_{n}\right)(t)-(L u)(t)\right) \geqq 1 / i\right\} .
$$

We claim that there exists a subsequence $\left\{u_{n_{i}}\right\}$ of $\left\{u_{n}\right\}$ such that $m\left(P_{n_{i}}(i)\right) \leqq 1 / 2^{i}$ for all $i \geqq 1$, where $m$ is the usual measure on $[0, T]$. Fix $i \geqq 1$ and choose $\varepsilon>0$ such that $\varepsilon T+\varepsilon<\left(i 2^{i}\right)^{-1}$. From Lemmas 5 and 6 , we can choose $n_{i}$ such that

$$
\left\langle w_{n_{i}}, L u_{n_{i}}-L u\right\rangle<\varepsilon
$$

and

$$
\left(w_{n_{i}}(t),\left(L u_{n_{i}}\right)(t)-(L u)(t)\right) \geqq-\varepsilon \quad \text { a.e. on }[0, T]
$$

Then since

$$
\begin{aligned}
\varepsilon> & \left\langle w_{n_{i}}, L u_{n_{i}}-L u\right\rangle \\
= & \int_{P_{n_{i}}(i)}\left(w_{n_{i}}(t),\left(L u_{n_{i}}\right)(t)-(L u)(t)\right) d t \\
& +\int_{[0, T] \backslash P_{n_{i}}(i)}\left(w_{n_{i}}(t),\left(L u_{n_{i}}\right)(t)-(L u)(t)\right) d t \\
& \geqq i^{-1} m\left(P_{n_{i}}(i)\right)-\varepsilon\left(T-m\left(P_{n_{i}}(i)\right)\right) .
\end{aligned}
$$

Then we obtain that $m\left(P_{n_{i}}(i)\right)<2^{-i}$. Now we show that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{0}^{T} \sup _{i \geqq j}\left(w_{n_{i}}(t),\left(L u_{n_{i}}\right)(t)-(L u)(t)\right) d t=0 . \tag{3.26}
\end{equation*}
$$

Since $\left\{u_{n}\right\}$ is bounded in $L^{2}(0, T ; H), a(t) \in L^{2}(0, T)$ and $A$ satisfies (2.4), there exists $M>0$ such that $\left|\left(L u_{n}\right)(t)\right| \leqq M$ and $\left|w_{n}(t)\right| \leqq M$ for all $n \geqq 1$ and $t \in[0, T]$. Then for given $\varepsilon>0$, we choose $i_{0} \geqq 1$ so large that $T i_{0}^{-1}+2 M^{2}\left(\sum_{i \geqq i_{0}} 2^{-i}\right)<\varepsilon$. Then we have

$$
\begin{aligned}
\int_{0}^{T} \sup _{i \geqq i_{0}}\left(w_{n_{i}}\right. & \left.(t),\left(L u_{n_{i}}\right)(t)-(L u)(t)\right) d t \\
= & \int_{U_{i \geqq i_{0}} P_{n_{i}}(i)} \sup _{i \geqq i_{0}}\left(w_{n_{i}}(t),\left(L u_{n_{i}}\right)(t)-(L u)(t)\right) d t \\
& +\int_{[0, T] \backslash \cup_{i \geqq i_{0}} P_{n_{i}}(i)} \sup _{i \geqq i_{0}}\left(w_{n_{i}}(t),\left(L u_{n_{i}}\right)(t)-(L u)(t)\right) d t \\
& \leqq 2 M^{2}\left(\sum_{i \geqq i_{0}} 2^{-i}\right)+T i_{0}^{-1}<\varepsilon .
\end{aligned}
$$

Therefore we obtain (3.26). This completes the proof.
Lemma 8. Let $\left\{u_{n}\right\},\left\{w_{n}\right\} \subset L^{2}(0, T ; H)$ be sequences such that $u_{n} \rightarrow u$ in $L^{2}(0, T$; $H), w_{n} \in \tilde{A} L u_{n}$ for each $n \geqq 1$ and

$$
\limsup _{n \rightarrow \infty}\left(w_{n}(t),\left(L u_{n}\right)(t)-(L u)(t)\right) \leqq 0 \quad \text { a.e. on }[0, T]
$$

Suppose that $w_{n} \rightarrow w$ in $L^{2}(0, T ; H)$. Then $w \in \tilde{A} L u$.
Proof. It is easy to see that for each $t \in[0, T],\left\{w_{n}(t)\right\}$ is bounded in $H$, because $\left(L u_{n}\right)(t)$ is bounded in $H$ and $A$ satisfies (2.4), while, from the assumption, it is obvious that $w \in \operatorname{co}\left\{w_{n}: n \geqq k\right\}$ for each $k \geqq 1$. Then we have that there exists a sequence $\left\{h_{k}\right\}$ such that $h_{k} \in \operatorname{co}\left\{w_{n}: n \geqq k\right\}$ and $h_{k} \rightarrow w$ in $L^{2}(0, T ; H)$. Then we may assume without any loss of generality that $h_{k}(\underline{t}) \rightarrow w(t)$ a.e. on $[0, T]$. Then since $h_{k}(t) \in \operatorname{co}\left\{w_{n}(t): n \geqq k\right\}$, we have that $w(t) \in \bigcap_{k} \operatorname{co}\left\{w_{n}(t): n \geqq k\right\}$ a.e. on [0,T]. Then by Lemma $2^{\prime}$, we obtain that $w(t) \in A(L u)(t)$ a.e on $[0, T]$, i.e., $w \in \tilde{A} L u$.

Remark. It is easy to verify that Lemmas $5,6,7$, and 8 hold with $\tilde{A}$ replaced by $\tilde{A_{f}}\left(f \in L^{2}(0, T ; H).\right)$

Proof of Proposition 2. For the sake of simplicity of the proof, we suppose that $f=0$. We prove that $L^{*} \tilde{A} L$ is pseudo-monotone on $L^{2}(0, T ; H)$. Let $\left\{u_{n}\right\},\left\{w_{n}\right\} \subset$ $L^{2}(0, T ; H)$ be sequences such that $u_{n} \rightarrow u$ in $L^{2}(0, T ; H), w_{n} \in \tilde{A} L u_{n}$ for each $n \geqq 1$ and $\lim \sup _{n \rightarrow \infty}\left\langle w_{n}, L u_{n}-L u\right\rangle \leqq 0$. Let $v \in L^{2}(0, T ; H)$. We show that there exists $w \in \tilde{A} L u$ such that $\langle w, L u-L v\rangle \leqq \liminf _{n \rightarrow \infty}\left\langle w_{n}, L u_{n}-L v\right\rangle$. By Lemma 5, we have that $\lim _{n \rightarrow \infty}$ $\left\langle w_{n}, L u_{n}-L u\right\rangle=0$. Hence we choose a subsequence $\left\{u_{n_{i}}\right\}$ of $\left\{u_{n}\right\}$ such that $w_{n_{i}}-w$ in $L^{2}(0, T ; H)$ and $\lim _{i \rightarrow \infty}\left\langle w_{n_{i}}, L u_{n_{i}}-L v\right\rangle=\liminf _{n \rightarrow \infty}\left\langle w_{n}, L u_{n}-L v\right\rangle$. Then we have that

$$
\begin{aligned}
\liminf _{n \rightarrow \infty}\left\langle w_{n}, L u_{n}-L v\right\rangle & =\lim _{i \rightarrow \infty}\left\langle w_{n_{i}}, L u_{n_{i}}-L v\right\rangle \\
& =\lim _{i \rightarrow \infty}\left\langle w_{n_{i}}, L u_{n_{i}}-L u\right\rangle+\lim _{i \rightarrow \infty}\left\langle w_{n_{i}}, L u-L v\right\rangle \\
& =\lim _{i \rightarrow \infty}\left\langle w_{n_{i}}, L u-L v\right\rangle \\
& =\langle w, L u-L v\rangle .
\end{aligned}
$$

On the other hand, by Lemma 7, we may assume that

$$
\underset{i \rightarrow \infty}{\limsup }\left\langle w_{n_{i}}(t),\left(L u_{n_{i}}\right)(t)-(L u)(t)\right\rangle \leqq 0 \quad \text { a.e. on }[0, T] .
$$

Then by Lemma 8, it follows that $w \in \tilde{A} L u$. Therefore $L^{*} \tilde{A} L$ is pseudo-monotone on $L^{2}(0, T ; H)$. We can prove that $L^{*} \tilde{A} L$ is finitely continuous by the parallel argument as in the proof of Lemma 3. Then we omit the proof.

## 4. Examples.

Example 1. Let $H$ be a real Hilbert space and let $A: H \rightarrow H$ be an operator defined by

$$
A x= \begin{cases}\left|\left\langle x_{0}, x\right\rangle\right| x /|x| & \text { if } x \neq 0 \\ \{x \in H:|x| \leqq 1 .\} & \text { if } x=0\end{cases}
$$

where $x_{0} \in H$. Then it is easy to see that $A$ is finitely continuous and pseudo-monotone on $H$. Let $a(t)$ be an element of $L^{2}(0, T)$ such that $a(0)>0, a$ and $a^{\prime}$ are nonnegative convex on $[0, \infty)$. Then $a(t)$ satisfies (2.2) and (2.3) on each interval $[0, T](T>0)$. Moreover by Theorem 2, (1.1) has a solution on $[0, T]$ for every $f \in L^{2}(0, T ; H)$.

Example 2. Let $H$ be a real Hilbert space and $A: H \rightarrow H$ be a multivalued compact operator (i.e., $A$ is upper semicontinuous and maps bounded sets to compact sets). Suppose that $A u$ is convex for each $u \in H$. Then $A$ is finitely continuous and pseudo-monotone on $H$. Suppose that $A$ satisfies (2.4) and (2.5). Let $a(t)$ be as in example 1. Then for each $f \in L^{2}(0, T ; H),(1.1)$ has a solution on $[0, T]$.
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#### Abstract

The main object of this note is to answer in the affirmative a conjecture in [4] that for an integral operator generated by a $p$ times continuously differentiable positive definite kernel, the eigenvalues are $o\left(1 / n^{p+1}\right)$.
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1. Introduction. A function $K(x, t) \in L^{2}[0,1]^{2}$ is known as an $L^{2}$-kernel. It defines a compact operator on $L^{2}[0,1]$ by

$$
K f(x)=\int_{0}^{1} K(x, t) f(t) d t .
$$

The adjoint $K^{*}$ of $K$ is generated by the kernel $\overline{K(t, x)}$ so that the operator $K$ or its kernel $K(x, t)$ is Hermitian if $K(x, t)=\overline{K(t, x)}$ for almost all $0 \leqq x, t \leqq 1$. Suppose that $K(x, t)$ is Hermitian and positive definite, that is,

$$
\int_{0}^{1} \int_{0}^{1} K(x, t) \overline{f(x)} f(t) d x d t \geqq 0
$$

for all $f \in L^{2}[0,1]$. Then the spectrum of $K$ consists of a sequence of positive eigenvalues $\left\{\lambda_{n}(K)\right\}$ which converges to 0 . These eigenvalues are arranged in decreasing order and repeated according to their multiplicities. Assume also that $K(x, t)$ is continuous on $[0,1]^{2}$. If $\left\{\phi_{n}\right\}$ is the corresponding orthonormal sequence of eigenfunctions of $K$, then the well-known Mercer's theorem says that $K(x, t)$ has the eigenfunction expansion

$$
\begin{equation*}
K(x, t)=\sum_{n=1}^{\infty} \lambda_{n}(K) \phi_{n}(x) \overline{\phi_{n}(t)} \tag{1}
\end{equation*}
$$

where the series converges absolutely and uniformly on $[0,1]$. A kernel of this type generates an operator of trace class; the trace of $K$ is given by

$$
\sum_{n=1}^{\infty} \lambda_{n}(K)=\int_{0}^{1} K(t, t) d t<\infty
$$

Consequently

$$
\begin{equation*}
\lambda_{n}(K)=o\left(\frac{1}{n}\right) \tag{2}
\end{equation*}
$$

[^32]as $n \rightarrow \infty$. Recently Reade [4] showed that if it is also assumed that $K(x, t) \in C^{1}[0,1]^{2}$, then (2) can be improved to $\lambda_{n}(K)=o\left(1 / n^{2}\right)$ as $n \rightarrow \infty$. It is also suggested in [4] that if $p \geqq 1$ is an integer and if $K(x, t) \in C^{p}[0,1]^{2}$ is positive definite Hermitian, then
$$
\lambda_{n}(K)=o\left(\frac{1}{n^{p+1}}\right)
$$
as $n \rightarrow \infty$. The main object of this note is to prove this conjecture.
2. Singular values. Suppose that $T$ is an integral operator not necessarily Hermitian. Then $T^{*} T$ is positive definite Hermitian and so has a sequence of positive eigenvalues which converges to 0 . The positive square roots of these eigenvalues, arranged in decreasing order and denoted by $\left\{s_{n}(T)\right\}$, are called singular values of $T$ (see [3, Chap. 2]). It can be proved that $T$ and $T^{*}$ have the same singular values (see [3, p. 28]). If $T$ is positive definite Hermitian, then the eigenvalues and the singular values of $T$ coincide. The singular values of $T$ have the characterization that
$$
s_{n}(T)=\inf \left\{\left\|\left.T\right|_{H}\right\|: H \text { is a vector subspace, } \text { codim } H \leqq n-1\right\}
$$
where $\left.T\right|_{H}$ denotes the restriction of $T$ on $H$ (see e.g. [1]). The infimum is attained when $H$ is the vector subspace formed by $f \in L^{2}[0,1]$ which are orthogonal to the first $n-1$ eigenfunctions $\phi_{1}, \cdots, \phi_{n-1}$ of $T^{*} T$. Consequently, if $r \geqq 1$ is an integer and if $H$ is a vector subspace of codimension $\leqq r$, then
\[

$$
\begin{equation*}
s_{n+r}(T) \leqq s_{n}\left(\left.T\right|_{H}\right) \tag{3}
\end{equation*}
$$

\]

Moreover, if $K$ is positive definite Hermitian, then we can write $T^{*} K T=$ ( $\left.K^{1 / 2} T\right)^{*}\left(K^{1 / 2} T\right)$, where $K^{1 / 2}$ denotes the positive square root of $K$, and so

$$
\begin{equation*}
\lambda_{m+n-1}\left(T^{*} K T\right)=s_{m+n-1}\left(T^{*} K T\right) \leqq s_{m}(K) s_{n}^{2}(T)=\lambda_{m}(K) \lambda_{n}\left(T^{*} T\right) \tag{4}
\end{equation*}
$$

To prove the main results, we also need to compute the singular values of the operator

$$
J f(x)=\int_{x}^{1} f(t) d t
$$

The numbers $s_{n}^{2}(J)$, which are eigenvalues of the operator $J^{*} J$, must satisfy

$$
\phi_{n}(x)=\frac{1}{s_{n}^{2}(J)} \int_{0}^{x}\left\{\int_{t}^{1} \phi_{n}(s) d s\right\} d t
$$

that is,

$$
\phi_{n}^{\prime \prime}+\frac{1}{s_{n}^{2}(J)} \phi_{n}=0, \quad \phi_{n}(0)=\phi_{n}^{\prime}(1)=0 .
$$

A simple calculation shows (see [3, p. 120]) that

$$
\begin{equation*}
\lambda_{n}\left(J^{*} J\right)=s_{n}^{2}(J)=\frac{4}{\pi^{2}(2 n-1)^{2}} \tag{5}
\end{equation*}
$$

3. The results. Suppose that the kernel $K(x, t)$ is positive definite Hermitian. If the symmetric derivative

$$
\begin{equation*}
K_{r r}(x, t)=\frac{\partial^{2 r}}{\partial x^{r} \partial t^{r}} K(x, t) \tag{6}
\end{equation*}
$$

exists and is continuous on $[0,1]^{2}$, then $K_{r r}(x, t) \in C[0,1]^{2}$ is also positive definite Hermitian, and so by Mercer's theorem, $K_{r r}(x, t)$ generates an integral operator of trace class. Indeed, it is shown in [2] that the eigenfunctions $\phi_{n}$ of $K$ are in $C^{r}[0,1]$ and the eigenfunction expansion (1) can be differentiated term by term so that

$$
K_{r r}(x, t)=\sum_{n=1}^{\infty} \lambda_{n}(K) \phi_{n}^{(r)}(x) \overline{\phi_{n}^{(r)}(t)}
$$

The series converges absolutely and uniformly on $[0,1]$.
Theorem 1. If $K(x, t)$ is positive definite Hermitian and if the symmetric derivative (6) exists and is continuous on $[0,1]^{2}$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{2 r} \lambda_{n}(K)<\infty \tag{7}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{2 r+1} \lambda_{n}(K)=0 . \tag{8}
\end{equation*}
$$

Proof. The proof is suggested by a method of Krein (see [3, p. 121]). Let $H_{1}$ be the vector subspace formed by $f \in L^{2}[0,1]$ which are orthogonal to the constant function $e(t) \equiv 1$ and the function $K(t, 0)$; then $H_{1}$ is of codimension $\leqq 2$. If $f \in H_{1}$, then

$$
\begin{equation*}
\int_{0}^{1} f(t) d t=0 \quad \text { and } \quad \int_{0}^{1} K(0, t) f(t) d t=0 \tag{9}
\end{equation*}
$$

and so we have the expression

$$
\begin{align*}
K f(x) & =\int_{0}^{1} K(x, t) f(t) d t  \tag{10}\\
& =\int_{0}^{x}\left\{\int_{0}^{1} K_{11}(y, s)\left(\int_{s}^{1} f(t) d t\right) d s\right\} d y \\
& =J^{*} K_{11} J f(x) .
\end{align*}
$$

We also have an expression symmetric to (10). Let $G$ be the vector subspace formed by $g \in L^{2}[0,1]$ which are orthogonal to the functions $e(t)$ and $K(t, 1)$. Then for $g \in G$

$$
\int_{0}^{1} g(t) d t=0 \quad \text { and } \quad \int_{0}^{1} K(1, t) g(t) d t=0
$$

and so

$$
\begin{align*}
K g(x) & =\int_{0}^{1} K(x, t) g(t) d t  \tag{11}\\
& =\int_{x}^{1}\left\{\int_{0}^{1} K_{11}(y, s)\left(\int_{0}^{s} g(t) d t\right) d s\right\} d y \\
& =J K_{11} J^{*} g(x)
\end{align*}
$$

For $r=2$, let $H_{2}$ be the vector subspace formed by $f \in H_{1}$ which are orthogonal to the functions $J^{*} e(t)$ and $J^{*} K_{11}(t, 1)$, then $H_{2}$ is codimension $\leqq 4$. If $f \in H_{2}$, then in addition to (9), $f$ also satisfies

$$
\int_{0}^{1} J f(t) d t=0 \quad \text { and } \quad \int_{0}^{1} K_{11}(1, t) J f(t) d t=0
$$

Now (9) holds, and by applying (11) to the function $J f(t)$ with the kernel $K_{11}(x, t)$ in place of $K(x, t)$,

$$
K_{11} J f(x)=J K_{22} J^{*} J f(x)
$$

Substituting into (10), we have

$$
K f(x)=J^{*} J K_{22} J^{*} J f(x)
$$

If $r \geqq 3$, we can keep on applying (10) and (11) by turns. Let $T_{0}$ be the identity operator and for $1 \leqq j \leqq r$, let

$$
T_{j}=\underbrace{A \cdots J^{*} J}_{j \text { factors }}
$$

where $A=J$ if $j$ is odd and $A=J^{*}$ if $j$ is even; the operator $T_{j}$ is the product of $j$ factors which are either $J$ or $J^{*}$ appearing alternately. Let $H_{r}$ be the vector subspace formed by $f \in L^{2}[0,1]$ which are orthogonal to the $2 r$ functions

$$
T_{j}^{*} e(t) \text { and } T_{j}^{*} K_{j j}(t, a)
$$

for $j=0,1, \cdots, r-1$, where $a=0$ if $j$ is even, $a=1$ if $j$ is odd and $K_{00}(x, t)=K(x, t)$. Then $H_{r}$ is of codimension $\leqq 2 r$ and for $f \in H_{r}$,

$$
K f(x)=T_{r}^{*} K_{r r} T_{r} f(x)
$$

Since $T_{r}{ }^{*} T_{r}=\left(J^{*} J\right)^{r}$ and is positive definite Hermitian, $\lambda_{n}\left(T_{r}^{*} T_{r}\right)=\left\{\lambda_{n}\left(J^{*} J\right)\right\}^{r}$. By (3), (4) and (5) for $n \geqq 2 r+1$

$$
\begin{align*}
\lambda_{2 n}(K) & \leqq \lambda_{2 n-1}(K) \leqq \lambda_{2 n-2 r-1}\left(T_{r}^{*} K_{r r} T_{r}\right)  \tag{12}\\
& \leqq \lambda_{n-2 r}\left(T_{r}^{*} T_{r}\right) \lambda_{n}\left(K_{r r}\right)=\left\{\lambda_{n-2 r}\left(J^{*} J\right)\right\}^{r} \lambda_{n}\left(K_{r r}\right) \\
& \leqq \frac{4^{r}}{\pi^{2 r}(2 n-4 r-1)^{2 r}} \lambda_{n}\left(K_{r r}\right) .
\end{align*}
$$

As noted above, the operator $K_{r r}$ is of trace class and so (7) is proved. (8) follows immediately from (7) (see [3, p. 122]).

Theorem 2. If $K(x, t) \in C^{p}[0,1]^{2}$ is positive definite Hermitian, then

$$
\begin{equation*}
\lambda_{n}(K)=o\left(\frac{1}{n^{p+1}}\right) \tag{13}
\end{equation*}
$$

as $n \rightarrow \infty$.

Proof. If $p$ is even, then (8) gives (13). If $p$ is odd, then set $r=(p-1) / 2$. Since $K_{r r}(x, t) \in C^{1}[0,1]^{2}$ is positive definite Hermitian, Reade's result [4] implies that

$$
\lim _{n \rightarrow \infty} n^{2} \lambda_{n}\left(K_{r r}\right)=0
$$

Relation (13) now follows from (12).
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# POSITIVE DEFINITE $\boldsymbol{C}^{p}$ KERNELS* 
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#### Abstract

It was shown in [SIAM J. Math. Anal. 15 (1984), pp. 137-142] that the eigenvalues ( $\lambda_{n}$ ) of any positive definite $C^{p}$ kernel are $o\left(1 / n^{p+1}\right)$ as $n \rightarrow \infty$. More recently, Ha has proved [SIAM J. Math. Anal., 17 (1986), pp. 415-419] that, for $p$ even, a stronger result holds, namely, that $\sum_{1}^{\infty} n^{p} \lambda_{n}<\infty$. It is the purpose of this note to show by counterexample that Ha's result is not true for $p$ odd.


1. Introduction. Any $p$ times continuously differentiable kernel $K(x, t)$ on $|x| \leqq 1$, $|t| \leqq 1$ gives rise to a compact operator

$$
T f(x)=\int_{-1}^{1} K(x, t) f(t) d t
$$

on $L^{2}[-1,1]$. If $K(t, x)=\overline{K(x, t)}$, then $T$ is also symmetric and so has an orthonormal sequence ( $\phi_{n}$ ) of eigenfunctions whose eigenvalues ( $\lambda_{n}$ ) form a real sequence convergent to zero. Also $K(x, t)$ has the expansion

$$
K(x, t)=\sum_{1}^{\infty} \lambda_{n} \phi_{n}(x) \overline{\phi_{n}(t)}
$$

mean square convergent over $|x| \leqq 1,|t| \leqq 1$. If, further, $K(x, t)$ is positive definite, i.e.,

$$
\int_{-1}^{1} \int_{-1}^{1} K(x, t) f(x) \overline{f(t)} d x d t \geqq 0
$$

for all $f \in L^{2}[-1,1]$, then $\lambda_{n} \geqq 0$ for all $n$, and, if we assume

$$
\lambda_{1} \geqq \lambda_{2} \geqq \cdots \geqq \lambda_{n} \geqq \cdots,
$$

then we have $n^{p+1} \lambda_{n} \rightarrow 0$ as $n \rightarrow \infty$ if $p$ odd, and $\sum_{1}^{\infty} n^{p} \lambda_{n}<\infty$ if $p$ even. (See [1] (this issue, pp. 415-419), [2].)

We shall show both these results are best possible in the sense that, given any real decreasing sequence $\left(\lambda_{n}\right)$ such that $n^{p+1} \lambda_{n} \rightarrow 0$ as $n \rightarrow \infty$ in case $p$ odd, $\sum_{1}^{\infty} n^{p} \lambda_{n}<\infty$ in case $p$ even, there exist positive definite $C^{p}$ kernels whose eigenvalues are $\left(\lambda_{n}\right)$. The divergence of the series $\sum_{1}^{\infty} 1 / n \log n$ shows that any positive definite $C^{p}$ kernel with eigenvalues $\lambda_{n}=1 / n^{p+1} \log n$, where $p$ is odd, cannot satisfy $\sum_{1}^{\infty} n^{p} \lambda_{n}<\infty$.

## 2. Trigonometric series.

Lemma 1. The trigonometric series $\sum_{1}^{\infty} n^{-1} \sin n t$ has uniformly bounded partial sums over all real $t$.

Proof. The maximum value of $\left|\sum_{1}^{N} n^{-1} \sin n t\right|$ occurs at $t=\pi / N+1$ and is $\sum_{1}^{N} n^{-1} \sin n \pi / N+1$ which converges to $\int_{0}^{\pi} t^{-1} \sin t d t$ as $N \rightarrow \infty$. $\quad$ Q.E.D.

Lemma 2. If $p$ is odd, and if $\left(\lambda_{n}\right)$ is any decreasing real sequence such that $n^{p+1} \lambda_{n} \rightarrow 0$ as $n \rightarrow \infty$, then

$$
f(t)=\sum_{1}^{\infty} \lambda_{n} \cos n t
$$

is $C^{p}$.

[^33]Proof. The series obtained by formally differentiating term by term $p$ times is $\pm \sum_{1}^{\infty} n^{p} \lambda_{n} \sin n t$ which is uniformly convergent over all real $t$ by Dirichlet's test (see [3, p. 50]) since $n^{p+1} \lambda_{n}$ decreases and converges to zero and $\sum_{1}^{\infty} n^{-1} \sin n t$ has uniformly bounded partial sums. Q.E.D.

Lemma 3. If $p$ is even, and if $\left(\lambda_{n}\right)$ is any real sequence such that $\sum_{1}^{\infty} n^{p} \lambda_{n}<\infty$, then

$$
f(t)=\sum_{1}^{\infty} \lambda_{n} \cos n t
$$

is $C^{p}$.
Proof. $p$ formal differentiations give $\pm \sum_{1}^{\infty} n^{p} \lambda_{n} \cos n t$ which is uniformly convergent by the Weierstrass $M$-test (see [3, p. 49]). Q.E.D.
3. The counterexamples. The sequence $(\cos \pi n t)_{n \geq 1}$ is orthonormal in $L^{2}[-1,1]$ and so, for any sequence $\left(\lambda_{n}\right)$ such that $\sum_{1}^{\infty} \lambda_{n}^{2}<\infty$, the kernel

$$
K(x, t)=\sum_{1}^{\infty} \lambda_{n} \cos \pi n x \cos \pi n t=\frac{1}{2} \sum_{1}^{\infty} \lambda_{n}(\cos \pi n(x+t)+\cos \pi n(x-t))
$$

is compact symmetric having eigenvalues $\left(\lambda_{n}\right) . K(x, t)$ is $C^{p}$ if, for $p$ odd, $\lambda_{n}$ decreases and $n^{p+1} \lambda_{n} \rightarrow 0$, or if, for $p$ even, $\sum_{1}^{\infty} n^{p} \lambda_{n}<\infty$, by Lemmas 2 and 3.
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# UNIFORM ASYMPTOTIC SOLUTIONS OF A CLASS OF SECOND-ORDER LINEAR DIFFERENTIAL EQUATIONS HAVING A TURNING POINT AND A REGULAR SINGULARITY, WITH AN APPLICATION TO LEGENDRE FUNCTIONS* 

W. G. C. BOYD ${ }^{\dagger}$ AND T. M. DUNSTER ${ }^{\dagger}$


#### Abstract

The asymptotic behaviour, as a parameter $u \rightarrow \infty$, of solutions of second-order linear differential equations with a turning point and a regular (double pole) singularity is considered. It is shown that the solutions can be approximated by expressions involving Bessel functions in a region which includes both the turning point and the singularity. Explicit error bounds for the difference between the approximations and the exact solutions are established. The theory is applied to find uniform asymptotic expansions for Legendre functions.


1. Introduction. In this paper we examine the asymptotic behaviour for large positive $u$ of solutions of differential equations of the form

$$
\begin{equation*}
\frac{d^{2} w}{d x^{2}}=\left\{u^{2} f(\alpha, x)+g(\alpha, x)\right\} w . \tag{1.1}
\end{equation*}
$$

The equation is assumed to have a regular singularity at $x=0$ and, except when $\alpha=0$, a simple turning point at $x=x_{t}$. The real parameter $\alpha$, which we define more precisely in a moment, is a measure of the severity of the singularity at $x=0$; we assume that it ranges in the interval $0 \leqq \alpha<\alpha_{0}$, where $\alpha_{0}$ is a given constant which may be infinite. The position $x_{t}$ of the turning point is assumed to be a continuous real function of $\alpha$ which tends to zero as $\alpha \rightarrow 0$. It is supposed that $g(\alpha, x)$ is small in absolute value compared with $u^{2} f(\alpha, x)$ except near the turning point. We find asymptotic expansions and rigorous error bounds which are uniformly valid as $\alpha$ varies in an interval which includes $\alpha=0$. We consider separately the cases when the independent variable $x$ takes real or complex values.

In the real-variable case, we shall suppose that the equation (1.1) is given in the $x$-interval $\left(x_{1}, x_{2}\right)$ which includes $0, x_{t}$; the endpoints $x_{1}, x_{2}$ may be infinite. Both $x^{2} f(\alpha, x)$ and $x^{2} g(\alpha, x)$ will be assumed to be infinitely differentiable functions of $x$ and continuous functions of $\alpha$ and $x$ simultaneously. (If one requires only asymptotic approximations to solutions of (1.1) instead of asymptotic expansions-i.e. requires only a finite number of terms-then the restriction to infinite differentiability can be relaxed.) The limits of $x^{2} f(\alpha, x)$ and $x^{2} g(\alpha, x)$ as $x \rightarrow 0$ will be assumed to be $\alpha^{2} / 4$ and $-\frac{1}{4}$ respectively: if necessary, the parameter $u$ is redefined to ensure that the condition on $g(\alpha, x)$ is met. We shall assume that for each nonzero value of $\alpha, f(\alpha, x)$ has a simple zero at $x=x_{t}$ and elsewhere is nonzero. In the case $\alpha=0$, we shall assume that $f(0, x) \neq 0$ for $x \neq 0$ and that as $x \rightarrow 0$ the limit of $x f(0, x)$ is nonzero.

In the complex-variable case, we shall suppose that the equation (1.1) is given in a domain D of the complex $z$-plane which contains $z=0$ and $z=x_{t}$, and may be unbounded. Both $f(\alpha, z), g(\alpha, z)$ will be assumed to be holomorphic functions of $z$ and continuous functions of $\alpha$ and $z$ simultaneously except when $z=0$. We shall assume that for each value of $\alpha$ the only singularities of $f(\alpha, z)$ and $g(\alpha, z)$ are at $z=0$ : the

[^34]Laurent series expansions of $f$ and $g$ about $z=0$ will be assumed to have leading terms $\alpha^{2} / 4 z^{2}$ and $-1 / 4 z^{2}$ respectively. For each nonzero value of $\alpha$, we shall assume that the function $f(\alpha, z)$ has a simple zero at the point on the real axis $z=x_{t}$ and elsewhere is nonzero. In the case $\alpha=0$, we shall assume that the function $f(0, z)$ is nonzero and has a simple pole at $z=0$.

In a review of unsolved problems in asymptotics, Olver (1975c, p. 117) suggests that uniform asymptotic expansions of solutions of (1.1) may be found in terms of Bessel functions of order $u \alpha$. We indeed find this to be the case. Expansions of this kind have been established previously by Olver (1958), (1974, Chap. 12) and Thorne (1957). Olver treats the case when $\alpha$ is small ( $O\left(u^{-1}\right)$ ). His 1974 results include explicit bounds for the error terms in the expansions. Thorne treats the case when $\alpha$ is not small. He does not obtain explicit error bounds. Our treatment differs in two major ways from those of Olver (1958) and Thorne (1957a). First, the expansions will be shown to be uniformly valid in an interval including $\alpha=0$ (so unifying the results of Olver and Thorne). Secondly, we obtain explicit error bounds, as Olver (1974) did for the case $\alpha$ small. The advantage of the first of these extensions is that the expansions can be used with confidence when $\alpha$ is either small or moderate (cf. Olver (1975a, pp. $138,139)$ ). The advantage of the second, other than the obvious computational consideration, is that the conditions under which the expansions may be regarded as asymptotic to exact solutions can readily be established a posteriori (cf. Olver (1975a, p. 139) and Olver (1980)).

We refer also to the work of Baldwin (1979). At first sight the problem he tackled may seem to be a special case of ours. This is not so: for example, in our notation the limit as $x \rightarrow 0$ of $x f(0, x)$ is zero for his problem. Nevertheless his work has some connections with ours.

We tackle the problem using the standard approach in problems of this sort: the comparison equation method. We transform the original equation into one of the form

$$
\begin{equation*}
\frac{d^{2} W}{d \zeta^{2}}=\left\{u^{2}\left(\frac{\alpha^{2}}{4 \zeta^{2}}-\frac{1}{4 \zeta}\right)+\frac{\psi(\alpha, \zeta)}{\zeta}-\frac{1}{4 \zeta^{2}}\right\} W \tag{1.2}
\end{equation*}
$$

an equation which has the appropriate singular behaviour near $\zeta=0$ and a turning point at $\zeta=\alpha^{2}$. This choice of comparison equation is the same as that of Olver (1974, Chap. 12), but differs from that of Thorne (1957a). (Thorne's equation (2.4) may however be readily transformed to the above form.) With our choice of comparison equation, the transformation $z \rightarrow \zeta$ of the independent variable is analytic throughout D , whereas Thorne's is not at $z=0$.

The plan of the paper is as follows. In §2, we describe the formal series solutions for the real variable case and in $\S 3$ develop error bounds for them; $\S 4$ applies the results to the Legendre functions of real variable. In $\S 5$ we discuss the formal series and the corresponding error bounds for the complex variable case; §6 applies the result to the Legendre functions of complex argument.
2. Formal series solutions: the real-variable case. To transform the original equation (1.1) to the form (1.2) we define a new independent variable $\zeta$ and a new dependent variable $W$ by

$$
\begin{equation*}
f(\alpha, x)\left(\frac{d x}{d \zeta}\right)^{2}=\frac{\alpha^{2}}{4 \zeta^{2}}-\frac{1}{4 \zeta}, \quad\left(\frac{d \zeta}{d x}\right)^{1 / 2} w(x)=W(\zeta) \tag{2.1}
\end{equation*}
$$

Without loss of generality we assume that $x_{t}>0$ when $\alpha \neq 0$. We then specifically define $\zeta$ by

$$
\begin{array}{ll}
\int_{\alpha^{2}}^{\xi} \frac{\left(\xi-\alpha^{2}\right)^{1 / 2}}{2 \xi} d \xi=\int_{x_{t}}^{x}\{-f(\alpha, t)\}^{1 / 2} d t & \left(x>x_{t} \text { or } \zeta>\alpha^{2}\right), \\
\int_{\alpha^{2}}^{\xi} \frac{\left(-\xi+\alpha^{2}\right)^{1 / 2}}{2 \xi} d \xi=\int_{x_{t}}^{x} \frac{\left\{t^{2} f(\alpha, t)\right\}^{1 / 2}}{t} d t & \left(x<x_{t} \text { or } \zeta<\alpha^{2}\right) . \tag{2.2b}
\end{array}
$$

Each of the square roots in $(2.2 \mathrm{a}, \mathrm{b})$ is taken to be positive or zero. When $\zeta<0$ and $x<0$, the integrals in (2.2b) are defined by their Cauchy principal values (for $\alpha \neq 0$ ). This latter convention introduces ambiguities into the transformation (2.2b) which we must resolve. Consider the left-hand side of (2.2b) when $\alpha \neq 0$ : in any neighbourhood of $\zeta=0$ there are pairs of values of $\zeta$ (one positive and the other negative) for which the integrals are equal; an analogous remark applies to the right-hand side of (2.2b). To remove the resulting ambiguities from the transformation $x \rightarrow \zeta$ we impose the restriction that the sign of $\zeta$ must be the same as that of the corresponding $x$.

We remark that the integrals on the left-hand sides ( $2.2 \mathrm{a}, \mathrm{b}$ ) are expressible in terms of elementary functions. They are respectively

$$
\begin{equation*}
\left(\zeta-\alpha^{2}\right)^{1 / 2}-\alpha \tan ^{-1} \frac{\left(\zeta-\alpha^{2}\right)^{1 / 2}}{\alpha}, \quad \zeta>\alpha^{2} \tag{2.3}
\end{equation*}
$$

and

$$
\left(-\zeta+\alpha^{2}\right)^{1 / 2}-\frac{1}{2} \alpha \ln \frac{\alpha+\left(-\zeta+\alpha^{2}\right)^{1 / 2}}{\left|\alpha-\left(-\zeta+\alpha^{2}\right)^{1 / 2}\right|}, \quad \zeta<\alpha^{2}
$$

The function $\zeta(x)$ defined by $(2.2 \mathrm{a}, \mathrm{b})$ is monotonically increasing and infinitely differentiable in the interval $x_{1}<x<x_{2}$. These results can be readily established by considering separately the intervals $\left(x_{1}, 0\right),\left(0, x_{t}\right),\left(x_{t}, x_{2}\right)$ and neighbourhoods of the points $x=0, x=x_{i}$. We denote the endpoints $\zeta\left(x_{1}\right)$ and $\zeta\left(x_{2}\right)$ by $\zeta_{1}, \zeta_{2}$ respectively.

The effect of the transformations (2.1) is to yield the new differential equation

$$
\begin{equation*}
\frac{d^{2} W}{d \zeta^{2}}=\left\{u^{2}\left(\frac{\alpha^{2}}{4 \zeta^{2}}-\frac{1}{4 \zeta}\right)+\frac{\psi(\alpha, \zeta)}{\zeta}-\frac{1}{4 \zeta^{2}}\right\} W, \tag{2.4}
\end{equation*}
$$

where, with ' representing differentiation with respect to $\zeta$,

$$
\begin{equation*}
\frac{\psi(\alpha, \zeta)}{\zeta}=x^{\prime 1 / 2} \frac{d^{2}}{d \zeta^{2}}\left(x^{\prime-1 / 2}\right)+g x^{\prime 2}+\frac{1}{4 \zeta^{2}} . \tag{2.5}
\end{equation*}
$$

A straightforward calculation yields the result

$$
\begin{equation*}
\psi(\alpha, \zeta)=\frac{1}{16}\left(\zeta-\alpha^{2}\right)^{-2}\left(\zeta+4 \alpha^{2}\right)+\frac{1}{64} \zeta^{-1}\left(\zeta-\alpha^{2}\right) f^{-3}\left(5 \dot{f}^{2}-4 f \ddot{f}-16 g f^{2}\right) \tag{2.6}
\end{equation*}
$$

where represents differentiation with respect to $x$. Since $x(\zeta)$ and $x^{2} g(x)$ are infinitely differentiable and $x^{\prime}(\zeta)>0$, it follows from (2.5) that $\psi(\alpha, \zeta)$ is an infinitely differentiable function of $\zeta$ for $\zeta_{1}<\zeta<\zeta_{2}$, except possibly at $\zeta=0$ where the third and fourth terms on the right-hand side of (2.5) have singularities of $O\left(\zeta^{-2}\right)$. Consideration of the Maclaurin series of $x^{2} g(\alpha, x)$ about $x=0$ however, shows that as $\zeta \rightarrow 0$, the third and fourth terms together are $O\left(\zeta^{-1}\right)$ and so the Maclaurin series of $\psi(\alpha, \zeta)$ about $\zeta=0$ exists to all orders; in particular $\psi(\alpha, \zeta)$ is infinitely differentiable at $\zeta=0$.

There is a further property of $\psi(\alpha, \zeta)$ that we shall require: continuity as a function of $\alpha, \zeta$ simultaneously. This result is needed to ensure that the asymptotic expansions we find are uniformly valid near $\zeta=0, \alpha=0$. For convenience we introduce the notation

$$
f(\alpha, x)=\frac{x_{t}(\alpha)-x}{4 x^{2}} p(\alpha, x) .
$$

We may then, following Olver (1975a, p. 142), prove the following result.
Lemma 1. Assume that
(i) $p(\alpha, x), \partial p(\alpha, x) / \partial x, \partial^{2} p(\alpha, x) / \partial x^{2}$ and $g(\alpha, x)$ are continuous functions of $\alpha$ and $x$ in the region $0 \leqq \alpha<\alpha_{0}, x_{1}<x<x_{2}$;
(ii) $p(\alpha, x)$ is positive throughout the same region;
(iii) $\left|\partial^{3} p(\alpha, x) / \partial x^{3}\right|$ is bounded in a neighbourhood of the point $\alpha=x=0$;
(iv) $x_{t}(\alpha)$ is a continuous function of $\alpha$ when $0 \leqq \alpha<\alpha_{0}$, which takes positive values when $\alpha>0$ and tends to zero as $\alpha \rightarrow 0$.

Then the function $\psi(\alpha, \zeta)$ defined by (2.5) is continuous in the corresponding region of the $(\alpha, \zeta)$-plane.

There is a corresponding result for complex $x$, which is fairly easy to prove. The real-variable proof is rather more difficult, but largely follows that given by Olver (1975a, p. 142). It is outlined in Appendix A.

If the term $\psi(\alpha, \zeta) / \zeta$ is neglected in (2.4) the resulting equation has solutions of the form $\zeta^{1 / 2} \mathscr{C}_{u \alpha}\left(u \zeta^{1 / 2}\right)$ when $\zeta>0$, where $\mathscr{C}$ denotes the Bessel functions $J, Y$, or any combination of them; when $\zeta<0$, solutions are $|\zeta|^{1 / 2} \mathscr{L}_{u \alpha}\left(u|\zeta|^{1 / 2}\right)$, where $\mathscr{L}$ denotes the modified Bessel functions $I, K$, or any combination of them. The solutions corresponding to $J, Y$ and to $I, K$ each constitute linearly independent pairs. For the purposes of our error analysis we shall need to select solutions which satisfy the more demanding restriction that they constitute numerically satisfactory pairs (Olver (1974, p. 154)). The solutions corresponding to $J, Y$ and to $I, K$ do each constitute numerically satisfactory pairs in $\zeta>0$ and $\zeta<0$ respectively. When $\zeta$ is complex, neither pair is satisfactory.

When account is taken of the term $\psi(\alpha, \zeta) / \zeta$ in (2.4), the functions we have just discussed are only the first terms in asymptotic expansions of solutions of (2.4): we seek expansions of the form

$$
\begin{equation*}
\zeta^{1 / 2} \mathscr{C}_{u \alpha}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{\infty} \frac{A_{s}(\alpha, \zeta)}{u^{2 s}}+\frac{\zeta}{u} \mathscr{C}_{u \alpha}^{\prime}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{\infty} \frac{B_{s}(\alpha, \zeta)}{u^{2 s}} \quad(\zeta>0) \tag{2.7}
\end{equation*}
$$

where $\mathscr{C}$ denotes $J, Y$ or any combination of these. Formal substitution of this series into (2.4) yields

$$
\zeta^{1 / 2} \mathscr{C}_{u \alpha}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{\infty} \frac{C_{s}}{u^{2 s}}+u \zeta_{\mathscr{C}_{\alpha}^{\prime}}^{\prime}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{\infty} \frac{D_{s}}{u^{2 s}}=0
$$

where

$$
\begin{aligned}
& C_{s}=\zeta^{-1} A_{s}^{\prime}+A_{s}^{\prime \prime}-\zeta^{-1} \psi A_{s}-\frac{1}{2} \zeta^{-1} B_{s}-B_{s}^{\prime}-\alpha^{2} \zeta^{-1} B_{s}^{\prime} \\
& D_{s}=\zeta^{-1} A_{s}^{\prime}+\zeta^{-1} B_{s-1}^{\prime}+B_{s-1}^{\prime \prime}-\zeta^{-1} \psi B_{s-1} .
\end{aligned}
$$

In these and subsequent expressions, quantities with negative indices are to be understood to be identically zero. The differential equation can then be formally satisfied provided $C_{s}=0, D_{s}=0$ for $s=0,1,2, \cdots$. Thus we require

$$
\begin{align*}
& \left|\zeta-\alpha^{2}\right|^{1 / 2}\left(\left|\zeta-\alpha^{2}\right|^{1 / 2} B_{s}\right)^{\prime}=\zeta A_{s}^{\prime \prime}+A_{s}^{\prime}-\psi A_{s}  \tag{2.8a}\\
& A_{s}^{\prime}=-\left(\zeta B_{s-1}^{\prime}\right)^{\prime}+\psi B_{s-1} . \tag{2.8b}
\end{align*}
$$

These relations can be satisfied by

$$
\begin{align*}
& B_{s}(\alpha, \zeta)=\left|\zeta-\alpha^{2}\right|^{-1 / 2} \int_{\alpha^{2}}^{\zeta}\left|\xi-\alpha^{2}\right|^{-1 / 2}( \xi A_{s}^{\prime \prime}(\alpha, \xi)+A_{s}^{\prime}(\alpha, \xi)  \tag{2.9a}\\
&\left.-\psi(\alpha, \xi) A_{s}(\alpha, \xi)\right) d \xi \\
& A_{s}(\alpha, \zeta)=-\zeta B_{s-1}^{\prime}(\alpha, \zeta)+\int_{\alpha^{2}}^{\zeta} \psi(\alpha, \xi) B_{s-1}(\alpha, \xi) d \xi+\lambda_{s} \tag{2.9b}
\end{align*}
$$

In (2.9b), $\lambda_{s}$ is an arbitrary constant of integration; the corresponding constant in (2.9a) has been set equal to zero to ensure that $B_{s}(\zeta)$ is differentiable at $\zeta=\alpha^{2}$. Without loss of generality, we take $\lambda_{0}=1$, so that $A_{0}(\alpha, \zeta) \equiv 1$. Relations (2.9a, b) then successively determine $B_{0}, A_{1}, B_{1}, A_{2}, \cdots$. The remaining arbitrary constants $\lambda_{1}, \lambda_{2}, \cdots$ may be assigned values by reference to the specific properties of that solution whose asymptotic expansion is being found. It follows immediately from ( $2.9 \mathrm{a}, \mathrm{b}$ ) that $A_{s}(\alpha, \zeta)$, $B_{s}(\alpha, \zeta)$ are infinitely differentiable functions of $\zeta$ in the interval $0 \leqq \zeta<\zeta_{2}$ for each value of $\alpha$ (cf. Olver (1974, p. 410)).

When $\zeta<0$, we seek formal series solutions of the form

$$
\begin{equation*}
|\zeta|^{1 / 2} \mathscr{L}_{u \alpha}\left(u|\zeta|^{1 / 2}\right) \sum_{s=0}^{\infty} \frac{A_{s}(\zeta)}{u^{2 s}}+\frac{|\zeta|}{u} \mathscr{L}_{u \alpha}\left(u|\zeta|^{1 / 2}\right) \sum_{s=0}^{\infty} \frac{B_{s}(\zeta)}{u^{2 s}} \tag{2.10}
\end{equation*}
$$

where $\mathscr{L}$ denotes $I, K$ or any combination of these. One finds that the coefficients $A_{s}(\zeta), B_{s}(\zeta)$ in (2.10) satisfy the same differential equations (2.8a, b) as do the coefficients in the formal series solution (2.7): we define $A_{s}(\zeta), B_{s}(\zeta)$ for $\zeta<0$ by analytic continuation from $\zeta<0$, so that ( $2.9 \mathrm{a}, \mathrm{b}$ ) are valid in $\zeta<0$ too. (Thus $A_{s}(\zeta), B_{s}(\zeta)$ are infinitely differentiable in $\zeta_{1}<\zeta<\zeta_{2}$.)
3. Error bounds (real variables). To verify that the series (2.7), (2.10) are uniformly valid asymptotic expansions of an exact solution $W(u, \alpha, \zeta)$ of (2.4) we terminate the series after a finite number of terms and then find an upper bound for the error. Thus when $\zeta>0$, we write
$W(u, \alpha, \zeta)=\zeta^{1 / 2} \mathscr{C}_{u \alpha}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{u^{2 s}}+\frac{\zeta}{u} \mathscr{C}_{u \alpha}^{\prime}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{u^{2 s}}+\varepsilon_{2 n+1}(u, \alpha, \zeta)$,
where $\mathscr{C}$ denotes $J, Y$ or a combination of them. The standard method of obtaining a bound for $\varepsilon_{2 n+1}$ is first to find a differential equation for $\varepsilon_{2 n+1}$; then this differential equation is re-expressed as a Volterra integral equation, a bound for the solution of which may be found by the method of successive approximations (Olver (1974, p. 141)).

The differential equation for $\varepsilon_{2 n+1}$ is readily found to be

$$
\begin{align*}
\varepsilon_{2 n+1}^{\prime \prime}+\{- & \left.u^{2}\left(\frac{\alpha^{2}}{4 \zeta^{2}}-\frac{1}{4 \zeta}\right)+\frac{1}{4 \zeta^{2}}\right\} \varepsilon_{2 n+1}  \tag{3.2}\\
& =-\frac{1}{u^{2 n}}\left|\zeta-\alpha^{2}\right|^{1 / 2}\left\{\left|\zeta-\alpha^{2}\right|^{1 / 2} B_{n}(\alpha, \zeta)\right\}^{\prime} \zeta^{-1 / 2} \mathscr{C}_{u \alpha}\left(u \zeta^{1 / 2}\right)+\frac{\psi}{\zeta} \varepsilon_{2 n+1}
\end{align*}
$$

where the primes denote $\zeta$-derivatives. Given some arbitrary value $\tilde{\zeta}\left(0 \leqq \tilde{\zeta} \leqq \zeta_{2}\right)$, consider that solution of (3.2) for which $\varepsilon_{2 n+1}(u, \alpha, \tilde{\zeta})=\varepsilon_{2 n+1}^{\prime}(u, \alpha, \tilde{\zeta})=0$ : except possibly when $\tilde{\zeta}=0$ or $\infty$, it satisfies the integral equation

$$
\begin{align*}
& \varepsilon_{2 n+1}(u, \alpha, \zeta)=\int_{\tilde{\zeta}}^{\zeta} K(\zeta, \xi)\left[-\frac{1}{u^{2 n}}\left\{\left|\xi-\alpha^{2}\right|^{1 / 2} B_{n}(\alpha, \xi)\right\}^{\prime} \xi^{1 / 2} \mathscr{C}_{u \alpha}\left(u \xi^{1 / 2}\right)\right.  \tag{3.3}\\
&\left.+\left|\xi-\alpha^{2}\right|^{-1 / 2} \psi(\alpha, \xi) \varepsilon_{2 n+1}(u, \alpha, \xi)\right] d \xi
\end{align*}
$$

where

$$
\begin{aligned}
K(\zeta, \xi)=\pi\left|\xi-\alpha^{2}\right|^{1 / 2}\left\{\zeta^{1 / 2}\right. & Y_{u \alpha}\left(u \zeta^{1 / 2}\right) \xi^{-1 / 2} J_{u \alpha}\left(u \xi^{1 / 2}\right) \\
& \left.-\zeta^{1 / 2} J_{u \alpha}\left(u \zeta^{1 / 2}\right) \xi^{-1 / 2} Y_{u \alpha}\left(u \xi^{1 / 2}\right)\right\}
\end{aligned}
$$

Bounds for $\varepsilon_{2 n+1}$ and $\varepsilon_{2 n+1}^{\prime}$ can now be found by using a standard theorem given by Olver (1974, p. 219).

To use this theorem, we introduce a modulus function $M_{\nu}(x)$, a phase function $\theta_{\nu}(x)$, and a weight function $E_{\nu}(x)$ which are related by

$$
E_{\nu}(x) J_{\nu}(x)=M_{\nu}(x) \cos \theta_{\nu}(x), \quad E_{\nu}^{-\mathrm{i}}(x) Y_{\nu}(x)=M_{\nu}(x) \sin \theta_{\nu}(x)
$$

Following Olver (1974, p. 437) we define $E_{\nu}(x)$ as follows. Let $x=X_{\nu}$ be the smallest positive root of the equation

$$
\begin{equation*}
J_{\nu}(x)=-Y_{\nu}(x) \tag{3.4}
\end{equation*}
$$

Then define

$$
E_{\nu}(x)= \begin{cases}\left(-Y_{\nu}(x) / J_{\nu}(x)\right)^{1 / 2}, & 0<x \leqq X_{\nu}, \\ 1, & x \geqq X_{\nu} .\end{cases}
$$

As Olver shows, $E_{\nu}(x)$ is a monotonically nonincreasing function of $x$. One finds

$$
\begin{aligned}
M_{\nu}(x) & = \begin{cases}\left(-2 J_{\nu}(x) Y_{\nu}(x)\right)^{1 / 2}, & 0<x \leqq X_{\nu} \\
\left(J_{\nu}^{2}(x)+Y_{\nu}^{2}(x)\right)^{1 / 2}, & x \geqq X_{\nu}\end{cases} \\
\theta_{\nu}(x) & = \begin{cases}-\pi / 4, & 0<x \leqq X_{\nu} \\
\tan ^{-1}\left(Y_{\nu}(x) / J_{\nu}(x)\right), & x \geqq X_{\nu}\end{cases}
\end{aligned}
$$

The branch of the inverse tangent is chosen so that $\theta_{\nu}(x)$ is continuous. We also introduce modulus and phase functions for $J_{\nu}^{\prime}(x), Y_{\nu}^{\prime}(x)$ as follows. Define

$$
E_{\nu}(x) J_{\nu}^{\prime}(x)=N_{\nu}(x) \cos \omega_{\nu}(x), \quad E_{\nu}^{-1}(x) Y_{\nu}^{\prime}(x)=N_{\nu}(x) \sin \omega_{\nu}(x),
$$

where $E_{\nu}(x)$ is unchanged. Thus

$$
\begin{gathered}
N_{\nu}(x)= \begin{cases}\left(\frac{Y_{\nu}^{2}(x) J_{\nu}^{\prime 2}(x)+J_{\nu}^{2}(x) Y_{\nu}^{\prime 2}(x)}{-J_{\nu}(x) Y_{\nu}(x)}\right)^{1 / 2}, & 0<x \leqq X_{\nu}, \\
\left(J_{\nu}^{\prime 2}(x)+Y_{\nu}^{\prime 2}(x)\right)^{1 / 2}, & x \geqq X_{\nu},\end{cases} \\
\omega_{\nu}(x)= \begin{cases}\tan ^{-1}\left(-\frac{J_{\nu}(x) Y_{\nu}^{\prime}(x)}{Y_{\nu}(x) J_{\nu}^{\prime}(x)}\right), & 0<x \leqq X_{\nu}, \\
\tan ^{-1}\left(\frac{Y_{\nu}^{\prime}(x)}{J_{\nu}^{\prime}(x)}\right), & x \geqq X_{\nu} .\end{cases}
\end{gathered}
$$

The branches of the inverse tangents are chosen so that $\omega_{\nu}(x)$ is continuous, and $\omega_{\nu}(x) \rightarrow-\pi / 4$ as $x \rightarrow 0(\nu>0)$ or $\omega_{\nu}(x) \rightarrow-\pi / 2$ as $x \rightarrow 0(\nu=0)$.

Before stating the theorem on error bounds, we introduce the following constants:

$$
\begin{align*}
& \kappa^{+}=\sup \left\{\pi\left|x^{2}-\nu^{2}\right|^{1 / 2} M_{\nu}^{2}(x)\right\}, \\
& \mu_{1}^{+}=\sup \left\{\pi\left|x^{2}-\nu^{2}\right|^{1 / 2} E_{\nu}(x) M_{\nu}(x)\left|J_{\nu}(x)\right|\right\}  \tag{3.5}\\
& \mu_{2}^{+}=\sup \left\{\pi\left|x^{2}-\nu^{2}\right|^{1 / 2} E_{\nu}^{-1}(x) M_{\nu}(x)\left|Y_{\nu}(x)\right|\right\},
\end{align*}
$$

each supremum being evaluated over $x>0$ and $\nu \geq 0$. In Appendix B we show that $\kappa^{+}$ exists and is finite. The proofs for $\mu_{1}^{+}$and $\mu_{2}^{+}$are similar. Numerical calculations indicate that $\kappa^{+}=2.08 \cdots$ with the supremum being achieved as $x, \nu \rightarrow \infty$ such that $x \sim \nu-(1.33 \cdots)^{1 / 3} \nu^{1 / 3}$ (see part (d) of Lemma 2, Appendix B), and that $\mu_{1}^{+}=\mu_{2}^{+}=2$ with the supremum being achieved as $x \rightarrow \infty$ for fixed $\nu$.

Theorem 1. With the conditions described in §§1 and 2, equation (2.4) has, for each pair of values of $u$ and $\alpha$ and each nonnegative integer $n$, solutions $W_{2 n+1,1}(u, \alpha, \zeta)$, $W_{2 n+1,2}(u, \alpha, \zeta)$ which are infinitely differentiable in $0<\zeta<\zeta_{2}$ and satisfy

$$
\begin{align*}
W_{2 n+1,1}(u, \alpha, \zeta)= & \zeta^{1 / 2} J_{u \alpha}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{u^{2 s}}+\frac{\zeta}{u} J_{u \alpha}^{\prime}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{u^{2 s}}  \tag{3.6}\\
& +\varepsilon_{2 n+1,1}(u, \alpha, \zeta), \\
W_{2 n+1,2}(u, \alpha, \zeta)= & \zeta^{1 / 2} Y_{u \alpha}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{u^{2 s}}+\frac{\zeta}{u} Y_{u \alpha}^{\prime}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{u^{2 s}}  \tag{3.7}\\
& +\varepsilon_{2 n+1,2}(u, \alpha, \zeta),
\end{align*}
$$

where

$$
\begin{align*}
& \frac{\left|\varepsilon_{2 n+1,1}(u, \alpha, \zeta)\right|}{\zeta^{1 / 2} M_{u \alpha}\left(u \zeta^{1 / 2}\right)}, \quad \frac{\left|\partial \varepsilon_{2 n+1,1}(u, \alpha, \zeta) / \partial \zeta\right|}{(1 / 2) u N_{u \alpha}\left(u \zeta^{1 / 2}\right)+(1 / 2) \zeta^{-1 / 2} M_{u \alpha}\left(u \zeta^{1 / 2}\right)}  \tag{3.8}\\
& \leqq \frac{1}{u^{2 n+1}} \mu_{1}^{+} E_{u \alpha}^{-1}\left(u \zeta^{1 / 2}\right) \mathscr{V}_{0, \zeta}\left\{\left|\xi-\alpha^{2}\right|^{1 / 2} B_{n}(\xi)\right\} \exp \left(\frac{\kappa^{+}}{u} \mathscr{V}_{0, \zeta}\left\{\left|\xi-\alpha^{2}\right|^{1 / 2} B_{0}(\xi)\right\}\right),
\end{align*}
$$

$$
\begin{align*}
& \frac{\left|\varepsilon_{2 n+1,2}(u, \alpha, \zeta)\right|}{\zeta^{1 / 2} M_{u \alpha}\left(u \zeta^{1 / 2}\right)}, \quad \frac{\left|\partial \varepsilon_{2 n+1,2}(u, \alpha, \zeta) / \partial \zeta\right|}{(1 / 2) u N_{u \alpha}\left(u \zeta^{1 / 2}\right)+(1 / 2) \zeta^{-1 / 2} M_{u \alpha}\left(u \zeta^{1 / 2}\right)}  \tag{3.9}\\
& \leqq \frac{1}{u^{2 n+1}} \mu_{2}^{+} E_{u \alpha}\left(u \zeta^{1 / 2}\right) \mathscr{V}_{\zeta_{2}, \zeta}\left\{\left|\xi-\alpha^{2}\right|^{1 / 2} B_{n}(\xi)\right\} \exp \left(\frac{\kappa^{+}}{u} \mathscr{V}_{\zeta_{2}, \zeta}\left\{\left|\xi-\alpha^{2}\right|^{1 / 2} B_{0}(\xi)\right\}\right) .
\end{align*}
$$

Here and subsequently, we use the symbol $\mathscr{V}$ to denote the variational operator, a formal definition of which may be found in Olver (1974, p. 27).

These results are proved following the standard method referenced below equation (3.3). An essential feature of the proofs is the observation that

$$
\begin{equation*}
E_{u \alpha}\left(u \zeta^{1 / 2}\right) \leqq E_{u \alpha}\left(u \xi^{1 / 2}\right) \quad \text { for } 0<\xi<\zeta . \tag{3.10}
\end{equation*}
$$

In the notation of (3.3), choose $\tilde{\zeta}=0, \mathscr{C} \equiv J$ to arrive at (3.6), (3.8) and $\tilde{\zeta}=\zeta_{2}, \mathscr{C} \equiv Y$ to arrive at (3.7), (3.9). When $\zeta_{2}=\infty$, (3.9) is meaningful provided the variations of $\left(\zeta-\alpha^{2}\right)^{1 / 2} B_{s}(\zeta)$ converge at infinity. A sufficient condition for this is that as $\zeta \rightarrow \infty$, the $\zeta$-derivatives $\psi^{(s)}(\alpha, \zeta)$ are $O\left(\zeta^{-1 / 2-s-\sigma}\right)$ where $\sigma$ is some positive constant (cf. Olver (1974, p. 445, exercise 4.2)). If the variations fail to converge, $\tilde{\zeta}$ has to be chosen to be finite, $\tilde{\zeta}_{0}$ say, and the results of the theorem then apply to the interval $0<\zeta<\tilde{\zeta}_{0}$.

The bounds (3.8), (3.9) can be used to deduce the asymptotic nature of the expansions (2.7). Consider (3.8). In the first place, we see at once that

$$
\begin{equation*}
\varepsilon_{2 n+1,1}(u, \alpha, \zeta)=\zeta^{1 / 2} J_{u \alpha}\left(u \zeta^{1 / 2}\right) O(\zeta) \quad \text { as } \zeta \rightarrow 0 \tag{3.11}
\end{equation*}
$$

from which we deduce that the exact solution $W_{2 n+1,1}(u, \alpha, \zeta)$ is recessive as $\zeta \rightarrow 0$. To within a multiplicative constant, therefore, $W_{2 n+1,1}(u, \alpha, \zeta)$ is uniquely defined. Now consider the asymptotic nature of the approximation as $u \rightarrow \infty$. Since the variations, $\mathscr{V}_{0, \zeta}$, that occur in (3.8) are bounded for each $\alpha$, we deduce

$$
\varepsilon_{2 n+1,1}(u, \alpha, \zeta)=\zeta^{1 / 2} E_{u \alpha}^{-1}\left(u \zeta^{1 / 2}\right) M_{u \alpha}\left(u \zeta^{1 / 2}\right) O\left(u^{-2 n-1}\right) \quad \text { as } u \rightarrow \infty
$$

uniformly in the $\zeta$-interval $\left(0, \zeta_{2}\right)$, provided $\zeta_{2}<\infty$, and the $\alpha$-interval $\left[0, \alpha_{0}^{\prime}\right]$, where $\alpha_{0}^{\prime}$ is any constant satisfying $0<\alpha_{0}^{\prime}<\alpha_{0}$. (The uniformity is a consequence of Lemma 1.) This result can be used to show that (2.7), with $\mathscr{C}=J$, is a uniformly valid compound asymptotic expansion of $W_{2 n+1,1}(u, \alpha, \zeta)$. To do so, express

$$
E_{\nu}^{-1}(x) M_{\nu}(x)=a_{\nu}(x) J_{\nu}(x)+b_{\nu}(x) x J_{\nu}^{\prime}(x),
$$

where

$$
a_{\nu}(x)= \begin{cases}2^{1 / 2}, & 0<x \leqq X_{\nu} \\ -\frac{1}{2} \pi x Y_{\nu}^{\prime}(x) M_{\nu}(x), & x>X_{\nu},\end{cases}
$$

and

$$
b_{\nu}(x)= \begin{cases}0, & 0<x \leqq X_{\nu}, \\ \frac{1}{2} \pi Y_{\nu}(x) M_{\nu}(x), & x>X_{\nu} .\end{cases}
$$

It then suffices to observe that $a_{\nu}(x)$ and $b_{\nu}(x)$ are uniformly bounded for $\nu \geqq 0, x>0$. (This can be demonstrated from considerations analogous to those discussed in the proof of Lemma 2 in Appendix B.)

The other solution, $W_{2 n+1,2}(u, \alpha, \zeta)$, is dominant as $\zeta \rightarrow 0$ : it must be identified by reference to its properties elsewhere (e.g. as $\zeta \rightarrow \zeta_{2}$ ). Proceeding as above, one can show that (2.7), with $\mathscr{C}=Y$, is a compound asymptotic expansion of $W_{2 n+1,2}(u, \alpha, \zeta)$, uniformly valid as $u \rightarrow \infty$ in the $\zeta$-interval $\left(0, \zeta_{2}\right)$ and the $\alpha$-interval $\left[0, \alpha_{0}^{\prime}\right]$.

There are two further remarks to be made about (3.6), (3.7). The first is that there are solutions $W_{1}(u, \alpha, \zeta)$ and $W_{2}(u, \alpha, \zeta)$ which are independent of $n$ and have the infinite series (2.7), with $\mathscr{C}=J, Y$ respectively, as their compound asymptotic expansions. (This can be shown by the method of Olver (1974, Chap. 10, §6).) The second is that when $\zeta_{2}=\infty$, the expansions will be uniformly valid in the $\zeta$-interval $(0, \infty)$ provided the variations of $\left(\zeta-\alpha^{2}\right)^{1 / 2} B_{s}(\zeta)$ converge at infinity; sufficient conditions for this to be true have been already noted.

When $\zeta<0$ the observation that $I_{u \alpha}\left(u|\zeta|^{1 / 2}\right)$ and $K_{u \alpha}\left(u|\zeta|^{1 / 2}\right)$ are respectively monotonically increasing and decreasing functions of $|\zeta|$ for fixed $u, \alpha$ leads to the following result.

Theorem 2. With the conditions described in §§1 and 2, equation (2.4) has, for each pair of values of $u$ and $\alpha$ and each nonnegative integer $n$, solutions $W_{2 n+1,3}(u, \alpha, \zeta)$, $W_{2 n+1,4}(u, \alpha, \zeta)$ which are infinitely differentiable in $\zeta_{1}<\zeta<0$ and satisfy

$$
\begin{align*}
W_{2 n+1,3}(u, \alpha, \zeta)= & |\zeta|^{1 / 2} I_{u \alpha}\left(u|\zeta|^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{u^{2 s}}+\frac{|\zeta|}{u} I_{u \alpha}^{\prime}\left(u|\zeta|^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{u^{2 s}}  \tag{3.12}\\
& +\varepsilon_{2 n+1,3}(u, \alpha, \zeta), \tag{3.13}
\end{align*}
$$

$$
\begin{aligned}
W_{2 n+1,4}(u, \alpha, \zeta)= & |\zeta|^{1 / 2} K_{u \alpha}\left(u|\zeta|^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{u^{2 s}}+\frac{|\zeta|}{u} K_{u \alpha}^{\prime}\left(u|\zeta|^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{u^{2 s}} \\
& +\varepsilon_{2 n+1,4}(u, \alpha, \zeta),
\end{aligned}
$$

where

$$
\begin{align*}
& \frac{\left|\varepsilon_{2 n+1,3}(u, \alpha, \zeta)\right|}{|\zeta|^{1 / 2} I_{u \alpha}\left(u|\zeta|^{1 / 2}\right)},  \tag{3.14}\\
& \frac{\left|\partial \varepsilon_{2 n+1,3}(u, \alpha, \zeta) / \partial \zeta\right|}{(1 / 2)(1+u \alpha)|\zeta|^{-1 / 2} I_{u \alpha}\left(u|\zeta|^{1 / 2}\right)+u K_{u \alpha}^{-1}\left(u|\zeta|^{1 / 2}\right) K_{u \alpha+1}\left(u|\zeta|^{1 / 2}\right) I_{u \alpha}\left(u|\zeta|^{1 / 2}\right)} \\
& \quad \leqq \frac{1}{u^{2 n+1}} \kappa-\mathscr{V}_{0, \zeta}\left\{\left|\xi-\alpha^{2}\right|^{1 / 2} B_{n}(\xi)\right\} \exp \left(\frac{\kappa^{-}}{u} \mathscr{V}_{0, \zeta}\left(\left|\xi-\alpha^{2}\right|^{1 / 2} B_{0}(\xi)\right\}\right),
\end{align*}
$$

$$
\begin{align*}
& \frac{\left|\varepsilon_{2 n+1,4}(u, \alpha, \zeta)\right|}{|\zeta|^{1 / 2} K_{u \alpha}\left(u|\zeta|^{1 / 2}\right)}, \frac{\left|\partial \varepsilon_{2 n+1,4}(u, \alpha, \zeta) / \partial \zeta\right|}{(1 / 2)(1+u \alpha)|\zeta|^{-1 / 2} K_{u \alpha}\left(u|\zeta|^{1 / 2}\right)+u K_{u \alpha+1}\left(u|\zeta|^{1 / 2}\right)}  \tag{3.15}\\
& \leqq \frac{1}{u^{2 n+1}} \kappa^{-} \mathscr{V}_{\xi_{1}, \zeta}\left\{\left|\xi-\alpha^{2}\right|^{1 / 2} B_{n}(\xi)\right\} \exp \left(\frac{\kappa^{-}}{u} \mathscr{V}_{\xi_{1}, \zeta}\left\{\left|\xi-\alpha^{2}\right|^{1 / 2} B_{0}(\xi)\right\}\right) .
\end{align*}
$$

Here,

$$
\begin{equation*}
\kappa^{-}=\sup \left\{2\left(x^{2}+\nu^{2}\right)^{1 / 2} I_{\nu}(x) K_{\nu}(x)\right\}, \tag{3.16}
\end{equation*}
$$

the supremum being evaluated over $x>0$ and $\nu \geqq 0$. The existence of the supremum is discussed in Appendix B. Numerical calculations indicate $\kappa^{-}=1.0667 \cdots$, the supremum being achieved when $x=1.07501 \cdots, \nu=0$.

The bounds (3.14), (3.15) can be used to deduce the asymptotic nature of the expansions (2.10); the discussion is similar to that which follows Theorem 1. Thus the solutions $W_{2 n+1,3}(u, \alpha, \zeta)$ and $W_{2 n+1,4}(u, \alpha, \zeta)$ are respectively recessive and dominant at $\zeta=0$. With $\mathscr{L}=I, K,(2.10)$ is a uniformly valid compound asymptotic expansion as $u \rightarrow \infty$ of $W_{2 n+1,3}(u, \alpha, \zeta)$ and $W_{2 n+1,4}(u, \alpha, \zeta)$ respectively. There are solutions $W_{3}(u, \alpha, \zeta), W_{4}(u, \alpha, \zeta)$ independent of $n$ for which (2.10), with $\mathscr{L}=I, K$, respectively, is a compound asymptotic expansion. When $\zeta_{1}=-\infty$, the theorem will be meaningful and the expansions will be uniformly valid in the $\zeta$-interval $(-\infty, 0)$ if as $\zeta \rightarrow-\infty$, the $\zeta$-derivatives $\psi^{(s)}(\alpha, \zeta)$ are $O\left(|\zeta|^{-1 / 2-s-\sigma}\right)$ for some positive constant $\sigma$.
4. Legendre functions of large order and degree: real variables. We shall illustrate the results of the previous two sections by constructing asymptotic expansions for $\nu \rightarrow \infty$ of solutions for the associated Legendre equation which are uniformly valid for $x \geqq 0,0 \leqq \mu /\left(\nu+\frac{1}{2}\right) \leqq 1-\delta$ for arbitrarily small $\delta>0$. (See Olver 1975c, p. 125).) Corresponding results for negative values of $\nu, \mu$, or $x$ may be obtained by using the appropriate connection formulae. Our choice of solutions is $P_{\nu}^{-\mu}(x), Q_{\nu}^{\mu}(x)$ in $x>1$ and the Ferrers functions $\mathrm{P}_{\nu}^{-\mu}(x), \mathrm{Q}_{\nu}^{\mu}(x)$ in $x<1$; our notation is that of Olver (1974, Chap. 5, definitions (12.04), (13.14), (15.01), (15.02)) respectively.

The functions $\left(x^{2}-1\right)^{1 / 2} P_{\nu}^{-\mu}(x),\left(x^{2}-1\right)^{1 / 2} Q_{\nu}^{\mu}(x),\left(1-x^{2}\right)^{1 / 2} \mathbf{P}_{\nu}^{-\mu}(x)$, $\left(1-x^{2}\right)^{1 / 2} \mathrm{Q}_{\nu}^{\mu}(x)$ each satisfy

$$
\begin{equation*}
\frac{d^{2} w}{d x^{2}}=\left\{\frac{\mu^{2}-1}{\left(1-x^{2}\right)^{2}}-\frac{\nu(\nu+1)}{1-x^{2}}\right\} w . \tag{4.1}
\end{equation*}
$$

To within multiplicative constants, these solutions may be identified by their properties that $\mathrm{P}_{\nu}^{-\mu}(x), P_{\nu}^{-\mu}(x)$ are recessive at $x=1$ for $\mu \geqq 0$ and $Q_{\nu}^{\mu}(x), \mathrm{Q}_{\nu}^{\mu}(x)$ are recessive at $x=\infty$ for $\nu \geqq-\frac{1}{2}$. In terms of our previous notation, we define
$u=\nu+\frac{1}{2}, \quad \alpha=\frac{\mu}{(\nu+1 / 2)}, \quad f(x)=\frac{\alpha^{2}}{\left(1-x^{2}\right)^{2}}-\frac{1}{1-x^{2}}, \quad g(x)=\frac{-1}{\left(1-x^{2}\right)^{2}}+\frac{1}{4\left(1-x^{2}\right)}$.
The singular point is at $x=1$ and the turning point at $x_{t}=\left(1-\alpha^{2}\right)^{1 / 2}$. In order that the turning point be real, it is necessary for us to demand $\alpha<1$ : this is the reason for our requiring $\mu<\nu+\frac{1}{2}$.

The $x-\zeta$ transformations $(2.2 \mathrm{a}, \mathrm{b})$ are, for this problem,

$$
\begin{equation*}
\int_{\alpha^{2}}^{\xi} \frac{\left(\xi-\alpha^{2}\right)^{1 / 2}}{2 \xi} d \xi=-\int_{\left(1-\alpha^{2}\right)^{1 / 2}}^{x} \frac{\left(1-\alpha^{2}-t^{2}\right)^{1 / 2}}{1-t^{2}} d t \tag{4.2a}
\end{equation*}
$$

$$
\left(\zeta>\alpha^{2} \text { or } x<\left(1-\alpha^{2}\right)^{1 / 2}\right),
$$

$$
\begin{equation*}
\int_{\alpha^{2}}^{\xi} \frac{\left(\alpha^{2}-\xi\right)^{1 / 2}}{2 \xi} d \xi=-\int_{\left(1-\alpha^{2}\right)^{1 / 2}}^{x} \frac{\left(t^{2}-1+\alpha^{2}\right)^{1 / 2}}{1-t^{2}} d t \tag{4.2b}
\end{equation*}
$$

$$
\left(\zeta<\alpha^{2} \text { or } x>\left(1-\alpha^{2}\right)^{1 / 2}\right)
$$

the latter integrals being understood to be the Cauchy principal values in $\zeta<0$ or $x>1$ (for $\alpha \neq 0$ ). The integrals on the right-hand side of (4.2a, b) may be evaluated. For example (4.2b) is

$$
\begin{equation*}
\ln \frac{x+\left(x^{2}-1+\alpha^{2}\right)^{1 / 2}}{\left(1-\alpha^{2}\right)^{1 / 2}}+\frac{\alpha}{2} \ln \frac{|1-x|}{1+x} \frac{x+1-\alpha^{2}-\alpha\left(x^{2}-1+\alpha^{2}\right)^{1 / 2}}{x-1+\alpha^{2}+\alpha\left(x^{2}-1+\alpha^{2}\right)^{1 / 2}} \tag{4.3}
\end{equation*}
$$

(see, for example, Gradshteyn and Ryzhik (1980, p. 81)). With the new dependent variable $W$ defined by

$$
w=\left(\frac{\zeta-\alpha^{2}}{1-\alpha^{2}-x^{2}}\right)^{1 / 4}\left(\frac{1-x^{2}}{2 \zeta}\right)^{1 / 2} W
$$

one finds that the differential equation (4.1) transforms to

$$
\begin{equation*}
\frac{d^{2} W}{d \zeta^{2}}=\left\{u^{2}\left(\frac{\alpha^{2}}{4 \zeta^{2}}-\frac{1}{4 \zeta}\right)-\frac{1}{4 \zeta^{2}}+\frac{\psi(\alpha, \zeta)}{\zeta}\right\} W \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(\alpha, \zeta)=\frac{1}{16}\left(\zeta-\alpha^{2}\right)^{-2}\left[\zeta+4 \alpha^{2}+\frac{1-x^{2}}{\zeta}\left(\frac{\zeta-\alpha^{2}}{1-\alpha^{2}-x^{2}}\right)^{3}\left\{\left(-4 \alpha^{2}+1\right) x^{2}+\left(\alpha^{4}-1\right)\right\}\right] \tag{4.5}
\end{equation*}
$$

Before proceeding to establish the asymptotic nature of the solutions of (4.4), it is convenient at this stage to describe the nature of the $x-\zeta$ transformation near $x=1$ and $x=\infty$. As $x \rightarrow 1$, one finds that $\zeta \rightarrow 0$ such that

$$
\begin{equation*}
1-x=\frac{e^{2}}{2(1+\alpha)^{1+1 / \alpha}(1-\alpha)^{1-1 / \alpha}} \zeta+O\left(\zeta^{2}\right) \tag{4.6}
\end{equation*}
$$

We remark that this result is uniformly valid for all values of $\alpha$ (see proof of Lemma 1 in Appendix A); when $\alpha=0$ the limiting form of (4.6), $1-x \sim \frac{1}{2} \zeta$, applies. As $x \rightarrow \infty$, one finds $\zeta \rightarrow-\infty$ such that

$$
\begin{equation*}
x=\frac{1}{2}(1+\alpha)^{1 / 2+\alpha / 2}(1-\alpha)^{1 / 2-\alpha / 2} \exp |\xi|^{1 / 2}\left\{1+O\left(|\xi|^{-1 / 2}\right)\right\} \tag{4.7}
\end{equation*}
$$

These results follow readily from (2.3) and (4.3).
We shall now find uniform asymptotic expansions for $\mathrm{P}_{\nu}^{-\mu}(x)$ in $0 \leqq x<1$ and for $P_{\nu}^{-\mu}(x)$ in $x>1$. Both solutions are recessive as $x \rightarrow 1$. In particular

$$
\begin{equation*}
\mathrm{P}_{\nu}^{-\mu}(x)=\frac{(1-x)^{\mu / 2}}{2^{\mu / 2} \Gamma(\mu+1)}(1+o(1)) \quad \text { as } x \rightarrow 1 \tag{4.8}
\end{equation*}
$$

(Olver (1974, p. 186)). It follows from (3.11) that for each nonnegative integer $n$,

$$
\begin{equation*}
\mathrm{P}_{\nu}^{-\mu}(x)=c_{2 n+1,1}\left(\frac{\zeta-\alpha^{2}}{1-\alpha^{2}-x^{2}}\right)^{1 / 4} \zeta^{-1 / 2} W_{2 n+1,1}(u, \alpha, \zeta) \tag{4.9}
\end{equation*}
$$

for some constant $c_{2 n+1,1}$. The coefficient $c_{2 n+1,1}$ can be evaluated by comparing (4.8) with the behaviour of $W_{2 n+1,1}(u, \alpha, \zeta)$ as $\zeta \rightarrow 0$. The behaviour of $J_{u \alpha}\left(u \zeta^{1 / 2}\right)$ near $\zeta=0$ implies that

$$
\begin{align*}
W_{2 n+1,1}(u, \alpha, \zeta)= & \frac{u^{u \alpha}}{2^{u \alpha} \Gamma(1+u \alpha)} \zeta^{1 / 2+u \alpha / 2}  \tag{4.10}\\
& \cdot\left(1+\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s}}\right) \quad \text { as } \zeta \rightarrow 0
\end{align*}
$$

where $A_{s}(\alpha, \zeta), B_{s}(\alpha, \zeta)$ are defined by (2.9a, b). We shall not attempt to define the arbitrary constants $\lambda_{s}$ which appear in (2.9b) at this stage but, following Thorne (1957b), determine them recursively (see (6.8)). It follows from (4.6), (4.8)-(4.10) that

$$
\begin{align*}
c_{2 n+1,1}= & e^{\mu}\left(\nu+\frac{1}{2}+\mu\right)^{-\nu / 2-1 / 4-\mu / 2}\left(\nu+\frac{1}{2}-\mu\right)^{\nu / 2+1 / 4-\mu / 2}  \tag{4.11}\\
& \cdot\left(1+\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s}}\right)^{-1}
\end{align*}
$$

We subsequently derive another expression for $c_{2 n+1,1}$ (equation (6.10)).
A powerful check on the validity of (4.9) is provided by evaluating left- and right-hand sides at $x=0$. The left-hand side yields $(\operatorname{Olver}(1974$, p. 187) $)$

$$
\begin{equation*}
\mathrm{P}_{\nu}^{-\mu}(0)=2^{-\mu} \pi^{-1 / 2} \cos \left(\frac{1}{2} \pi \nu-\frac{1}{2} \pi \mu\right) \Gamma\left(\frac{1}{2} \nu+\frac{1}{2}-\frac{1}{2} \mu\right) / \Gamma\left(\frac{1}{2} \nu+1+\frac{1}{2} \mu\right) . \tag{4.12}
\end{equation*}
$$

By using the Liouville-Green expansion of $J_{\mu}\left(\left(\nu+\frac{1}{2}\right) \zeta^{1 / 2}\right)$ for large argument and order, one can show that to leading order the right-hand side of (4.9) yields, for $n=0$,

$$
\begin{equation*}
c_{1,1}\left(1-\alpha^{2}\right)^{-1 / 4}\left(\frac{2}{\pi(\nu+1 / 2)}\right)^{1 / 2} \cos \left(\frac{1}{2} \pi \nu-\frac{1}{2} \pi \mu\right) . \tag{4.13}
\end{equation*}
$$

When Stirling's formula is used in (4.12), it is found that to leading order, (4.12) and (4.13) are indeed the same. This provides independent verification of the correctness of the asymptotic theory.

In the interval $x>1$, one can show in a similar manner that, at least pointwise,

$$
\begin{equation*}
P_{\nu}^{-\mu}(x)=c_{2 n+1,3}\left(\frac{\zeta-\alpha^{2}}{1-\alpha^{2}-x^{2}}\right)^{1 / 4}|\zeta|^{-1 / 2} W_{2 n+1,3}(u, \alpha, \zeta) \tag{4.14}
\end{equation*}
$$

where $c_{2 n+1,3}=c_{2 n+1,1}$. Actually, it can be shown that (4.14) is uniformly valid in $x>1$ : it follows from (4.5)-(4.7) that $\psi^{(s)}(\alpha, \zeta)=O\left(|\zeta|^{-s-1}\right)$ as $\zeta \rightarrow-\infty$, and as we remarked in $\S 3$, this guarantees uniform validity.

Next, we find a uniform asymptotic expansion for the function $Q_{\nu}^{\mu}(x)$ in $x>1$. Its distinguishing property is that it is recessive as $x \rightarrow \infty$. In applying Theorem 2 to the function $Q_{\nu}^{\mu}(x)$ we first observe that since $\psi^{(s)}(\alpha, \zeta)=O\left(|\zeta|^{-s-1}\right)$ as $\zeta \rightarrow-\infty$, the theorem is meaningful for $\zeta_{1}=-\infty$, and the expansions are uniformly valid in $\zeta<0$. Since $I_{u \alpha}\left(u|\zeta|^{1 / 2}\right), K_{u \alpha}\left(u|\zeta|^{1 / 2}\right)$ are respectively dominant and recessive as $\zeta \rightarrow-\infty$, we deduce that

$$
\begin{equation*}
Q_{\nu}^{\mu}(x)=c_{2 n+1,4}\left(\frac{\zeta-\alpha^{2}}{1-\alpha^{2}-x^{2}}\right)^{1 / 4}|\zeta|^{-1 / 2} W_{2 n+1,4}(u, \alpha, \zeta), \quad x>1 \tag{4.15}
\end{equation*}
$$

for some constant $c_{2 n+1,4}$. We evaluate $c_{2 n+1,4}$ by considering the behaviour of leftand right-hand sides of (4.15) as $x \rightarrow 1$. For the left-hand side we have (Olver (1974, Chap. 5, (12.21) and (13.14)))

$$
\begin{equation*}
Q_{\nu}^{\mu}(x)=e^{\mu \pi i} 2^{\mu / 2-1} \Gamma(\mu)(x-1)^{-\mu / 2}(1+o(1)) \quad \text { as } x \rightarrow 1 . \tag{4.16}
\end{equation*}
$$

The behaviour of $K_{u \alpha}\left(u|\zeta|^{1 / 2}\right)$ near $\zeta=0$ implies that on the right-hand side,

$$
\begin{align*}
& W_{2 n+1,4}(u, \alpha, \zeta)=\frac{2^{u \alpha-1} \Gamma(u \alpha)}{u^{u \alpha}}|\zeta|^{1 / 2-u \alpha / 2}  \tag{4.17}\\
& \cdot\left(1-\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s}}+\delta_{2 n+1,4}+o(1)\right) \quad \text { as } \zeta \rightarrow 0,
\end{align*}
$$

for $\alpha>0$, where $\delta_{2 n+1,4}$ is a constant bounded by

$$
\left|\delta_{2 n+1,4}\right| \leqq \frac{1}{u^{2 n+1}} \kappa^{-} \mathscr{V}_{0,-\infty}\left\{\left|\xi-\alpha^{2}\right|^{1 / 2} B_{n}(\xi)\right\} \exp \left(\frac{\kappa^{-}}{u} \mathscr{V}_{0,-\infty}\left\{\left|\xi-\alpha^{2}\right|^{1 / 2} B_{0}(\xi)\right\}\right) .
$$

It follows from (4.6), (4.15)-(4.17) that

$$
\begin{align*}
c_{2 n+1,4}= & e^{-\mu+\mu \pi i}\left(\nu+\frac{1}{2}+\mu\right)^{\nu / 2+1 / 4+\mu / 2}\left(\nu+\frac{1}{2}-\mu\right)^{-\nu / 2-1 / 4+\mu / 2}  \tag{4.18}\\
& \cdot\left(1-\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s}}+\delta_{2 n+1,4}\right)^{-1} .
\end{align*}
$$

A continuity argument shows that (4.18) is appropriate for $\alpha=0$ also. We subsequently derive another expression for $c_{2 n+1,4}$ (equation (6.11)).

It remains to find a uniform asymptotic expansion for $\mathrm{Q}_{\nu}^{-\mu}(x)$ in $0 \leqq x<1$. (The result is simpler than that for $\mathrm{Q}_{\nu}^{\mu}(x)$.) One could arrive at a result following the method described by Olver (1974, Chap. 12) in dealing with the corresponding problem when $\mu$ is not large: effectively this means taking $\zeta_{2}=\zeta(0)$ in (3.9). As Olver remarks, this method has disadvantages, and we shall leave the derivation of the result to the complex variable theory of $\S 6$ (see (6.12)).

Our results for the Legendre functions, here and in §6, are more general than those given by Olver (1974, Chap. 12) or Thorne (1957b). They may be regarded as complementary to the results of Olver (1975b), which are uniformly valid in the interval $-1<x<1$.
5. Expansions for complex argument. The definition of the $x-\zeta$ transformation given in $(2.2 \mathrm{a}, \mathrm{b})$ is no longer appropriate when $x$ is supposed to be a complex variable. Now we replace $x$ by $z$ and define

$$
\begin{equation*}
\int_{\alpha^{2}}^{\xi} \frac{\left(\xi-\alpha^{2}\right)^{1 / 2}}{2 \xi} d \xi=\int_{x_{t}}^{z} \frac{\left(t^{2} f(t)\right)^{1 / 2}}{t} d t \tag{5.1}
\end{equation*}
$$

where account has to be taken of the branches resulting both from the square roots and the logarithmic singularities. It is easy to see that the branches can be chosen so that $\zeta(z)$ is analytic at both $z=0$ and $z=x_{t}$; subject to this requirement, the actual choice of branches is unimportant. The dependent variable is transformed as in the real case:

$$
\begin{equation*}
\left(\frac{d \zeta}{d z}\right)^{1 / 2} w(z)=W(\zeta) \tag{5.2}
\end{equation*}
$$

With the transformations (5.1), (5.2) we arrive at (2.4) again, i.e.

$$
\begin{equation*}
\frac{d^{2} W}{d \zeta^{2}}=\left\{u^{2}\left(\frac{\alpha^{2}}{4 \zeta^{2}}-\frac{1}{4 \zeta}\right)+\frac{\psi(\alpha, \zeta)}{\zeta}-\frac{1}{4 \zeta^{2}}\right\} W \tag{5.3}
\end{equation*}
$$

We continue to assume the parameters satisfy $\alpha \geqq 0, u>0$, but now suppose $\zeta$ is a complex variable and that (5.3) holds in some complex domain $\Delta$ which includes $\zeta=0$ and $\zeta=\alpha^{2}$ and in which $\psi(\alpha, \zeta)$ is holomorphic.

If the term $\psi(\alpha, \zeta) / \zeta$ is neglected in (5.3) the resulting equation has solutions of the form $\zeta^{1 / 2} \mathscr{C}_{u \alpha}\left(u \zeta^{1 / 2}\right)$ where $\mathscr{C}$ denotes one of the Bessel functions $J, H^{(1)}, H^{(2)}$, or any combination of them. We shall seek formal series solutions of (5.3) of the form

$$
\begin{equation*}
\zeta^{1 / 2} \mathscr{C}_{u \alpha}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{\infty} \frac{A_{s}(\alpha, \zeta)}{u^{2 s}}+\frac{\zeta}{u} \mathscr{C}_{u \alpha}^{\prime}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{\infty} \frac{B_{s}(\alpha, \zeta)}{u^{2 s}} \tag{5.4}
\end{equation*}
$$

where the coefficients $A_{s}(\alpha, \zeta), B_{s}(\alpha, \zeta)$ are the analytic continuations of those defined by ( $2.9 \mathrm{a}, \mathrm{b}$ ). The square root $\zeta^{1 / 2}$ which occurs in (5.4) will be defined by

$$
\begin{equation*}
\chi_{0}<\arg \zeta^{1 / 2}<\chi_{0}+\pi \tag{5.5}
\end{equation*}
$$

for some $\chi_{0}\left(-\pi \leqq \chi_{0} \leqq 0\right)$. The choice of $\chi_{0}$ is determined by the particular problem under consideration: a common choice is $\chi_{0}=0$. Let $\Delta$ denote the intersection of $\Delta$ and the $\zeta$-plane cut along $\arg \zeta=2 \chi_{0}$ : we shall seek solutions of the form (5.4) in the domain $\Delta$.

It is convenient for our purposes to introduce the notation $\mathscr{C}^{(j)}$, where $\mathscr{C}^{(j)}$ denotes $2 J, H^{(1)}, H^{(2)}$ for $j=0,1,2$ respectively. Subsequently, we shall suppose $j$ is enumerated modulo 3. See also Baldwin (1979).

In order that we may construct auxiliary functions with the appropriate asymptotic properties we have to take account of the asymptotic behaviour of the functions $\mathscr{C}_{\nu}^{(j)}(z)$ in the complex $z$-plane. It might therefore seem natural to define weight functions $E_{\nu}^{(j)}(z)$ by

$$
\begin{equation*}
\left|\exp \left(-i \int_{\nu}^{z} \frac{\left(t^{2}-\nu^{2}\right)^{1 / 2}}{t} d t\right)\right| . \tag{5.6}
\end{equation*}
$$

However this choice proves inappropriate when $\nu$ and $z$ are both small and would not give us the uniformly valid result we seek. Instead we define weight functions which are close to (5.6) when $\nu$ or $|z|$ is large but otherwise differ significantly.

To this end, we first note that (Olver (1974, p. 438))

$$
X_{\nu}=\nu-c\left(\frac{1}{2} \nu\right)^{1 / 3}+O\left(\nu^{-1 / 3}\right) \quad \text { as } \nu \rightarrow \infty,
$$

where $c$ denotes the negative root of the equation $\operatorname{Ai}(x)=\operatorname{Bi}(x)$ of smallest absolute value. Let us define $\hat{v}$ to be real (nonnegative) solution of

$$
\nu=\hat{\nu}-c\left(\frac{1}{2} \hat{\nu}\right)^{1 / 3} .
$$

Then $\hat{X}_{\nu}$, the smallest zero of $J_{\hat{\nu}}(x)+Y_{\hat{\nu}}(x)$ (cf. (3.4)), is such that

$$
\hat{X}_{\nu}=\nu+O\left(\nu^{-1 / 3}\right) \quad \text { as } \nu \rightarrow \infty
$$

and $\hat{X}_{\nu} \geqq X_{0}>0$ (Olver (1974, p. 438, footnote)). Now define a function $\Phi_{\nu}^{(j)}(z)$ by

$$
\begin{equation*}
\Phi_{\nu}^{(j)}(z)=\int_{\hat{X}_{\nu}}^{z} \frac{\left(t^{2}-\hat{X}_{\nu}^{2}\right)^{1 / 2}}{t} d t . \tag{5.7}
\end{equation*}
$$

The function $\Phi_{\nu}^{(j)}(z)$ has branch points at $z=0, \pm \hat{X}_{\nu}$. In respect of the branch point at $z=0$, we can either introduce a branch cut or allow $\arg z$ to take a range of values greater than $2 \pi$ : we shall do both as appropriate. In respect of the branch points at $z= \pm \hat{X}_{\nu}$, we introduce cuts along $\operatorname{Im} \Phi_{\nu}^{(j)}(z)=0$. There are thus three possible cuts emanating from each of $\pm \hat{X}_{\nu}$, distinguishable by the angles they make with the real axis at $\pm \hat{X}_{\nu}$. We define $\Phi_{\nu}^{(j)}(z)$ to have that cut which makes the angle $-2 \pi j / 3$ with the positive real axis at $\hat{X}_{\nu}$, and to have the corresponding cut emanating from $z=-\hat{X}_{\nu}$ which is obtained by reflection about the imaginary $z$-axis.

The branch cuts we have introduced divide the $z$-plane into three regions which we denote by $\mathscr{S}_{\nu}^{(j)}, j=0,1,2$ (see figure 1 ); $j=0$ corresponds to the eye-shaped region around the origin, while $j=1,2$ respectively correspond to those regions outside the eye-shaped region for which $\operatorname{Im} z>0$ and $\operatorname{Im} z<0$. The function $\mathscr{C}_{\nu}{ }^{(j)}(z)$ is recessive in $\mathscr{S}_{\nu}^{(j)}$ and dominant in $\mathscr{S}_{\nu}^{(j-1)} \cup \mathscr{S}_{\nu}^{(j+1)}$; with this in mind the branch of $\left(t^{2}-\hat{X}_{\nu}^{2}\right)^{1 / 2}$ in (5.6) is defined to be that for which $\operatorname{Im} \Phi_{\nu}^{(j)}(z)>0$ in $\mathscr{S}_{\nu}{ }^{(j)}($ see (5.8)).


Fig. 1. The complex z-plane. The regions $\mathscr{S}_{\nu}^{(j)}$ are defined to be the domains indicated, together with their boundaries.

We define weight functions $E_{\nu}^{(j)}(z)$ separately in each of the three regions $\mathscr{S}_{\nu}{ }^{(0)}$, $\mathscr{S}_{\nu}{ }^{(1)}, \mathscr{S}_{\nu}{ }^{(2)}$. In $\mathscr{S}_{\nu}^{(1)}$ and $\mathscr{S}_{\nu}^{(2)}$ we define $E_{\nu}^{(j)}(z)$ by

$$
\begin{equation*}
E_{\nu}^{(j)}(z)=\left|\exp \left(-i \Phi_{\nu}^{(j)}(z)\right)\right|, \tag{5.8}
\end{equation*}
$$

where the branch of $\left(t^{2}-\hat{X}_{\nu}^{2}\right)^{1 / 2}$ is chosen so that $E_{\nu}^{(j)}(z) \geqq 1$ in $\mathscr{S}_{\nu}^{(j)}$ and $E_{\nu}^{(j)}(z) \leqq 1$ in $\mathscr{S}_{\nu}^{(j-1)} \cup \mathscr{S}_{\nu}^{(j+1)}$ (cf. Olver (1974, p. 415)). In $\mathscr{S}_{\nu}^{(0)}$, we first define subdomains $\mathscr{D}_{\nu}^{(j)}(z)$ as follows. Given any point $z \in \mathscr{S}_{\nu}^{(0)}$, we define $\mathscr{D}_{\nu}^{(0)}(z)$ to be the set of points satisfying the two conditions

$$
\begin{align*}
& \operatorname{Im} \Phi_{\nu}^{(0)}(t)<\operatorname{Im} \Phi_{\nu}^{(0)}(z),  \tag{5.9a}\\
& -\pi<\arg t<\pi, \tag{5.9b}
\end{align*}
$$

and $\mathscr{D}_{\nu}^{(1)}(z)=\mathscr{D}_{\nu}^{(2)}(z)=\mathscr{S}_{\nu}^{(0)}-\mathscr{D}_{\nu}^{(0)}(z)$. We remark that $\Phi_{\nu}^{(0)}=-\Phi_{\nu}^{(1)}=-\Phi_{\nu}^{(2)}$ in $\mathscr{S}_{\nu}{ }^{(0)}$. Then we define

$$
\begin{equation*}
e_{\nu}^{(j)} E_{\nu}^{(j)}(z)^{-1}=\sup _{\mathscr{D}_{\nu}^{(j)}(z)}\left\{\left|z^{2}-\nu^{2}\right|^{1 / 4}\left|\mathscr{C}_{\nu}^{(j)}(z)\right|\right\} \quad(j=0,1,2) \tag{5.10}
\end{equation*}
$$

where the constants $e_{\nu}^{(j)}$ are normalizing factors which are chosen to ensure the continuity of $E_{\nu}^{(j)}(z)$. Thus

$$
e_{\nu}^{(j)}=\sup _{\mathscr{D}_{\nu}^{(j)}\left(\hat{X}_{v}\right)}\left\{\left|z^{2}-\nu^{2}\right|^{1 / 4}\left|\mathscr{C}_{\nu}^{(j)}(z)\right|\right\} \quad(j=0,1,2)
$$

(Note that since $\overline{H_{\nu}^{(1)}(\bar{z})}=H_{\nu}^{(2)}(z)$, where - denotes complex conjugate, $e_{\nu}^{(1)}=e_{\nu}^{(2)}$.) We observe that $E_{\nu}^{(j)}(z)$ are continuous functions of both $\nu$ and $z$.

Consider further the definitions of $E_{\nu}^{(j)}(z)$ in $\mathscr{S}_{\nu}{ }^{(0)}$. By virtue of the maximum modulus theorem we deduce that $\left|J_{\nu}(z)\right|$ achieves its maximum either on that part of the boundary corresponding to (5.9a) or to (5.9b). Since $\left|J_{\nu}(t)\right|$ is a monotonically increasing function of $|t|$ near the origin, it follows that for sufficiently small $z$, the maximum occurs on that part of the boundary corresponding to (5.9a). It is thus easy to deduce that $e_{\nu}^{(0)} E_{\nu}^{(0)}(z)^{-1} \sim 2\left|z^{2}-\nu^{2}\right|^{1 / 4}\left|J_{\nu}(z)\right|$ as $z \rightarrow 0$. Likewise one can show that as $z \rightarrow 0, e_{\nu}^{(1,2)} E_{\nu}^{(1,2)}(z)^{-1} \sim\left|z^{2}-\nu^{2}\right|^{1 / 4}\left|H_{\nu}^{(1)}(z)\right|$ or $\left|z^{2}-\nu^{2}\right|^{1 / 4}\left|H_{\nu}^{(2)}(z)\right|$.

Next we define modulus and phase functions

$$
\begin{align*}
& E_{\nu}^{(j+1)}(z)\left|\mathscr{C}_{\nu}^{(j+1)}(z)\right|=M_{\nu}^{(j)}(z) \sin \theta_{\nu}^{(j)}(z),  \tag{5.11}\\
& E_{\nu}^{(j-1)}(z)\left|\mathscr{C}_{\nu}^{(j-1)}(z)\right|=M_{\nu}^{(j)}(z) \cos \theta_{\nu}^{(j)}(z),
\end{align*}
$$

where $M_{\nu}^{(j)}(z)$ is real and positive, and $\theta_{\nu}^{(j)}(z)$ is real. Thus

$$
\begin{aligned}
& M_{\nu}^{(j)}(z)=\left\{E_{\nu}^{(j+1)}(z)^{2}\left|\mathscr{C}_{\nu}^{(j+1)}(z)\right|^{2}+E_{\nu}^{(j-1)}(z)^{2}\left|\mathscr{C}_{\nu}^{(j-1)}(z)\right|^{2}\right\}^{1 / 2} \\
& \theta_{\nu}^{(j)}(z)=\tan ^{-1}\left\{E_{\nu}^{(j+1)}(z)\left|\mathscr{C}_{\nu}^{(j+1)}(z)\right| /\left(E_{\nu}^{(j-1)}(z)\left|\mathscr{C}_{\nu}^{(j-1)}(z)\right|\right)\right\}
\end{aligned}
$$

where $\tan ^{-1}$ takes its principal value. We remark that as $\left|\Phi_{\nu}^{(j)}(z)\right| \rightarrow \infty, \theta_{\nu}^{(j)}(z) \rightarrow \pi / 4$ except near the boundary of $\mathscr{S}_{\nu}^{(j-1)} \cup \mathscr{S}_{\nu}^{(j+1)}$.

Likewise, we define modulus and phase functions for $\mathscr{C}_{\nu}^{(j)}(z)$ by

$$
\begin{equation*}
E_{\nu}^{(j+1)}(z)\left|\mathscr{C}_{\nu}^{(j)^{\prime}}(z)\right|=N_{\nu}^{(j)}(z) \sin \omega_{\nu}^{(j)}(z), E_{\nu}^{(j-1)}(z)\left|\mathscr{C}_{\nu}^{(j) \prime}(z)\right|=N_{\nu}^{(j)}(z) \cos \omega_{\nu}^{(j)}(z) \tag{5.12}
\end{equation*}
$$

where $N_{\nu}^{(j)}(z)$ is real and positive, and $\omega_{\nu}^{(j)}$ is real.
It is convenient, at this stage, to introduce the constant $\kappa$ which we shall require in Theorem 3. We define $\kappa=\kappa_{0} \kappa_{1}$ where

$$
\begin{align*}
& \kappa_{0}=\sup \left\{\frac{1}{2} \pi\left|z^{2}-\nu^{2}\right|^{1 / 2} \sum_{j=0}^{2} E_{\nu}^{(j)}(z)^{2}\left|\mathscr{C}_{\nu}^{(j)}(z)\right|^{2}\right\},  \tag{5.13}\\
& \kappa_{1}=\sup \left\{E_{\nu}^{(0)}(z)^{-1} E_{\nu}^{(1)}(z)^{-1}\right\},
\end{align*}
$$

the suprema being taken over all $\nu \geqq 0$ and all $|z|>0$. The existence of $\kappa_{0}$ is a consequence of Lemma 3 given in Appendix B and the existence of $\kappa_{1}$ may be shown in a similar manner.

Now consider the functions $\mathscr{C}_{u \alpha}^{(j)}\left(u \zeta^{1 / 2}\right)$ where the branch of $\zeta^{1 / 2}$ is defined in (5.5). Then under the transformation $z=u \zeta^{1 / 2}$, we define regions $S_{\alpha}^{(j)}$ in the $\zeta$-plane corresponding to the regions $\mathscr{S}_{u \alpha}^{(j)}$ in the $z$-plane. These are illustrated in Fig. 2a for the case $-\frac{1}{2} \pi<\chi_{0}<0$.


Fig. 2a. The complex $\zeta$-plane.


FIG. 2b. The curves $\operatorname{Im} \Phi_{u \alpha}^{(j)}\left(u \zeta^{1 / 2}\right)=$ constant.

In order that we may state our theorem on error bounds we introduce reference points $\tilde{\zeta}^{(j)}, j=0,1,2: \tilde{\zeta}^{(0)}=0$, and $\tilde{\zeta}^{(1)}, \tilde{\zeta}^{(2)}$ are points (perhaps at infinity) in $S_{\alpha}^{(1)}, S_{\alpha}^{(2)}$ respectively, which we choose to suit our purposes. Given these $\tilde{\zeta}^{(j)}$, we define the domains $\Delta^{(j)}, j=0,1,2$, to be the set of points in $\Delta$ which can be linked to $\tilde{\xi}^{(j)}$ by a path $\mathscr{P}^{(j)}$ which consists of a finite chain of arcs in $R_{2}$ having the property that as $\xi$ passes along $\mathscr{P}^{(j)}$ from $\tilde{\zeta}^{(j)}$ to $\zeta$,

$$
\begin{equation*}
\operatorname{Im} \Phi_{u \alpha}^{(j)}\left(u \xi^{1 / 2}\right) \geqq \operatorname{Im} \Phi_{u \alpha}^{(j)}\left(u \zeta^{1 / 2}\right) \tag{5.14}
\end{equation*}
$$

This condition is satisfied if $\operatorname{Im} \Phi_{u \alpha}^{(j)}\left(u \xi^{1 / 2}\right)$ is nonincreasing as $\xi$ passes along $\mathscr{P}^{(j)}$ from $\tilde{\zeta}^{(j)}$ to $\zeta$ : this condition is useful in applications of the theory, and any such path is said to be progressive. The curves $\operatorname{Im} \Phi_{u \alpha}^{(j)}\left(u \xi^{1 / 2}\right)=$ constant are illustrated in Fig. 2b.

Theorem 3. With the conditions described in §1 and the present section, equation (5.3) has, for each pair of values of $u$ and $\alpha$ and each nonnegative integer n, solutions $W_{2 n+1}^{(j)}(u, \alpha, \zeta), j=0,1,2$, which are holomorphic in $\Delta$ and satisfy

$$
\begin{align*}
W_{2 n+1}^{(j)}(u, \alpha, \zeta)=\zeta^{1 / 2} \mathscr{C}_{u \alpha}^{(j)}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{u^{2 s}}+\frac{\zeta}{u} \mathscr{C}_{u \alpha}^{(j) \prime}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{u^{2 s}}  \tag{5.15}\\
+\varepsilon_{2 n+1}^{(j)}(u, \alpha, \zeta),
\end{align*}
$$

where

$$
\begin{align*}
& \frac{\left|\varepsilon_{2 n+1}^{(j)}(u, \alpha, \zeta)\right|}{\zeta^{1 / 2} M_{u \alpha}^{(j \pm 1)}\left(u \zeta^{1 / 2}\right)}, \quad \frac{\left|\partial \varepsilon_{2 n+1}^{(j)}(u, \alpha, \zeta) / \partial \zeta\right|}{(1 / 2) u N_{u \alpha}^{(j \pm 1)}\left(u \zeta^{1 / 2}\right)+(1 / 2) \zeta^{-1 / 2} M_{u \alpha}^{(j \pm 1)}\left(u \zeta^{1 / 2}\right)}  \tag{5.16}\\
& \quad \leqq \frac{1}{u^{2 n+1}} \kappa E_{u \alpha}^{(j)}\left(u \zeta^{1 / 2}\right)^{-1} \mathscr{V}_{\text {Qo }}(j)
\end{align*}\left\{\left(\xi-\alpha^{2}\right)^{1 / 2} B_{n}(\xi)\right\} \exp \left(\frac{\kappa}{u} \mathscr{V}_{\mathscr{O}(j)}\left\{\left(\xi-\alpha^{2}\right)^{1 / 2} B_{0}(\xi)\right\}\right), ~ \$
$$

when $\zeta \in \Delta^{(j)}$. In (5.16), the suffix on $M$ and $N$ is $j+1$ when $\zeta \in S_{\alpha}^{(j-1)} \cup S_{\alpha}^{(j)}$ and $j-1$ when $\zeta \in S_{\alpha}^{(j)} \cup S_{\alpha}^{(j+1)}$.

This theorem is proved in a similar manner to Theorems 1, 2. The bounds (5.16) can be sharpened somewhat by a more complicated choice of constants than the single constant defined by (5.13), but we shall not pursue this.

The bounds (5.16) can be used to deduce the asymptotic nature of the expansions (5.4); the discussion is similar to those which follow Theorems 1,2 . Thus the solution $W_{2 n+1}^{(j)}(u, \alpha, \zeta)$ is recessive at $\zeta=0$ for $j=0$ and is dominant there for $j=1,2$. One can show that (5.4) is a uniformly valid compound asymptotic expansion of $W_{2 n+1}^{(j)}(u, \alpha, \zeta)$. To do so, write

$$
\begin{align*}
& E_{\nu}^{(j)}(z)^{-1} M_{\nu}^{(j-1)}(z)=a_{\nu}^{(j,-)}(z) \mathscr{C}_{\nu}^{(j)}(z)+b_{\nu}^{(j,-)}(z) z \mathscr{C}_{\nu}^{(j) \prime}(z),  \tag{5.17}\\
& E_{\nu}^{(j)}(z)^{-1} M_{\nu}^{(j+1)}(z)=a_{\nu}^{(j,+)}(z) \mathscr{C}_{\nu}^{(j)}(z)+b_{\nu}^{(j,+)}(z) z \mathscr{C}_{\nu}^{(j) \prime}(z),
\end{align*}
$$

where

$$
\begin{align*}
& a_{\nu}^{(j,-)}(z)=E_{\nu}^{(j)}(z)^{-1} M_{\nu}^{(j-1)}(z) z \mathscr{C}_{\nu}^{(j+1) \prime}(z), \\
& b_{\nu}^{(j,-)}(z)=E_{\nu}^{(j)}(z)^{-1} M_{\nu}^{(j-1)}(z) \mathscr{C}_{\nu}^{(j+1)}(z),  \tag{5.18}\\
& a_{\nu}^{(j,+)}(z)=E_{\nu}^{(j)}(z)^{-1} M_{\nu}^{(j+1)}(z) z \mathscr{C}_{\nu}^{(j-1) \prime}(z), \\
& b_{\nu}^{(j,+)}(z)=E_{\nu}^{(j)}(z)^{-1} M_{\nu}^{(j+1)}(z) \mathscr{C}_{\nu}^{(j-1)}(z),
\end{align*}
$$

except when $j=0$ : then (5.18) apply except in $\mathscr{S}_{\nu}{ }^{(0)}$ where

$$
\begin{equation*}
a_{\nu}^{(0, \pm)}(z)=E_{\nu}^{(0)}(z)^{-1} M_{\nu}^{( \pm 1)}(z) / 2 J_{\nu}(z), \quad b_{\nu}^{(0, \pm)}=0 \tag{5.19}
\end{equation*}
$$

It then suffices to observe that for each $j,\left|a_{\nu}^{(j,-)}(z)\right|$ and $\left|b_{\nu}^{(j,-)}(z)\right|$ are uniformly bounded for $\nu \geqq 0$ in $\mathscr{S}_{\nu}^{(j)} \cup \mathscr{S}_{\nu}^{(j+1)}$, and $\left|a_{\nu}^{(j,+)}(z)\right|$ and $\left|b_{\nu}^{(j,-)}(z)\right|$ are uniformly bounded for $\nu \geqq 0$ in $\mathscr{S}_{\nu}^{(j-1)} \cup \mathscr{S}_{\nu}^{(j)}$. These results can be established by considerations similar to those motivating the proof of Lemma 3 in Appendix B.

Finally, we remark that when the domain $\Delta$ is unbounded, Theorem 3 will yield meaningful results for large $\zeta$ whenever the variations of the function $\left(\zeta-\alpha^{2}\right)^{1 / 2} B_{s}(\zeta)$ converge at infinity.
6. Legendre functions of large degree and order: complex variables. We use the results of $\S 5$ to construct asymptotic expansions as $\nu \rightarrow \infty$ of solutions of Legendre's equation which are uniformly valid for $0 \leqq \mu /\left(\nu+\frac{1}{2}\right) \leqq 1-\delta(\delta>0)$ in the complex $z$-plane. We shall assume $\operatorname{Re} z \geqq 0$. The connection formulae for Legendre functions can be used as in $\S 4$ to derive corresponding results for other values of $\nu, \mu, z$. The pair of solutions we consider here is $P_{\nu}^{-\mu}(z)$ and $Q_{\nu}^{\mu}(z)$.

We proceed in a similar fashion as we did in §4: $u, \alpha, \psi(\alpha, \zeta)$ are defined as in §4, and in place of $(4.2 a, b)$ we define

$$
\begin{equation*}
\int_{\alpha^{2}}^{\xi} \frac{\left(\xi-\alpha^{2}\right)^{1 / 2}}{2 \xi} d \xi=-\int_{\left(1-\alpha^{2}\right)^{1 / 2}}^{z} \frac{\left(1-\alpha^{2}-t^{2}\right)^{1 / 2}}{1-t^{2}} d t \tag{6.1}
\end{equation*}
$$

(cf. (5.1)). The functions $P_{\nu}^{-\mu}(z)$ and $Q_{\nu}^{\mu}(z)$ are each expressible in the form

$$
\left(\frac{\zeta-\alpha^{2}}{1-\alpha^{2}-z^{2}}\right)^{1 / 4} \zeta^{-1 / 2} W(\zeta)
$$

where $W(\zeta)$ satisfies (5.3). The domain $\Delta$ associated with (5.3) is illustrated in Fig. 3a.
A knowledge of the general configuration of the curves $\operatorname{Im} \Phi_{u \alpha}^{(j)}\left(u \zeta^{1 / 2}\right)=$ constant in the $\zeta$-plane is essential in applying the theory of $\S 5$. The curves, and those corresponding to them in the $z$-plane are shown in Figs. 3a, b (under the assumption that $u$ is sufficiently large). In arriving at these configurations it is helpful to note that $\hat{X}_{u \alpha} / u \alpha=1+O\left(u^{-4 / 3}\right)$ as $u \rightarrow \infty$.

It is conventional to take the branch cut associated with the Legendre functions to run along the real $z$-axis from $z=1$ to $z=-\infty$. With this convention, the corresponding cut in the $\zeta$-plane is from $\zeta=0$ along the positive real axis. In the notation of $\S 5$, $\chi_{0}=0$ and $\Delta$ is the intersection of $\Delta$ and the $\zeta$-plane cut along $\arg \zeta=0$.

The recessive behaviour of $P_{\nu}^{-\mu}(z)$ as $z \rightarrow 1$ implies that

$$
\begin{equation*}
P_{\nu}^{-\mu}(z)=c_{2 n+1}^{(0)}\left(\frac{\zeta-\alpha^{2}}{1-\alpha^{2}-z^{2}}\right)^{1 / 4} \zeta^{-1 / 2} W_{2 n+1}^{(0)}(u, \alpha, \zeta) \tag{6.2}
\end{equation*}
$$

for some constant $c_{2 n+1}^{(0)}$. The procedure which led to (4.11) now yields

$$
\begin{equation*}
c_{2 n+1}^{(0)}=\frac{1}{2} e^{-\mu \pi i / 2} c_{2 n+1,1} \tag{6.3}
\end{equation*}
$$

It may readily be seen that the path $\mathscr{P}^{(0)}$ can be chosen to be progressive for all points in $\Delta$ (so that $\Delta^{(0)}=\Delta$ ). The uniform asymptotic nature of (6.2) is thus established.


Fig. 3a. The domain $\Delta$ in the complex $\zeta$-plane, with curves $\operatorname{Im} \Phi_{u \alpha}^{(j)}\left(u \zeta^{1 / 2}\right)=$ constant.


Fig. 3b. The complex z-plane $(\operatorname{Re} z>0)$ with curves corresponding to $\operatorname{Im} \Phi_{u \alpha}^{(j)}\left(u^{\zeta^{1 / 2}}\right)=$ constant in the $\zeta$-plane.

One can likewise show, by taking account of the recessive behaviour of $Q_{\nu}^{\mu}(z)$ as $z \rightarrow \infty$, that

$$
\begin{equation*}
Q_{\nu}^{\mu}(z)=c_{2 n+1}^{(1)}\left(\frac{\zeta-\alpha^{2}}{1-\alpha^{2}-z^{2}}\right)^{1 / 4} \zeta^{-1 / 2} W_{2 n+1}^{(1)}(u, \alpha, \zeta) \tag{6.4}
\end{equation*}
$$

for some constant $c_{2 n+1}^{(1)}$. One finds (cf. (4.18)) that

$$
\begin{equation*}
c_{2 n+1}^{(1)}=\frac{1}{2} \pi i e^{\mu \pi i / 2} c_{2 n+1,4} . \tag{6.5}
\end{equation*}
$$

In arriving at (6.4) the endpoint of integration is taken to be $\zeta_{1}=-\infty$. It may readily be seen that the path $\mathscr{P}^{(1)}$ can be chosen to be progressive for all points in $\Delta$ (so that $\left.\Delta^{(1)}=\Delta\right)$. This establishes the uniform asymptotic nature of (6.4).

The results (6.2) and (6.4) can be used to determine a relation between the coefficients $c_{2 n+1,1}, c_{2 n+1,4}$, and thence the as yet undefined constants $\lambda_{s}$ of (2.9b). If in the relation

$$
i \pi \frac{\Gamma(\nu+\mu+1)}{\Gamma(\nu-\mu+1)} \mathrm{P}_{\nu}^{-\mu}(x)=-e^{-\mu \pi i / 2} Q_{\nu}^{\mu}(x+i 0)+e^{-3 \mu \pi i / 2} Q_{\nu}^{\mu}(x-i 0), \quad-1<x<1
$$

(which may be derived from the formulae of Olver (1974, Chap. (15.02), (15.03))), one substitutes the results (4.9) and (6.4), (6.5), one finds that for each $n$,

$$
\begin{equation*}
\frac{\Gamma(\nu+\mu+1)}{\Gamma(\nu-\mu+1)} c_{2 n+1,1}=e^{-\mu \pi i} c_{2 n+1,4} . \tag{6.6}
\end{equation*}
$$

When the formulae (4.11) for $c_{2 n+1,1}$ and (4.19) for $c_{2 n+1,4}$ are substituted into (6.6), the result is

$$
\begin{align*}
& \left(1+\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s}}\right)  \tag{6.7}\\
& \cdot\left(1-\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s}}+\delta_{2 n+1,4}\right)^{-1} \\
& =e^{2 \mu}\left(\nu+\frac{1}{2}+\mu\right)^{-\nu-1 / 2-\mu}\left(\nu+\frac{1}{2}-\mu\right)^{\nu+1 / 2-\mu} \frac{\Gamma(\nu+\mu+1)}{\Gamma(\nu-\mu+1)}
\end{align*}
$$

An asymptotic expansion of the right-hand side in descending powers of ( $\nu+\frac{1}{2}$ ) may be found by application of Stirling's formula; however one chooses the arbitrary constants $\lambda_{s}$ of (2.9b), the coefficients of the corresponding power of ( $\nu+\frac{1}{2}$ ) on the left-hand side must agree. To determine the constants $\lambda_{5}$, we note that the expression

$$
\begin{aligned}
\left(1+\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s+1}}+\right. & \left.\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s}}\right) \\
& \cdot\left(1-\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s}}\right)
\end{aligned}
$$

is a polynomial in powers of $\left(\nu+\frac{1}{2}\right)^{-2}$. We may therefore choose $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ in turn so that the coefficients $\left(\nu+\frac{1}{2}\right)^{-2},\left(\nu+\frac{1}{2}\right)^{-4}, \cdots\left(\nu+\frac{1}{2}\right)^{-2 n}$ vanish: thus

$$
\begin{align*}
\left(1+\alpha \sum_{s=0}^{n-1}\right. & \left.\frac{B_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s}}\right)  \tag{6.8}\\
& \cdot\left(1-\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s}}+\delta_{2 n+1,4}\right)=1+\delta_{2 n+1}
\end{align*}
$$

where $\delta_{2 n+1}$ is $O\left(u^{-2 n-1}\right)$ and may be expressed explicitly in terms of $\delta_{2 n+1,4}$, $A_{1}, \cdots, A_{n}, B_{1}, \cdots, B_{n-1}$. Furthermore (6.7), (6.8) together imply

$$
\begin{align*}
(1+\alpha & \left.\sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s}}\right)\left(1+\delta_{2 n+1}\right)^{-1 / 2}  \tag{6.9}\\
& =\left(1-\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{(\nu+1 / 2)^{2 s}}+\delta_{2 n+1,4}\right)^{-1}\left(1+\delta_{2 n+1}\right)^{1 / 2} \\
& =e^{\mu}\left(\nu+\frac{1}{2}+\mu\right)^{-\nu / 2-1 / 4-1 / 2}\left(\nu+\frac{1}{2}-\mu\right)^{\nu / 2+1 / 4-\mu / 2}\left\{\frac{\Gamma(\nu+\mu+1)}{\Gamma(\nu-\mu+1)}\right\}^{1 / 2}
\end{align*}
$$

One immediately deduces from (6.9) that for our choice of $\lambda_{s}$, (4.11) becomes

$$
\begin{equation*}
c_{2 n+1,1}=\left\{\frac{\Gamma(\nu-\mu+1)}{\Gamma(\nu+\mu+1)}\right\}^{1 / 2}\left(1+\delta_{2 n+1}\right)^{-1 / 2} \tag{6.10}
\end{equation*}
$$

and (4.19) becomes

$$
\begin{equation*}
c_{2 n+1,4}=\left\{\frac{\Gamma(\nu+\mu+1)}{\Gamma(\nu-\mu+1)}\right\}^{1 / 2} e^{\mu \pi i}\left(1+\delta_{2 n+1}\right)^{-1 / 2} \tag{6.11}
\end{equation*}
$$

Finally, we return to the problem left unsolved at the end of §4: finding a uniform asymptotic expansion for $\mathrm{Q}_{\nu}^{-\mu}(x)$ in $0 \leqq x<1$. Given the relation

$$
\mathrm{Q}_{\nu}^{-\mu}(x)=\frac{\Gamma(\nu-\mu+1)}{2 \Gamma(\nu+\mu+1)}\left(e^{-\mu \pi i / 2} Q_{\nu}^{\mu}(x+i 0)+e^{-3 \mu \pi i / 2} Q_{\nu}^{\mu}(x-i 0)\right)
$$

[Olver (1974, Chap. 5, (13.15), (15.02))], one deduces from (6.4) that

$$
\begin{align*}
\mathrm{Q}_{\nu}^{-\mu}(x)=- & \frac{1}{2} \pi c_{2 n+1,1}\left(\frac{\zeta-\alpha^{2}}{1-\alpha^{2}-x^{2}}\right)^{1 / 4}  \tag{6.12}\\
& \cdot\left[Y_{u \alpha}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{u^{2 s}}\right. \\
& \left.\quad+\frac{\zeta^{1 / 2}}{u} Y_{u \alpha}^{\prime}\left(u \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{u^{2 s}}+\operatorname{Im}\left\{(\zeta+i 0)^{-1 / 2} \varepsilon_{2 n+1}^{(1)}(u, \alpha, \zeta+i 0)\right\}\right]
\end{align*}
$$

and the constants $\lambda_{s}$ are again defined implicitly by (6.8).

Appendix A. Proof of Lemma 1 (continuity of $\psi$ ). The proof is similar to that given by Olver (1975a, pp. 142-150) and to avoid undue repetition we shall simply refer to "Olver" without further specification in this appendix.

First, when the variable $x$ is complex, the use of Cauchy's formula enables the result to be proved without difficulty (Olver, p. 142).

In the real-variable case, the proof is again relatively straightforward when $\alpha>0$ and also when $\alpha=0, \zeta \neq 0$. One may follow closely Olver's analysis (Olver, p. 144).

The difficult part of the proof is to establish continuity of $\psi(\alpha, \zeta)$ at the critical point $\alpha=\zeta=0$ in the real-variable case. The difficulty is essentially due to the coalescence of two critical points in the $(\alpha, \zeta)$-plane. In Olver's problem, these are turning points at $\zeta= \pm \alpha$. He establishes continuity by considering a deleted neighbourhood of the origin $0 \leqq|\zeta| \leqq \delta, 0 \leqq \alpha \leqq \delta$, finding Taylor expansions of $x(\zeta)$ and its derivatives about each turning point, uniformly valid in $\alpha$, and then appealing to his formula (2.10) for $\psi$. Because of the symmetry of his problem, the two proofs are effectively identical. In our problem, we proceed in a similar fashion, arriving at uniformly valid Taylor expansions of $x(\zeta)$ and its derivatives about the turning point $\zeta=\alpha^{2}$ and about the pole $\zeta=0$ in a deleted neighbourhood of the origin, $0 \leqq|\zeta| \leqq \delta, 0 \leqq \alpha \leqq \delta^{1 / 2}$. More precisely we find Taylor expansions about $\zeta=\alpha^{2}$ for $\zeta \geqq \frac{1}{2} \alpha^{2}$ and about $\zeta=0$ for $\zeta \leqq \frac{1}{2} \alpha^{2}$. Because our problem is not symmetric with respect to the two critical points, each of the two cases has to be considered separately.

Consider first $\zeta \geqq \frac{1}{2} \alpha^{2}$. One finds that the proof of continuity of $\psi$ proceeds in a very similar manner to that of Olver (pp. 145-149). This is perhaps as one would expect since in both his and our problems one is calculating Taylor expansions about a turning point.

It remains to consider $\zeta \leqq \frac{1}{2} \alpha^{2}$. Here there are significant differences between our analysis and Olver's. Our starting point is (2.2a) which, in terms of the function $p(\alpha, x)$ introduced in (2.6), may be written

$$
\begin{equation*}
\int_{\alpha^{2}}^{\xi} \frac{\left(\alpha^{2}-\xi\right)^{1 / 2}}{2 \xi} d \xi=\int_{a^{2}}^{x} \frac{\left(a^{2}-t\right)^{1 / 2}}{2 t} p^{1 / 2}(t) d t \tag{A.1}
\end{equation*}
$$

where for convenience we have written $x_{t}=a^{2}$. We shall first find Taylor expansions about $\zeta=0$ in $0 \leqq \zeta \leqq \frac{1}{2} \alpha^{2}$ and to this end we rewrite (A.1) in the form

$$
\begin{align*}
\int_{\varepsilon}^{\xi} \frac{\left(\alpha^{2}-\xi\right)^{1 / 2}}{2 \xi} d \xi-\int_{\varepsilon / p(0)}^{x} & \frac{\left(a^{2}-t\right)^{1 / 2}}{2 t} p^{1 / 2}(t) d t  \tag{A.2}\\
& =\int_{\varepsilon}^{\alpha^{2}} \frac{\left(\alpha^{2}-\xi\right)^{1 / 2}}{2 \xi} d \xi-\int_{\varepsilon / p(0)}^{a^{2}} \frac{\left(a^{2}-t\right)^{1 / 2}}{2 t} p^{1 / 2}(t) d t
\end{align*}
$$

where $\varepsilon$ is arbitrarily chosen to satisfy $0<\varepsilon<\zeta$.
The integrals on the left-hand side of (A.2) may be evaluated to yield $\frac{1}{2} \alpha \ln (\zeta / \varepsilon)+$ $O(\zeta)$ as $\zeta \rightarrow 0$ and $-\frac{1}{2} \alpha \ln (p(0) x / \varepsilon)+O(x)$ as $x \rightarrow 0$ respectively. Since $x \rightarrow 0$ as $\zeta \rightarrow 0$, we therefore deduce that the left-hand side of (A.2) is $-\frac{1}{2} \alpha \ln (p(0) x / \zeta)$ together with a term which tends to zero as $\varepsilon \rightarrow 0$. As $\zeta \rightarrow 0, \varepsilon \rightarrow 0$ and the right-hand side tends to

$$
\alpha \int_{0}^{1} \frac{(1-v)^{1 / 2}}{2 v}\left\{1-\frac{p^{1 / 2}\left(a^{2} v\right)}{p^{1 / 2}(0)}\right\} d v
$$

We thus deduce that the ratio $x / \zeta$ is bounded as $\zeta \rightarrow 0$. The limit is actually the leading coefficient in the Taylor expansion of $x(\zeta)$. It is relatively straightforward to calculate the higher terms in the series: one finds

$$
\begin{equation*}
x=X_{1} \zeta+X_{2} y^{2}+X_{3} \zeta^{3}+\eta \tag{A.3}
\end{equation*}
$$

where

$$
\begin{aligned}
X_{1}= & \frac{1}{p(0)} \exp \int_{0}^{1} \frac{(1-v)^{1 / 2}}{v}\left\{\frac{p^{1 / 2}\left(a^{2} v\right)}{p^{1 / 2}(0)}-1\right\} d v \\
X_{2}= & -\frac{1}{2 \alpha^{2}} X_{1}+\left(\frac{1}{2 a^{2}}-\frac{1}{2} \frac{\dot{p}(0)}{p(0)}\right) X_{1}^{2}, \\
X_{3}= & \frac{1}{16 \alpha^{4}} X_{1}+\left(-\frac{1}{2} \frac{1}{a^{2} \alpha^{2}}+\frac{1}{2} \frac{p(0)}{\alpha^{2} p(0)}\right) X_{1}^{2}, \\
& +\left(\frac{7}{16} \frac{1}{a^{4}}-\frac{5}{8} \frac{\dot{p}(0)}{a^{2} p(0)}+\frac{7}{16} \frac{\dot{p}^{2}(0)}{p^{2}(0)}-\frac{1}{8} \frac{\ddot{p}(0)}{p(0)}\right) X_{1}^{3} .
\end{aligned}
$$

In our subsequent analysis, it is necessary that these coefficients be continuous functions of $\alpha$ at $\alpha=0$. To show this, we have to establish the relation between $\alpha$ and $a$. Since $x^{2} f(\alpha, x) \rightarrow \alpha^{2} / 4$ as $x \rightarrow 0$, it follows from (2.6) that

$$
\alpha=a p^{1 / 2}(0) .
$$

One then readily finds that as $a \rightarrow 0$,

$$
X_{1}=\frac{1}{p(0)}+\frac{1}{3} \frac{\dot{p}(0)}{p^{2}(0)} a^{2}+\left(\frac{1}{45} \frac{\dot{p}^{2}(0)}{p^{3}(0)}+\frac{1}{15} \frac{\ddot{p}(0)}{p^{2}(0)}\right) a^{4}+O\left(a^{6}\right)
$$

$$
\begin{align*}
& X_{2}=-\frac{1}{3} \frac{\dot{p}(0)}{p^{3}(0)}+\left(-\frac{4}{15} \frac{\dot{p}^{2}(0)}{p^{2}(0)}+\frac{1}{30} \frac{\ddot{p}(0)}{p^{3}(0)}\right) a^{2}+O\left(a^{4}\right),  \tag{A.4}\\
& X_{3}=\frac{11}{45} \frac{\dot{p}^{2}(0)}{p^{5}(0)}-\frac{1}{10} \frac{\ddot{p}(0)}{p^{4}(0)}+O\left(a^{2}\right),
\end{align*}
$$

whence continuity follows.
We show next that $\eta=O\left(\zeta^{4}\right)$ in (A.3) uniformly in $\alpha$. By arranging the integrals in (A.2) and taking the limit $\varepsilon \rightarrow 0$, one finds

$$
\begin{equation*}
I=\lim _{\varepsilon \rightarrow 0}\left\{\int_{\varepsilon}^{\xi} \frac{\left(\alpha^{2}-\xi\right)^{1 / 2}}{2 \xi} d \xi-J_{\varepsilon}\right\}-\alpha \int_{0}^{1} \frac{(1-v)^{1 / 2}}{2 v}\left\{1-\frac{p^{1 / 2}\left(a^{2} v\right)}{p^{1 / 2}(0)}\right\} d v \tag{A.5}
\end{equation*}
$$

where
and

$$
J_{\varepsilon}=\int_{\varepsilon / p(0)}^{X_{1} \xi+X_{2} \xi^{2}+X_{3} 3^{3}} \frac{\left(a^{2}-t\right)^{1 / 2}}{2 t} p^{1 / 2}(t) d t
$$

We shall show that the right-hand side of (A.5) is bounded above by $\alpha O\left(\zeta^{3}\right)$ and that the left-hand side is bounded below by $\alpha A|\eta / \zeta|$ for some constant $A$ : we thus deduce $\eta=O\left(\zeta^{4}\right)$ uniformly.

To arrive at the first of these results, we closely follow the corresponding steps in Olver's calculation (pp. 146-147). In the integral $J_{\varepsilon}$ we take a new integration variable $y$ defined by

$$
t=X_{1} y+X_{2} y^{2}+X_{3} y^{3}
$$

The factors in the integrand of $J_{\varepsilon}$ have now to be expressed in terms of $y$; in particular, we find

$$
a^{2}-t=\left(\alpha^{2}-y\right)\left\{Y_{0}+Y_{1} y+Y_{2} y^{2}+Y_{3} y^{3}\right\}+Y_{3} y^{4}
$$

where

$$
\alpha^{2} Y_{0}=a^{2}, \alpha^{2} Y_{s}=Y_{s-1}-X_{s} \text { for } s=1,2,3 .
$$

It may readily be verified that as $a \rightarrow 0$,

$$
\begin{aligned}
& Y_{0}=\frac{1}{p(0)} \\
& Y_{1}=-\frac{1}{3} \frac{\dot{p}(0)}{p^{3}(0)}+\left(-\frac{1}{45} \frac{\dot{p}^{2}(0)}{p^{4}(0)}-\frac{1}{15} \frac{\ddot{p}(0)}{p^{3}(0)}\right) a^{2}+O\left(a^{4}\right) \\
& Y_{2}=\frac{11}{45} \frac{\dot{p}^{2}(0)}{p^{5}(0)}-\frac{1}{10} \frac{\ddot{p}(0)}{p^{4}(0)}+O\left(a^{2}\right) \\
& Y_{3}=O(1)
\end{aligned}
$$

This last result enables us to claim that

$$
a^{2}-t=\left(\alpha^{2}-y\right)\left\{Y_{0}+Y_{1} y+Y_{2} y^{2}+O\left(y^{3}\right)\right\}
$$

uniformly for $0<y \leqq \frac{1}{2} \alpha^{2}$. When all the other factors in the integrand of $J_{\varepsilon}$ are expressed in powers of $y$ we find

$$
J_{\varepsilon}=\int_{\varepsilon_{1}}^{\xi} \frac{\left(\alpha^{2}-y\right)^{1 / 2}}{2 y}\left\{1+O\left(y^{3}\right)\right\} d y
$$

where the order term is uniformly valid in $\alpha$, and $\varepsilon_{1}$ is the appropriate solution of the equation

$$
\varepsilon / p(0)=X_{1} \varepsilon_{1}+X_{2} \varepsilon_{1}^{2}+X_{3} \varepsilon_{1}^{3}
$$

We thus deduce that the right-hand side of (A.5) is

$$
\int_{0}^{\xi}\left(\alpha^{2}-\xi\right)^{1 / 2} O\left(\xi^{2}\right) d \xi+\lim _{\varepsilon \rightarrow 0} \int_{\varepsilon}^{\varepsilon_{1}} \frac{\left(\alpha^{2}-\xi\right)^{1 / 2}}{2 \xi} d \xi-\alpha \int_{0}^{1} \frac{(1-v)^{1 / 2}}{2 v}\left\{1-\frac{p^{1 / 2}\left(a^{2} v\right)}{p^{1 / 2}(0)}\right\} d v
$$

and since it is easily seen that the last two terms cancel, we find that the right-hand side of (A.5) is uniformly bounded by $\alpha O\left(\zeta^{3}\right)$ in $0<\zeta \leqq \frac{1}{2} \alpha^{2}$.

Consider now the left-hand side of (A.5). By using the mean value theorem for integrals one can readily show that

$$
|I|>\alpha A|\ln (1+\chi)|
$$

for some constant $A$, uniformly in $\alpha$, where

$$
\chi=\eta /\left(X_{1} \zeta+X_{2} \zeta^{2}+X_{3} \zeta^{3}\right)
$$

We showed in the previous paragraph that $I=\alpha O\left(\zeta^{3}\right)$ in $0<\zeta \leqq \frac{1}{2} \alpha^{2}$, and so it follows that in this domain

$$
|\ln (1+\chi)|=O\left(\zeta^{3}\right) \quad \text { uniformly in } \alpha
$$

In particular we deduce that in any given neighbourhood of the origin in the $(\alpha, \zeta)$-plane, for $0<\zeta \leqq \frac{1}{2} \alpha^{2}$, the function $|\ln (1+\chi)|$ is uniformly bounded. By considering the graph of $|\ln (1+\chi)|$, we may therefore claim the existence of a constant $B$ such that

$$
|\ln (1+\chi)|>B|\chi|
$$

throughout the region in question. We thus deduce that $\eta=O\left(\zeta^{4}\right)$ uniformly in $\alpha$ for $0<\zeta \leqq \frac{1}{2} \alpha^{2}$.

Similar arguments obtain in $\zeta<0$ : one thus deduces that $\eta=O\left(\zeta^{4}\right)$ uniformly for $\zeta \leqq \frac{1}{2} \alpha^{2}$. The uniform validity of differential forms of (A.3), namely

$$
\begin{aligned}
& x^{\prime}=X_{1}+2 X_{2} \zeta+3 X_{3} \zeta^{2}+O\left(\zeta^{3}\right) \\
& x^{\prime \prime}=2 X_{2}+6 X_{3} \zeta+O\left(\zeta^{2}\right) \\
& x^{\prime \prime \prime}=6 X_{3}+O(\zeta)
\end{aligned}
$$

may be demonstrated, with calculations similar to those of Olver (pp. 148-149).
The continuity of $\psi$ at the origin follows from (2.5) and the above results.
Appendix B. Existence of suprema. We shall discuss a number of results left unproved earlier. The first group of such results concern the existence of the suprema (3.5), (3.16). It suffices to consider only one of these, $\kappa^{+}$, in detail: the other proofs are similar. The existence of $\kappa^{+}$is a consequence of the following lemma.

Lemma 2. Let $f(x, \nu)=\pi\left|x^{2}-\nu^{2}\right|^{1 / 2} M_{\nu}^{2}(x)$. Then $f(x, \nu)$ is uniformly bounded in the first quadrant of the $x \nu$-plane.

Proof. Since $f(x, \nu)$ is continuous for $x>0, \nu \geqq 0$, it suffices to show
(a) $f(x, \nu)$ is uniformly bounded for $x>0$ when $\nu=0$.
(b) $\lim _{x \rightarrow 0} f(x, \nu)$ exists and is uniformly bounded for $\nu>0$.
(c) $f(x, \nu)$ is uniformly bounded as $x^{2}+\nu^{2} \rightarrow 0$ for $0<\phi<\frac{1}{2} \pi$.
(d) $f(x, \nu)$ is uniformly bounded as $x^{2}+\nu^{2} \rightarrow \infty$ for $0<\phi<\frac{1}{2} \pi$.

Here $\phi=\tan ^{-1} \nu / x$.
In the following, we use several properties of $J_{\nu}(x), Y_{\nu}(x)$ which can be established, for example, by perusing Olver (1974).

Condition (a).

$$
f(x, 0)= \begin{cases}-2 \pi x J_{0}(x) Y_{0}(x), & x \leqq X_{0} \\ \pi x\left(J_{0}^{2}(x)+Y_{0}^{2}(x)\right), & x \geqq X_{0}\end{cases}
$$

It follows from the asymptotic behaviour of $J_{0}(x)$ and $Y_{0}(x)$ that $f(x, 0) \rightarrow 0$ as $x \rightarrow 0$ and $\rightarrow 2$ as $x \rightarrow \infty$. Therefore, since $J_{0}(x)$ and $Y_{0}(x)$ are continuous for $x>0$, it follows that $f(x, 0)$ is uniformly bounded for $x>0$.

Condition (b). This follows immediately from the result

$$
\lim _{x \rightarrow 0} f(x, \nu)=2, \quad \nu>0
$$

Condition (c). Define $\delta=\left(x^{2}+\nu^{2}\right)^{1 / 2}$. Then for $\delta<X_{0}$,

$$
f(x, \nu)=-2 \pi\left|x^{2}-\nu^{2}\right|^{1 / 2} J_{\nu}(x) Y_{\nu}(x)
$$

We consider separately the cases $x \leqq \nu, x \geqq \nu$.
First, when $x \leqq \nu$ we may write

$$
f(x, \nu)=-2 \pi\left(1-\frac{x^{2}}{\nu^{2}}\right)^{1 / 2} \frac{\nu}{\sin \nu \pi}\left[\cos (\nu \pi) J_{\nu}^{2}(x)-J_{\nu}(x) J_{-\nu}(x)\right]
$$

Now

$$
J_{\nu}^{2}(x)=x^{2 \nu}(1+O(\delta)), \quad J_{\nu}(x) J_{-\nu}(x)=1+O\left(\delta^{2}\right) \quad \text { as } \delta \rightarrow 0
$$

these results being uniformly valid in $x$ and $\nu$, and so since $x^{2 \nu}$ is uniformly bounded for $\nu>0$ and $x<1$, we deduce that $f(x, \nu)$ is uniformly bounded as $\delta \rightarrow 0$ for $x \leqq \nu$.

Next consider $x \geqq \nu$. Then we may write

$$
f(x, \nu)=-2 \pi\left(1-\frac{\nu^{2}}{x^{2}}\right)^{1 / 2}\left\{x^{1 / 2} J_{\nu}(x)\right\}\left\{x^{1 / 2} Y_{\nu}(x)\right\}
$$

It is easy to see that $x^{1 / 2} J_{\nu}(x)$ and $x^{1 / 2} Y_{\nu}(x)$ are uniformly bounded for sufficiently small $x, \nu$. Hence $f(x, \nu)$ is uniformly bounded as $\delta \rightarrow 0$ for $x \geqq \nu$.

Actually, one can show that $f(x, \nu) \rightarrow 0$ as $\delta \rightarrow 0$ for $0 \leqq \phi<\frac{1}{2} \pi$, though the limit is not uniform; as $\phi \rightarrow \frac{1}{2} \pi$ for fixed $\delta, f(x, \nu) \rightarrow 2$.

Condition (d). Let us write

$$
G(R, \phi)=f(x, \nu) \quad \text { when } x=R \cos \phi, \quad \nu=R \sin \phi .
$$

Then
(B.1) $\quad G(R, \phi)= \begin{cases}-2 \pi R\left|\cos ^{2} \phi-\sin ^{2} \phi\right|^{1 / 2} J_{R \sin \phi}(R \cos \phi) Y_{R \sin \phi}(R \cos \phi), & \phi \geqq \phi_{R}, \\ \pi R\left|\cos ^{2} \phi-\sin ^{2} \phi\right|^{1 / 2}\left(J_{R \sin \phi}^{2}(R \cos \phi)+Y_{R \sin \phi}^{2}(R \cos \phi)\right), & \phi \leqq \phi_{R},\end{cases}$
where $\phi_{R}$ is the value of $\phi$ for which $J_{R \sin \phi}(R \cos \phi)=-Y_{R \sin \phi}(R \cos \phi)$. We wish to bound $G(R, \phi)$ as $R \rightarrow \infty$. We have the results, uniformly valid in $\phi$ as $R \rightarrow \infty$,

$$
\begin{align*}
& J_{R \sin \phi}(R \cos \phi) \sim R^{-1 / 3}\left(\frac{4 \zeta}{\cos ^{2} \phi-\sin ^{2} \phi}\right)^{1 / 4} \mathrm{Ai}\left(R^{2 / 3} \zeta\right), \\
& Y_{R \sin \phi}(R \cos \phi) \sim-R^{-1 / 3}\left(\frac{4 \zeta}{\cos ^{2} \phi-\sin ^{2} \phi}\right)^{1 / 4} \mathrm{Bi}\left(R^{2 / 3} \zeta\right), \tag{B.2}
\end{align*}
$$

where

$$
\begin{array}{ll}
\frac{2}{3} \zeta^{3 / 2}=-\int_{\sin \phi}^{\cos \phi} \frac{\left(\sin ^{2} \phi-t^{2}\right)^{1 / 2}}{t} d t & \left(\phi \geqq \frac{1}{4} \pi \text { or } \zeta>0\right), \\
\frac{2}{3}(-\zeta)^{3 / 2}=\int_{\sin \phi}^{\cos \phi} \frac{\left(t^{2}-\sin ^{2} \phi\right)^{1 / 2}}{t} d t & \left(\phi \leqq \frac{1}{4} \pi \text { or } \zeta<0\right) .
\end{array}
$$

Let $c$ be the negative root of the equation $\operatorname{Ai}(x)=\operatorname{Bi}(x)$ of smallest absolute value (Olver (1974, p. 395); $c=-0.366 \cdots$ ). Effectively then, from (B.1), (B.2), $G(R, \phi)$ will be uniformly bounded as $R \rightarrow \infty$ in $0<\phi<\frac{1}{2} \pi$ provided one can bound the following function of $y$ :

$$
\begin{array}{ll}
4 \pi|y|^{1 / 2} \operatorname{Ai}(y) \operatorname{Bi}(y), & y \geqq c, \\
2 \pi|y|^{1 / 2}\left[\operatorname{Ai}^{2}(y)+\operatorname{Bi}^{2}(y)\right], & y \leqq c
\end{array}
$$

This is considered by Olver (1974, p. 397): the maximum occurs when $y=1.33 \cdots$ and the value of the maximum is $2.08 \cdots$.

Each of conditions (a)-(d) is thus satisfied.
Next we prove the existence of $\kappa_{0}$, the supremum defined in (5.13). We first define, for each of $j=0,1,2$,

$$
\begin{aligned}
f_{\nu}^{(j)}(z) & =\frac{1}{2} \pi\left|z^{2}-\nu^{2}\right|^{1 / 2} E_{\nu}^{(j)}(z)^{2}\left|\mathscr{C}_{\nu}^{(j)}(z)\right|^{2}, \quad z \neq 0, \\
f_{\nu}^{(j)}(0) & =\frac{1}{2} \pi e_{\nu}^{(j)^{2}} .
\end{aligned}
$$

The existence of $\kappa_{0}$ is a consequence of the following lemma.
Lemma 3. Each of $f_{\nu}^{(0)}(z), f_{\nu}^{(1)}(z), f_{\nu}^{(2)}(z)$ is uniformly bounded for all $\nu \geqq 0$ and all $z$.
Proof. One readily sees that $f_{\nu}^{(j)}(z)$ is a continuous function of $\nu$ and $z$ for all $\nu \geqq 0$ and all $z$. The result will follow provided we can show that $f_{\nu}^{(j)}(z)$, as a function of $z$, is bounded throughout the $z$-plane including the point at infinity, and that the bound is uniform in $\nu$.

To establish this, consider separately $z \in \mathscr{S}_{\nu}^{(0)}$ and $\mathscr{S}_{\nu}^{(1)} \cup \mathscr{S}_{\nu}^{(2)}$. When $z \in \mathscr{S}_{\nu}^{(0)}$, the definitions of $E_{\nu}^{(j)}(z)$ at once imply that $f_{\nu}^{(j)}(z) \leqq \frac{1}{2} \pi e_{\nu}^{(j)^{2}}$, and consideration of the asymptotic behaviour of $\mathscr{C}_{\nu}^{(j)}(z)$ for large order and argument shows that $e_{\nu}^{(j)}$ remains bounded as $\nu \rightarrow \infty$. When $z \in \mathscr{S}_{\nu}{ }^{(1)}$ or $\mathscr{S}_{\nu}^{(2)}$ we appeal to the inequality

$$
\begin{equation*}
\left|z^{2}-\nu^{2}\right|^{1 / 4}\left|\mathscr{C}_{\nu}^{(j)}(z)\right| \leqq A\left|\exp \left(i \int_{\nu}^{z} \frac{\left(t^{2}-\nu^{2}\right)^{1 / 2}}{t} d t\right)\right| \tag{B.3}
\end{equation*}
$$

where $A$ is some constant independent of $\nu$ and $z$. Here the branch of $\left(t^{2}-\nu^{2}\right)^{1 / 2}$ is defined in a similar manner as that in (5.8). The inequality (B.3) can readily be demonstrated to hold for $|\arg z| \leqq \frac{1}{2} \pi$ by using results analogous to (B.2); for $\frac{1}{2} \pi<|\arg z| \leqq \pi$ we appeal to the continuation formulae for $\mathscr{C}_{\nu}^{(j)}(z)$ and the result

$$
\operatorname{Im} \int_{-\nu}^{\nu} \frac{\left(t^{2}-\nu^{2}\right)^{1 / 2}}{t} d t=0
$$

Then $f_{\nu}^{(j)}(z)$ will be uniformly bounded in $\mathscr{S}_{\nu}^{(1)}$ and $\mathscr{S}_{\nu}^{(2)}$ provided we can show that

$$
\begin{equation*}
\int_{\nu}^{z} \frac{\left(t^{2}-\nu^{2}\right)^{1 / 2}}{t} d t-\int_{\hat{X}_{\nu}}^{z} \frac{\left(t^{2}-\hat{X}_{\nu}^{2}\right)^{1 / 2}}{t} d t \tag{B.4}
\end{equation*}
$$

is uniformly bounded for all $\nu \geqq 0$ and all $z \in \mathscr{S}_{\nu}^{(1)} \cup \mathscr{S}_{\nu}^{(2)}$. One can show, by considering separately the cases $|z / \nu|$ bounded and $|z / \nu|$ large, that (B.4) is uniformly bounded throughout $\mathscr{S}_{\nu}^{(1)} \cup \mathscr{S}_{\nu}^{(2)}$ and furthermore that the bound is $O\left(\nu^{-1 / 3}\right)$ as $\nu \rightarrow \infty$. (Recall that $\hat{X}_{\nu}=\nu\left(1+O\left(\nu^{-4 / 3}\right)\right)$.)

The lemma follows.
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# ASYMPTOTIC BEHAVIOR OF THE INVARIANT DENSITY OF A DIFFUSION MARKOV PROCESS WITH SMALL DIFFUSION* 

SHUENN-JYI SHEU ${ }^{\dagger}$


#### Abstract

Let $X(t)$ be the $n$-dimensional diffusion process governed by the following equation: $d x(t)=$ $b(x(t)) d t+\sqrt{\varepsilon} d w(t)$. Assume $b(x)=\nabla I(x)+l(x), \nabla I \cdot l=0$. Then under some growth conditions on $I$ and $l$, we show $x(\cdot)$ has unique invariant measure with density $p^{\varepsilon}(x)$. And we establish the following asymptotic behavior for $p^{\varepsilon}: p^{\varepsilon}(x)=\varepsilon^{-n / 2} \exp (-2 I(x) / \varepsilon)\left(R_{0}(x)+O(\varepsilon)\right)$.


Introduction. Let $x(\cdot)$ be an $n$-dimensional diffusion satisfying the following equation:

$$
\begin{equation*}
d x(t)=b(x(t)) d t+\sqrt{\varepsilon} d w(t) \tag{1}
\end{equation*}
$$

We will write $x^{\varepsilon}(\cdot)$ to indicate the dependence of $x(\cdot)$ on $\varepsilon$. Suppose for each $\varepsilon>0$, the diffusion process $x(\cdot)$ has invariant measure with density $p^{\varepsilon}(x)$. We will be interested in establishing the following limiting behavior of $p^{\varepsilon}(x)$ :

$$
\begin{gather*}
\lim _{\varepsilon \rightarrow 0} \varepsilon \log p^{\varepsilon}(x)=-v(x),  \tag{2}\\
p^{\varepsilon}(x)=\varepsilon^{-n / 2} e^{-v(x) / \varepsilon}\left(T_{0}(x)+T_{1}(x)+\cdots+\varepsilon^{n} T_{n}(x)+O\left(\varepsilon^{n+1}\right)\right) . \tag{3}
\end{gather*}
$$

A formal argument indicates that the function $v(\cdot)$ is given by the following expression:

$$
\begin{equation*}
v(x)=\inf _{\substack{\phi(0)=x \\ \phi(\infty)=0}} \frac{1}{2} \int_{0}^{\infty}|\dot{\phi}(t)+b(\phi(t))| d k, \tag{4}
\end{equation*}
$$

where $\dot{\phi}(t)$ is the derivative of $\phi(t)$ at $t$. And $T_{0}, T_{1}, \cdots$ can be obtained by solving a family of first order partial differential equations.

This paper shows that if the function $v(x)$ given by (4) is smooth and satisfies some growth conditions, then it is possible to establish the results like (2) and a weaker result of (3), i.e.

$$
\begin{align*}
& p_{\varepsilon}(x)=\varepsilon^{-n / 2} e^{-v(x) / \varepsilon} R_{\varepsilon}(x)  \tag{5}\\
& \lim R_{\varepsilon}(x)=R_{0}(x)
\end{align*}
$$

A recent result of $M$. Day shows that there is a nice relation between the limiting behavior of $p^{\varepsilon}$ and of the exit distribution of $x^{\varepsilon}(\cdot)$ from a domain (cf. [3]). A result like (5) will be useful in this respect.

[^35]The plan of this paper is as follows. The assumptions are stated in §1. Under these assumptions, we give an estimation for $p^{\varepsilon}(\cdot)$. Section 2 shows a Ventsel-Friedlin type result (2). The basic idea is to use the relation between $p^{\varepsilon}$ and the transition density. Section 3 proves the result (5). This result depends on the smoothness of the function $v(\cdot)$. However, this is a local property in the sense that if we know that (2) and the smoothness of $v(\cdot)$ on a certain region containing 0 and $x$, then it is possible that (5) holds.

Notation. $x, y, z$ denote vectors in $\mathbb{R}^{n} . x \cdot y$ is the usual inner product and $|x|=$ $(x \cdot x)^{1 / 2}$. For a smooth real valued function $f$ on $\mathbb{R}^{n} D^{\alpha} f(x)=\left(\partial^{|\alpha|} f / \partial^{\alpha_{1}} \cdots \partial^{\alpha_{n}}\right)(x)$ for $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right)$, where $\alpha_{i} \geqq 0$ are integers.

1. Assumptions and initial results. We make the following assumptions through this paper.

Assumption (A). Assume $b(x)=-\nabla I(x)+l(x)$ where $\nabla I(x)$ is the gradient of the real valued function $I(x)$. Moreover,
(a) $\nabla I(x) \cdot l(x)=0, \forall x \in \mathbb{R}^{n}$.
(b) $I(\cdot), b(\cdot) \in C^{\infty}$ and

$$
\begin{aligned}
\sup _{x}\left|D^{\alpha} I(x)\right| \leqq C_{\alpha} & \forall|\alpha| \geqq 2, \\
\sup _{x}\left|D^{\alpha} b_{i}(x)\right| \leqq C_{\alpha} & \forall|\alpha| \geqq 1, b(x)=\left(b_{1}(x), \cdots, b_{n}(x)\right) .
\end{aligned}
$$

(c) $\inf \{|\nabla I(x)| ;|x| \geqq R\}=\delta(R) \geqq K_{1} R$ if $R$ is small, and $I(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, $I(0)=0$,
(d) $b(0)=0,\left[\partial b_{i}(0) / \partial x_{j}\right]$ has eigenvalues with only negative real part.

Lemma 1.1.

$$
\begin{equation*}
2 I(x)=\inf _{\substack{\phi(0)=x \\ \phi(\infty)=0}} \frac{1}{2} \int_{0}^{\infty}|\phi(t)+b(\phi(t))|^{2} d t \tag{1.1}
\end{equation*}
$$

Proof. Since $v(x)=2 I(x)$ satisfies $1 / 2|\nabla v(x)|^{2}+b(x) \cdot \nabla v(x)=0$, we realize that this is the Hamilton-Jacobi equation satisfied by the value function defined by the right-hand side of (1.1). We expect (1.1) to hold by some "verification theorem" (cf. [7]). However, it can be proved as follows.

Let $\phi^{0}(t)$ be the solution of

$$
\begin{equation*}
\frac{d \phi^{0}}{d t}(t)=-(b+2 \nabla I)\left(\phi^{0}(t)\right), \quad \phi^{0}(0)=x \tag{1.2}
\end{equation*}
$$

Then

$$
\begin{aligned}
\frac{d I\left(\phi^{0}(t)\right)}{d t} & =-\nabla I \cdot(b+2 \nabla I)\left(\phi^{0}(t)\right) \\
& =-\left|\nabla I\left(\phi^{0}(t)\right)\right|^{2} \\
& =-\frac{1}{4}\left|\phi^{0}(t)+b\left(\phi^{0}(t)\right)\right|^{2}
\end{aligned}
$$

This implies

$$
\begin{aligned}
& I\left(\phi^{0}(T)\right)-I(x)=-\frac{1}{4} \int_{0}^{T}\left|\dot{\phi}^{0}(t)+b\left(\phi^{0}(t)\right)\right|^{2} d t \\
& \phi^{0}(T) \rightarrow 0 \text { as } T \rightarrow \infty
\end{aligned}
$$

Therefore

$$
I(x)=\frac{1}{4} \int_{0}^{\infty}\left|\dot{\phi}^{0}(t)+b\left(\phi^{0}(t)\right)\right|^{2} d t
$$

On the other hand, for any curve $\phi(t)$,

$$
\begin{aligned}
|\dot{\phi}(t)+b(\phi(t))|^{2}= & |\dot{\phi}(t)-\nabla I(\phi(t))+l(\phi(t))|^{2} \\
= & |\dot{\phi}(t)|^{2}-2 \dot{\phi}(t) \cdot \nabla I(\phi(t)) \\
& +2 \dot{\phi}(t) \cdot l(\phi(t))+|\nabla I(\phi(t))|^{2}+|l(\phi(t))|^{2} \\
\geqq & -4 \dot{\phi}(t) \cdot \nabla I(\tau(t)) \\
= & -4 \frac{d}{d t} I(\phi(t))
\end{aligned}
$$

Therefore

$$
I(x) \leqq \frac{1}{4} \int_{0}^{\infty}|\dot{\phi}(t)+b(\phi(t))|^{2} d t \quad \text { if } \phi(\infty)=0
$$

Thus we complete the proof.
Remark. For general $b(\cdot)$, without assuming (A), if the function $v(\cdot)$ defined by the right-hand side of $(1.1)$ is smooth, then $v(\cdot)$ satisfies

$$
\begin{equation*}
\frac{1}{2}|\nabla v(x)|^{2}+b(x) \cdot V(x)=0 \tag{1.3}
\end{equation*}
$$

From this we have $b(x)=-\nabla I(x)+l(x)$, where $v(x)=2 I(x)$, and $\nabla I(x) \cdot l(x)=0$.
Lemma 1.2. Under assumption (A), there is a unique invariant density $p^{\varepsilon}(\cdot)$ for $x^{\varepsilon}(\cdot)$. Moreover, we have

$$
\begin{equation*}
\int \exp \left(\frac{2 m}{\varepsilon} I(y)\right) p^{\varepsilon}(y) d y \leqq C_{m}, \quad 0<m<1 \tag{1.4}
\end{equation*}
$$

for some $C_{m}>0$ which is independent of $\varepsilon$.
Proof. Let $f(x)=\exp ((2 m / \varepsilon) I(x))$ and

$$
\begin{aligned}
& d x(t)=b(x(t)) d t+\sqrt{\varepsilon} d w(t) \\
& x(0)=x \\
& L f=\frac{\varepsilon}{2} \Delta f+b \cdot \nabla f=\left(m \Delta I-\frac{2 m(1-m)}{\varepsilon}|\nabla I|^{2}\right) f
\end{aligned}
$$

It is easy to see by our assumption that $I(x) \leqq c|x|^{2}$ for some $c>0$. Then,

$$
L f(y) \leqq \begin{cases}C^{(m)} & \text { if }|y| \leqq K_{m} \sqrt{\varepsilon}, \\ -\alpha f(y) & \text { if }|y| \geqq K_{m} \sqrt{\varepsilon} .\end{cases}
$$

$\alpha$ can be chosen as large as we want by choosing $K_{m}$ such that

$$
m \sup _{x}|\Delta I(x)|-2 m(1-m) K_{1}^{2} K_{m}^{2}<-\alpha .
$$

Thus $f(\cdot)$ can serve as a Lyapunov function. Then $x^{\varepsilon}(\cdot)$ has a unique invariant density $p^{\varepsilon}(\cdot)$. (See [10].)

Let $\tau_{R}=\inf \{t:|x(t)|=R\}$. By a simple calculation

$$
d(f(x(t)) \exp (\alpha t))=L f(x(t)+\alpha f(x(t))) \exp (\alpha t) d t+d M(t)
$$

where $M(t)$ is a martingale. Then

$$
\begin{aligned}
E_{x}[ & \left.f\left(x\left(t \wedge \tau_{R}\right)\right) \exp \left(\alpha t \wedge \tau_{R}\right)\right]-f(x) \\
& =E_{x}\left[\int_{0}^{\tau_{R} \wedge t}(L f(x(s))+\alpha f(x(s))) \exp (\alpha s) d s\right] \\
& \leqq c \int_{0}^{t} \exp (\alpha s) d s \\
& \leqq c_{m} \exp (\alpha t)
\end{aligned}
$$

Letting $R \rightarrow \infty$, we get

$$
E_{x}[f(x(t))] \leqq c_{m}+f(x) \exp (-\alpha t)
$$

We prove (1.4) by letting $t \rightarrow \infty$.
2. Ventsel-Friedlin type result. The main result of this section is the following theorem.

Theorem 2.1.

$$
\lim _{\varepsilon \rightarrow 0} \varepsilon \log p^{\varepsilon}(x)=-2 I(x)
$$

We will prove the following results:

$$
\begin{align*}
& \varlimsup  \tag{2.1}\\
& \lim \log p^{\varepsilon}(x) \leqq-2 I(x)  \tag{2.2}\\
& \underline{\lim } \varepsilon \log p^{\varepsilon}(x) \geqq-2 I(x)
\end{align*}
$$

For (2.1), we have the following estimation.
Lemma 2.2. There is a $c_{m}>0$ such that

$$
\exp \left(\frac{2 m}{\varepsilon} I(y)\right) p^{\varepsilon}(y) \leqq c_{m} \varepsilon^{-n / 2}, \quad 0<m<1
$$

Proof. We write $p^{\varepsilon}(t, x, y)$ and $q^{\varepsilon}(t, x, y)$ for the transition density of diffusion processes $x(t)$ and $y(t)$ respectively, where

$$
\begin{aligned}
& d x(t)=b(x(t)) d t+\sqrt{\varepsilon} d w(t) \\
& d y(t)=(2 \nabla I(y(t))+b(y(t))) d t+\sqrt{\varepsilon} d w(t)
\end{aligned}
$$

Also, let $\pi^{\varepsilon}(t, x, y)=\exp ((-2 / \varepsilon) I(y)) p^{\varepsilon}(t, x, y) \exp \left(\frac{2}{\varepsilon} I(y)\right)$. We will obtain the following estimate:

$$
\begin{align*}
& p^{\varepsilon}(t, x, y) \leqq c_{t} \varepsilon^{-n / 2},  \tag{2.3}\\
& q^{\varepsilon}(t, x, y) \leqq c_{t} \varepsilon^{-n / 2},  \tag{2.4}\\
& \pi^{\varepsilon}(t, x, y) \leqq c_{t} \varepsilon^{-n / 2} . \tag{2.5}
\end{align*}
$$

Assuming these, then

$$
\begin{aligned}
p^{\varepsilon}(y) & =\int p^{\varepsilon}(x) p^{\varepsilon}(t, x, y) d x \\
& =\int p^{\varepsilon}(x) \exp \left(\frac{2 m}{\varepsilon} I(x)\right) \exp \left(-\frac{2 m}{\varepsilon} I(x)\right) p^{\varepsilon}(t, x, y) d x .
\end{aligned}
$$

Together with the following inequality,

$$
\begin{aligned}
& \exp \left(-\frac{2 m}{\varepsilon} I(x)\right) p^{\varepsilon}(t, x, y) \exp \left(\frac{2 m}{\varepsilon} I(y)\right) \\
& =\pi^{\varepsilon}(t, x, y)^{m} p^{\varepsilon}(t, x, y)^{1-m} \leqq c_{t} \varepsilon^{-n / 2}
\end{aligned}
$$

we get, by using Lemma 1.2,

$$
p^{\varepsilon}(y) \exp \left(\frac{2 m}{\varepsilon} I(y)\right) \leqq c_{t} \varepsilon^{-n / 2} \int p^{\varepsilon}(x) \exp \left(\frac{2 m}{\varepsilon} I(x)\right) d x \leqq c_{m} \varepsilon^{-n / 2} .
$$

It remains to show (2.3), (2.4), (2.5). The proof of (2.3) and (2.4) are the same, it depends only on the estimation of the drift of the diffusion. We only consider $p^{\varepsilon}(t, x, y)$. It is easy to see that $p^{\varepsilon}(t, x, y)=\varepsilon^{-n / 2} \tilde{p}^{\varepsilon}(t, x / \varepsilon, y / \varepsilon)$ where $\tilde{p}^{\varepsilon}(t, x, y)$ is the transition density of the diffusion $z(\cdot)$,

$$
\begin{aligned}
& d z(t)=\tilde{b}(z(t)) d t+d w(t) \\
& \tilde{b}(z)=\frac{1}{\sqrt{\varepsilon}} b(\sqrt{\varepsilon} z)
\end{aligned}
$$

By a theorem [11, Cor. 3.37] $\tilde{p}^{\varepsilon}(t, x, y) \leqq c_{t}$. Therefore we get (2.3).
Now consider $\pi^{\varepsilon}(t, x, y)$. By a simple calculation, we get

$$
\begin{aligned}
& \frac{d \pi^{\varepsilon}}{d t}=\frac{\varepsilon}{2} \Delta_{x} \pi^{\varepsilon}+(2 \nabla I+b) \cdot \nabla_{x} \pi^{\varepsilon}+\Delta I \cdot \pi^{\varepsilon} \\
& \frac{d \pi^{\varepsilon}}{d t}=\frac{\varepsilon}{2} \Delta_{y} \pi^{\varepsilon}-(2 \nabla I+b) \cdot \nabla_{y} \pi^{\varepsilon}-(\Delta I+\operatorname{div} b) \pi^{\varepsilon}
\end{aligned}
$$

where $\nabla_{x}, \Delta_{x}\left(\right.$ resp. $\left.\nabla_{y}, \Delta_{y}\right)$ mean gradient and Laplacian with respect to the variable $x$ (resp. $y$ ). From this

$$
\pi^{\varepsilon}(t, x, y)=E_{x}\left[\exp \left(\int_{0}^{t} \Delta I(y(s)) d s\right) y(t)=y\right] q^{\varepsilon}(t, x, y)
$$

where $d y(t)=(2 \nabla I(y(t))+b(y(t))) d t+\sqrt{\varepsilon} d w(t)$. Hence, by using (2.4), we obtain (2.5).

We now prove (2.2). We need a lemma from [12].

Lemma 2.3. Let

$$
I(T, x, y)=\inf _{\substack{\phi(0)=x \\ \phi(T)=y}} \frac{1}{2} \int_{0}^{T}|b(\phi(t))+\dot{\phi}(t)|^{2} d t .
$$

Then $\lim _{\varepsilon \rightarrow 0} \varepsilon \log p^{\varepsilon}(T, y, x) \geqq-I(T, x, y)$ uniformly for $x, y$ on compact sets.
Proof. See [12], or we can prove this by mimicing the arguments in [4].
Lemma 2.4.

$$
\lim _{\varepsilon \rightarrow 0} \varepsilon \log p^{\varepsilon}(x) \geqq-\sup _{|y| \leqq 1} I(T, x, y) \quad \forall T>0 .
$$

Proof. By Lemma 1.2,

$$
\int_{|y| \geqq 1} p^{\varepsilon}(y) d y \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 .
$$

On the other hand,

$$
\begin{aligned}
p^{\varepsilon}(x) & =\int p^{\varepsilon}(y) p^{\varepsilon}(T, y, x) d y \\
& \geqq \int_{|y| \leqq 1} p^{\varepsilon}(y) p^{\varepsilon}(T, y, x) d y \\
& \geqq c(\varepsilon) \inf _{|y| \leqq 1} p^{\varepsilon}(T, y, x)
\end{aligned}
$$

where $c(\varepsilon)=\int_{|y| \leqq 1} p^{\varepsilon}(y) d y \rightarrow 1$ as $\varepsilon \rightarrow 0$. We obtain Lemma 2.4 easily by the above inequality and Lemma 2.3.

Lemma 2.5.

$$
\begin{aligned}
& \lim _{T \rightarrow \infty} I(T, x, y)=v(x)=2 I(x), \\
& v(x)=\inf _{\substack{\phi(0)=x \\
\phi(\infty)=0}} \frac{1}{2} \int_{0}^{\infty}|\dot{\phi}(t)+b(\phi(t))|^{2} d t
\end{aligned}
$$

Proof. $v(x)=2 I(x)$ was proved in Lemma 1.1. We prove the first equality as follows.

We fix $x, y$. Let $\phi(\cdot)$ be a curve such that $\phi(0)=x, \phi(T)=y$. For any $0<t<T$, following the proof of Lemma 1.1, we have

$$
\begin{aligned}
& \frac{1}{2} \int_{0}^{T}|\dot{\phi}(s)+b(\phi(s))|^{2} d s \geqq 2(I(\phi(t))-I(y)), \\
& \frac{1}{2} \int_{0}^{T}|\dot{\phi}(s)+b(\phi(s))|^{2} d s \geqq 2(I(x)-I(\phi(t))) .
\end{aligned}
$$

From these we show that if there is $0<t<T$ such that $|\phi(t)|$ is large, then $\frac{1}{2} \int_{0}^{T}|\dot{\phi}(s)+b(\phi(s))|^{2} d s$ is large since $I(z) \rightarrow \infty$ as $|z| \rightarrow \infty$. And if there is $0<t<T$ such that $|\phi(t)|$ is small, then

$$
\frac{1}{2} \int_{0}^{T}|\dot{\phi}(s)+b(\phi(s))|^{2} d s \geqq 2(I(x)-I(\phi(t))) \simeq 2 I(x)
$$

On the other hand, following an argument in [5, Lemma 3.1, p. 334], we can establish the following property:

$$
\frac{1}{2} \int_{0}^{T}|\dot{\phi}+b(\phi(s))|^{2} d s \rightarrow \infty \quad \text { as } T \rightarrow \infty
$$

if $\delta \leqq|\phi(s)| \leqq R, \forall 0 \leqq s \leqq T$, where $\delta, R$ are fixed positive numbers.
By combining above results, it is easy to show

$$
\underset{T \rightarrow \infty}{\lim } I(T, x, y) \geqq 2 I(x) \quad \text { uniformly on compact sets. }
$$

By using $\phi^{0}(\cdot)$ defined in (1.2), we can also show

$$
\varlimsup_{T \rightarrow \infty} I(T, x, y) \leqq 2 I(x) \quad \text { uniformly on compact sets. }
$$

This completes the proof of Lemma 2.5.
3. Further results. Now consider the function $R^{\varepsilon}$ defined by

$$
\begin{equation*}
p^{\varepsilon}(x)=\varepsilon^{-n / 2} e^{-2 I(x) / \varepsilon} R^{\varepsilon}(x) \tag{3.1}
\end{equation*}
$$

We have the following refined result of Theorem 2.1.
Theorem 3.1.

$$
R^{\varepsilon}(x) \rightarrow R_{0}(x) \quad \text { as } \varepsilon \rightarrow 0
$$

where $R_{0}$ is the solution of the following equation:

$$
\begin{equation*}
-(b+2 \nabla I) \cdot \nabla R_{0}-(\operatorname{div} b+\Delta I) R_{0}=0, \quad R_{0}(0)=c \tag{3.2}
\end{equation*}
$$

with

$$
c \int \exp \left(-x^{*} A x\right) d x=1, \quad A=\left[\frac{\partial^{2} I}{\partial x_{i} \partial x_{j}}(0)\right]
$$

We compare the functions $R^{\varepsilon}$ and $R_{0}$ before we give the proof of this theorem. It is not difficult to see that $R^{\varepsilon}$ satisfies the following equation

$$
\begin{equation*}
\frac{1}{2} \varepsilon \Delta R^{\varepsilon}-(b+2 \nabla I) \cdot \nabla R^{\varepsilon}-(\operatorname{div} b+\Delta I) R^{\varepsilon}=0 \tag{3.3}
\end{equation*}
$$

Formally, by letting $\varepsilon \rightarrow 0$ in (3.3), we get the equation (3.2) satisfied by $R_{0}$. On the other hand we have the following result which will give the condition $R_{0}(0)=c$.

Lemma 3.2.

$$
R^{\varepsilon}(\sqrt{\varepsilon} x) \rightarrow c \text { as } \varepsilon \rightarrow 0 \text { uniformly for } x \text { in compact sets. }
$$

Proof. Let $\tilde{R}^{\varepsilon}(x)=R^{\varepsilon}(\sqrt{\varepsilon} x)$. Then

$$
\begin{equation*}
\tilde{p}(x)=\exp (-2 / \varepsilon I(\sqrt{\varepsilon} x)) \tilde{R}^{\varepsilon}(x) \tag{3.4}
\end{equation*}
$$

$\tilde{p}^{\varepsilon}$ is the invariant density for the diffusion process $y(\cdot)$

$$
d y(t)=\tilde{b}^{\varepsilon}(y(t)) d t+d w(t)
$$

where $\tilde{b}^{\varepsilon}(y)=(1 / \sqrt{\varepsilon}) b(\sqrt{\varepsilon} y)$. Also $\tilde{p}^{\varepsilon}$ satisfies the following equation

$$
\frac{1}{2} \Delta \tilde{p}^{\varepsilon}-\tilde{b}^{\varepsilon} \cdot \nabla \tilde{p}^{\varepsilon}-\operatorname{div} \tilde{b}^{\varepsilon} \tilde{p}^{\varepsilon}=0
$$

First $\tilde{p}^{\varepsilon}(x) \leqq c$ with $c$ independent of $\varepsilon$ and $x$ by using

$$
\tilde{p}^{\varepsilon}(x)=\int \tilde{p}^{\varepsilon}(y) \tilde{p}^{\varepsilon}(t, y, x) d y
$$

and the fact that $\tilde{p}^{\varepsilon}(t, y, x) \leqq c_{t}$ with $c_{t}$ independent of $\varepsilon, x, y$. Since $\tilde{b}^{\varepsilon}$ with all their derivatives are bounded, independent of $\varepsilon$, on bounded set, we can show (see [9, Theorem 6.2]) $\left\{\tilde{p}^{e}\right\}$ is a compact subset of $C\left(\mathbb{R}^{n}\right)$ the family of all continuous real valued functions on $\mathbb{R}^{n}$. Also, the limit points of $\left\{\tilde{p}^{\varepsilon}\right\}$ are solutions of the following equation

$$
\frac{1}{2} \Delta p-B \cdot \Delta p-\operatorname{div} B p=0
$$

where $B(y)=B y$ with $B=\left[\partial b_{i} / \partial x_{i}\right](0)$. On the other hand, the family of probability measures $\left\{\tilde{P}^{\varepsilon}\right\}$ with densities $\left\{\tilde{p}^{e}\right\}$ is tight by appealing to Lemma 1.2. From these facts, $\tilde{p}$ is the only limit point of $\left\{\tilde{p}^{\varepsilon}\right\}$, where $\tilde{p}$ is the invariant density of

$$
d y(t)=B(y(t)) d t+d w(t)
$$

and is given by

$$
\tilde{p}(y)=c \exp \left(-\frac{y^{*} D y}{2}\right)
$$

$D$ is the only positive definite matrix satisfying $\frac{1}{2}|D y|^{2}+B y \cdot D y=0$ for all $y \in R^{n}$.
It is not difficult to see that $D=2 A$ by using the property $b(y) \cdot \nabla I(y)+|\nabla I(y)|^{2}$ $=0$. Then we can get $\tilde{R}^{\varepsilon}(x) \rightarrow c$ by (3.4) and $\tilde{p}^{\varepsilon}(y) \rightarrow p(y)$ as $\varepsilon \rightarrow 0$. This completes the proof.

Proof of Theorem 3.1. Let $z(\cdot)$ be the diffusion satisfying

$$
d z(t)=-(b+2 \nabla I)(z(t)) d t+\sqrt{\varepsilon} d w_{t}
$$

and $\tau=\inf \{t ; I(z(t))=\varepsilon R$ or $R\}$, where $R$ is a fixed positive number. Then, by (3.3), we have

$$
R^{\varepsilon}(x)=E_{x}\left[R^{\varepsilon}(z(\tau)) \exp \left(-\int_{0}^{T}(\operatorname{div} b+\Delta I)(z(s)) d s\right)\right]
$$

Since $(\operatorname{div} b+\Delta I)(0)=0,|(\operatorname{div} b+\Delta I)(z)| \leqq c|z|$ for all $z$. We need the following properties:
(i) Fix $R_{1}, \delta_{1}>0$; then there is $c>0$ such that $R^{\varepsilon}(z) \leqq c e^{-\delta_{1} / \varepsilon}$ if $|z| \leqq R_{1}$.
(ii) There is a $\delta>0$ such that $P\{I(z(\tau))=R\}<e^{-\delta / \varepsilon}$.
(iii) $\forall p>1, \exists C_{p}>0$ with $C_{p}$ independent of $\varepsilon>0$ such that

$$
E_{x}\left[\exp \left(p \int_{0}^{\tau}|z(s)| d s\right)\right] \leqq C_{p}
$$

Since

$$
\begin{aligned}
R^{\varepsilon}(x)= & E_{x}\left[R^{\varepsilon}(z(\tau)) \exp \left(-\int_{0}^{\tau}(\operatorname{div} b+\Delta I)(z(s)) d s\right) ; I(z(\tau))=R\right] \\
& +E_{x}\left[R^{\varepsilon}(z(\tau)) \exp \left(-\int_{0}^{\tau}(\operatorname{div} b+\Delta I)(z(s)) d s\right) ; I(z(\tau))=\varepsilon R\right] .
\end{aligned}
$$

The first term on the right tends to zero because of the properties (i), (ii), (iii). On the other hand, when $z$ is small $I(z) \simeq c_{0}|z|^{2}$ for some $c_{0}>0$. Therefore $R^{\varepsilon}(z(\tau)) \rightarrow c$ as $\varepsilon \rightarrow 0$ if $I(z(\tau))=\varepsilon R$ (see Lemma 3.2). Property (iii) implies

$$
\exp \left(-\int_{0}^{\tau}(\operatorname{div} b+\Delta I)(z(s)) d s\right) \rightarrow \exp \left(-\int_{0}^{\infty}(\operatorname{div} b+\Delta I)\left(z_{0}(s)\right) d s\right)
$$

in $L^{p}$ for any $p>1$, where $z_{0}(s)$ is the solution of

$$
\frac{d z_{0}(t)}{d t}=-(b+2 \nabla I)\left(z_{0}(t)\right)
$$

Hence

$$
R^{\varepsilon}(x) \rightarrow c \exp \left(-\int_{0}^{\infty}(\operatorname{div} b+\Delta I)\left(z_{0}(s)\right) d s\right)=R_{0}(x)
$$

It remains to show (i), (ii), (ii). (i) follows from Lemma 2.2. (ii) is a weaker result in [2]. As for (iii), we have the following lemma.

Lemma 3.3. $E_{x}\left[\exp \left(p \int_{0}^{\tau}|z(s)| d s\right)\right] \leqq \exp \left(c p I(x)^{1 / 2}\right)$ for some $c>0$.
Proof. Since $g(x)=E_{x}\left[\exp \left(p \int_{0}^{\tau}|z(s)| d s\right)\right]$ satisfies

$$
\begin{aligned}
& A g(x)=\frac{\varepsilon}{2} \Delta g(x)-(b+2 \nabla I) \cdot \nabla g(x)+p|x| g(x)=0 \\
& g(x)=1 \quad \text { on } I(x)=\varepsilon R \text { or } R .
\end{aligned}
$$

We will choose a function $f(x)$ such that

$$
\begin{array}{ll}
A f(x) \leqq 0 & \text { on }\{x ; \varepsilon R \leqq I(x) \leqq R\} \\
f(x) \geqq 1 & \text { on } I(x)=\varepsilon R \text { or } R . \tag{3.5}
\end{array}
$$

Assuming such function $f(x)$, then, by Ito's formula

$$
\begin{align*}
& d\left(f(z(\tau)) \exp \left(p \int_{0}^{t}|z(s)| d s\right)\right)  \tag{3.6}\\
& \quad=A f(z(\tau)) \exp \left(p \int_{0}^{T}|z(s)| d s\right) d t+d M(t)
\end{align*}
$$

$M(t)$ is a martingale. Equation (3.5) gives

$$
E_{x}\left[f(z(\tau)) \exp \left(p \int_{0}^{\tau}|z(s)| d s\right)\right] \leqq f(x)
$$

by taking expectation in (3.6). Therefore

$$
E_{x}\left[\exp \left(p \int_{0}^{\tau}|z(s)| d s\right)\right] \leqq f(x)
$$

which gives a bound for $E_{x}\left[\exp \left(p \int_{0}^{\tau}|z(s)| d s\right)\right]$.

We will try $f(x)=\exp \left(c p I(x)^{1 / 2}\right)$. A calculation gives
$A f(x)=\left[\frac{\varepsilon}{2}\left(c p \frac{\Delta I}{I^{1 / 2}}(x)-c p \frac{1}{2} \frac{|\Delta I|^{2}}{I^{3 / 2}}(x)+c^{2} p^{2} \frac{|\nabla I|^{2}}{I}(x)\right)-c p \frac{|\nabla I|^{2}}{I^{1 / 2}}(x)+p|x|\right] f(x)$.
By assumption, on $\{x ; \varepsilon R \leqq I(x) \leqq R\}$, the first term on the right is $O(\sqrt{\varepsilon})$ and

$$
-c p \frac{|\nabla I|^{2}}{I^{1 / 2}}(x)+p|x| \leqq(-c p \alpha+p)|x| \leqq(-c p \alpha+p) k \sqrt{\varepsilon}
$$

for some $\alpha>0, k>0$, where we use $I(x)>0$ if $|x| \neq 0$ and $I(x) \simeq c_{0}|x|^{2}$ if $|x|$ is small. If we choose $c$ to be large enough, we have (3.5), then the result of the lemma.
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# ELECTROSTATICS AND THE ZEROS OF THE CLASSICAL POLYNOMIALS* 
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#### Abstract

New interpretations of the zeros of the classical polynomials as the equilibrium positions of two-dimensional electrostatic problems are given. The electrostatic problems solved include determining the equilibrium position on the circle of $n 2^{M}$ particles of unit charge and $2^{M}$ particles of charge $+q$, given that between every two $+q$ charges there are $n$ unit charges.
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1. Introduction. Almost one hundred years ago Stieltjes gave a two-dimensional electrostatics interpretation to the zeros of the classical polynomials ([4], [5], [6]; see Szegö [7, Chap. 6]). Motivated by the desire to obtain exact information about the ground state of two-component systems interacting via the logarithmic potential, we extend Stieltjes' results. These new results supplement exact results recently obtained for the nonzero temperature statistical mechanics of such a system [1], [2].

As an illustration of our extensions, consider the unit circle in the complex plane. At the point $z=1$ fix a particle of charge $+q$ and at $z=-1$ fix a particle of charge $+p$. We show that the equilibrium position of $2 N$ unit charges on the circle, symmetrically distributed about the real axis, can be written in terms of the zeros of the Jacobi polynomials. By utilizing an elementary partial fractions identity ((4.9) below), we find that the solution to more general equilibrium problems can be written down from the knowledge of the above problem. The more general problem is the determination of the equilibrium position on the circle of $n 2^{M}$ particles of unit charge and $2^{M}$ particles of charge $+q$, given that between every two $+q$ charges there are $n$ unit charges. We thus provide the exact structure of a local minimum of the Hamiltonian for a twocomponent system.

Properties of the ground states can be described in detail, as the zeros of the Jacobi polynomials have been extensively studied [7]. Conversely, many intuitively obvious properties of the electrostatic problem can be formulated as theorems regarding the zeros of the Jacobi polynomials, thus providing electrostatic interpretations to those theorems.
2. Two impurities on the circle. Consider a system of $2 N$ particles of charge +1 , labelled $\theta_{1}, \theta_{2}, \cdots, \theta_{2 N}$, confined to a circle of radius $R$ interacting via the potential

$$
\begin{equation*}
V\left(\theta_{j}, \theta_{k}\right)=-q_{k} \log R\left|e^{i \theta_{j}}-e^{i \theta_{k}}\right| . \tag{2.1}
\end{equation*}
$$

At $\theta=0$ fix a particle of charge $+q$ and at $\theta=\pi$ fix a particle of charge $+p$. The uniform neutralizing background necessary to obtain thermodynamic stability is not

[^36]relevant when calculating the ground state equilibrium positions, since it only contributes a constant to the Hamiltonian. Thus ignoring constant terms, we may take for the Hamiltonian
\[

$$
\begin{equation*}
H_{0}=-q \sum_{k=1}^{2 N} \log \left|1-e^{i \theta_{k}}\right|-p \sum_{k=1}^{2 N} \log \left|1+e^{i \theta_{k}}\right|-\sum_{1 \leqq k<j \leqq N} \log \left|e^{i \theta_{k}}-e^{i \theta_{j}}\right| . \tag{2.2}
\end{equation*}
$$

\]

Note that the radius has been scaled out of the Hamiltonian. We seek the minimum of $H_{0}$ subject to the requirement

$$
\begin{equation*}
0<\theta_{j}<\pi, \quad j=1,2, \cdots, N \quad \text { and } \quad \pi<\theta_{j}<2 \pi, \quad j=N+1, \cdots, 2 N . \tag{2.3}
\end{equation*}
$$

Such a minimum exists and is unique [7, p. 140]. By symmetry $\theta_{j}=-\theta_{2 N+1-j}, j=$ $1,2, \cdots, N$. The location of the minimum is given by the following result.

Theorem 2.1. The minimum of the function $H_{0}$ subject to the constraint (2.3) occurs at the zeros of the Jacobi polynomial $P_{N}^{(q-1 / 2, p-1 / 2)}(\cos \theta), 0<\theta<2 \pi$.

Proof. Using the identity

$$
\begin{equation*}
\left|e^{i \theta_{j}}-e^{i \theta_{k}}\right|=i^{-1}\left(e^{i \theta_{j}}-e^{i \theta_{k}}\right) \exp \left(-\frac{i}{2}\left(\theta_{j}+\theta_{k}\right)\right), \quad \theta_{j} \geqq \theta_{k}, \tag{2.4}
\end{equation*}
$$

we see that the condition for a minimum is the set of nonlinear equations

$$
\begin{align*}
& 0=\frac{\partial H}{\partial \theta_{k}}=-i\left(q e^{i \theta_{k}} /\left(e^{i \theta_{k}}-1\right)+p e^{i \theta_{k}} /\left(e^{i \theta_{k}}+1\right)\right.  \tag{2.5}\\
&\left.\quad-(2 N-1+p+q) / 2+\sum_{j=1}^{2 N} e^{i \theta_{k}} /\left(e^{i \theta_{k}}-e^{i \theta_{j}}\right)\right), \quad 1 \leqq k \leqq 2 N,
\end{align*}
$$

where the prime on the sum indicates that the $j=k$ term is to be omitted. Following Stieltjes, consider the polynomial

$$
\begin{equation*}
f(x)=\prod_{l=1}^{2 N}\left(x-e^{i \theta_{l}}\right) \tag{2.6}
\end{equation*}
$$

which has its zeros at the minimum of $H_{0}$. A short calculation then shows

$$
\begin{equation*}
\frac{f^{\prime \prime}\left(e^{i \theta_{k}}\right)}{f^{\prime}\left(e^{i \theta_{k}}\right)}=2 \sum_{j=1}^{N} \frac{1}{\left(e^{i \theta_{k}}-e^{i \theta_{j}}\right)} . \tag{2.7}
\end{equation*}
$$

Thus we can write the ground state condition (2.5) as

$$
\begin{align*}
& 0=e^{i \theta_{k}}\left(e^{2 i \theta_{k}}-1\right) f^{\prime \prime}\left(e^{i \theta_{k}}\right)  \tag{2.8}\\
&+\left(2 q e^{i \theta_{k}}\left(e^{i \theta_{k}}+1\right)+2 p e^{i \theta_{k}}\left(e^{i \theta_{k}}-1\right)-(2 N-1+p+q)\left(e^{2 i \theta_{k}}-1\right)\right) f^{\prime}\left(e^{i \theta_{k}}\right), \\
& 1 \leqq k \leqq 2 N .
\end{align*}
$$

The $(2 N+1)$ th order polynomial
(2.9) $x\left(x^{2}-1\right) f^{\prime \prime}(x)+\left(2 q x(x+1)+2 p x(x-1)-(2 N-1+p+q)\left(x^{2}-1\right)\right) f^{\prime}(x)$
therefore has zeros at $x=e^{i \theta_{k}}, k=1,2, \cdots, 2 N$, and so is proportional to $(x-A) f(x)$ where $A$ is a constant. By equating like powers of $x^{2 N+1}$ we find the proportionality constant to be $2 N(p+q)$, so

$$
\begin{align*}
x\left(x^{2}-1\right) f^{\prime \prime}(x)+(2 q x(x+1)+2 p x(x-1)- & \left.(2 N-1+p+q)\left(x^{2}-1\right)\right) f^{\prime}(x)  \tag{2.10}\\
& -2 N(p+q)(x-A) f(x)=0 .
\end{align*}
$$

It follows from the uniqueness of a minimum of $H_{0}$ that there is one and only one value of $A$ such that (2.6) satisfies (2.10) with the $\theta_{k}$ constrained by (2.3). When $N=1$ it is a simple exercise to derive

$$
\begin{equation*}
A=(p-q) /(p+q) \tag{2.11}
\end{equation*}
$$

We now verify that the choice (2.11) gives the required polynomial solution of (2.10) for general $N$. By making standard transformations applicable to second-order differential equations [7, p.16] and then changing variables $x=e^{i \theta}$, we write (2.10) with $A$ given by (2.11) in the form

$$
\begin{equation*}
u^{\prime \prime}+\left(q(1-q) /\left(4 \sin ^{2} \theta / 2\right)+p(1-p) /\left(4 \cos ^{2} \theta / 2\right)+(2 N+p+q)^{2} / 4\right) u=0 \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
u(\theta)=\left(\sin ^{q} \theta / 2\right)\left(\cos ^{p} \theta / 2\right) e^{-i N \theta} f\left(e^{i \theta}\right) \tag{2.13}
\end{equation*}
$$

However (2.12) is also a transformed version of the differential equation of the Jacobi polynomials [7, p. 67] and is satisfied by

$$
\begin{equation*}
u(\theta)=\left(\sin ^{q} \theta / 2\right)\left(\cos ^{p} \theta / 2\right) P_{N}^{(q-1 / 2, p-1 / 2)}(\cos \theta) . \tag{2.14}
\end{equation*}
$$

Hence we have

$$
\begin{equation*}
f\left(e^{i \theta}\right)=e^{i N \theta} P_{N}^{(q-1 / 2, p-1 / 2)}(\cos \theta), \tag{2.15}
\end{equation*}
$$

which is the desired polynomial solution of (2.10) satisfying the constraint (2.3).
Theorem 2.1 is to be compared to Stieltjes' interpretation [7, p. 140].
Theorem 2.2 (Stieltjes). The minimum of the function

$$
\begin{equation*}
T=-\sum_{k=1}^{N}\left(\log \left(1+x_{k}\right)^{P}+\log \left(1-x_{k}\right)^{Q}\right)-\sum_{1 \leqq k<j \leqq N} \log \left|x_{k}-x_{j}\right| \tag{2.16}
\end{equation*}
$$

$P, Q>0,-1<x_{k}<1$, occurs at the zeros of the Jacobi polynomial $P_{N}^{(2 Q-1,2 P-1)}(x)$.
The expression $T$ is the Hamiltonian for $N$ unit charges confined to the interval [ $-1,1$ ] by a particle of charge $P$ fixed at $x=1$, and a particle of charge $Q$ fixed at $x=-1$, interacting via the logarithmic potential. Thus comparing Theorems 2.1 and 2.2, we see that the equilibrium positions are closely related. Consider the unit circle in the complex plane. At $z=1$ fix a particle of charge $q=2 Q-\frac{1}{2}$, and at $z=-1$ a particle of charge $p=2 P-\frac{1}{2}(p, q \geqq 0)$. If the equilibrium positions of the $2 N$ charges as given by Theorem 2.1 are projected orthogonally onto the real axis, then we locate the equilibrium positions of Stieltjes' problem, Theorem 2.2.

As an example of a theorem regarding the zeros of the Jacobi polynomials which is intuitively obvious when viewed from the electrostatic interpretation, consider the following result [7, p. 121].

Theorem 2.3 (Markoff, Stieltjes). Let $\left\{x_{\nu}=x_{\nu}(\alpha, \beta)\right\}$ denote the zeros of the Jacobi polynomial $P_{N}^{(\alpha, \beta)}(x)$. Then

$$
\text { (i) } \frac{\partial x_{v}}{\partial \alpha}<0, \quad \text { (ii) } \frac{\partial x_{v}}{\partial \beta}>0
$$

From Stieltjes' interpretation of the zeros of $P_{N}^{(\alpha, \beta)}$, this is equivalent to saying that (i) when the charge at $x=1$ is increased, the $N$ unit charges are repelled towards the fixed charge at $x=-1$; (ii) when the charge at $x=-1$ is increased, the $N$ unit charges are repelled towards the fixed charge at $x=1$. Thus Theorem 2.3 is intuitively obvious.

Reconsider Theorem 2.1. The positions of the unit charges around an impurity (the $+q$ charge at $\theta=0$, say) in the large $N$ limit are of particular interest. We have the following theorem [7, p. 193].

Theorem 2.4. Let $x_{1 N}>x_{2 N}>\cdots$ be the zeros of $P_{N}^{(\alpha, \beta)}(x)$ in $[-1,+1]$ in decreasing order ( $\alpha, \beta$ real but otherwise arbitrary). If we write $x_{\nu N}=\cos \theta_{\nu N}, 0<\theta_{\nu N}<\pi$, then for fixed $\nu$,

$$
\lim _{N \rightarrow \infty} N \theta_{\nu N}=j_{\nu, \alpha},
$$

where $j_{\nu, \alpha}$ denotes the $\nu$ th positive zero of $J_{\alpha}(z), J_{\alpha}$ denoting the Bessel function of order $\alpha$.
Regarding the $N \rightarrow \infty$ limit as the thermodynamic limit, with particle density $\pi / N$, we have from Theorems 2.1 and 2.4 the following result.

Theorem 2.5. Consider the real line with a particle of charge $+q$ fixed at the origin, and particles of unit charge at unit density immersed in a uniform neutralizing background. In the thermodynamic limit the ground state positions of the unit charges are given by

$$
\pm j_{\nu, q-1 / 2} / \pi, \quad \nu=1,2, \cdots .
$$

3. A single impurity on the line. In $\S 2$ it was shown how an equilibrium problem on the circle gave rise to the Jacobi polynomials. In this section we consider an analogous physical problem, in which the equilibrium position of the charges are given in terms of the Laguerre polynomials.

Consider $2 N$ particles of unit charge free to move on the real line with a particle of charge $+q$ fixed at the origin. The system is made electrically neutral by imposing a background charge density of profile

$$
\sigma(y)= \begin{cases}-(c / \pi)\left(1-y^{2} / L^{2}\right)^{1 / 2}, & |y|<L  \tag{3.1}\\ 0, & |y| \geqq L\end{cases}
$$

$c=2(2 N+q) / L$.
To compute the Hamiltonian for the system we require the integral [3, p. 44]

$$
\begin{equation*}
\frac{1}{\pi} \int_{-L}^{L} d y\left(1-y^{2} / L^{2}\right)^{1 / 2} \log |x-y|=x^{2} / 2 L+K \tag{3.2}
\end{equation*}
$$

where $K$ is independent of $x$. This gives us the contribution to the Hamiltonian of the particle-background interaction. Thus if we ignore constant terms, the Hamiltonian is given by

$$
\begin{equation*}
H_{1}=\left(\frac{c}{2 L}\right) \sum_{j=1}^{2 N} x_{j}^{2}-q \sum_{k=1}^{2 N} \log \left|x_{k}\right|-\sum_{1 \leqq j<k \leqq 2 N} \log \left|x_{j}-x_{k}\right|, \tag{3.3}
\end{equation*}
$$

where we have labelled the $2 N$ unit charges $x_{1}, x_{2}, \cdots, x_{2 N}$.
We seek the minimum of $H_{1}$ subject to the condition that $N$ particles are on either side of the impurity at the origin; that is,

$$
\begin{equation*}
x_{k}<0, \quad k=1,2, \cdots, N \quad \text { and } \quad x_{k}>0, \quad k=N+1, \cdots, 2 N . \tag{3.4}
\end{equation*}
$$

It is a simple exercise to prove that such a minimum exists and is unique [7, p. 140]. By symmetry we must have

$$
\begin{equation*}
-x_{k}=x_{N+k}, \quad k=1,2, \cdots, N . \tag{3.5}
\end{equation*}
$$

The location of the minimum is given by the following result.
Theorem 3.1. The minimum of the function $H_{1}$ subject to the constraint (3.5) occurs when the $x_{k}$ are the zeros of the Laguerre polynomial

$$
\begin{equation*}
L_{N}^{(q-1 / 2)}\left(c x^{2} / L\right) \tag{3.6}
\end{equation*}
$$

Proof. The condition for a minimum is the set of nonlinear equations

$$
\begin{equation*}
0=\frac{\partial H_{1}}{\partial x_{k}}=(c / L) x_{k}-\sum_{j=1}^{2 N} \frac{1}{x_{k}-x_{j}}-\frac{q}{x_{k}}, \quad k=1, \cdots, 2 N . \tag{3.7}
\end{equation*}
$$

Consider the polynomial

$$
\begin{equation*}
g(x)=\prod_{l=1}^{2 N}\left(x-x_{l}\right) \tag{3.8}
\end{equation*}
$$

which has its zeros at the minimum of $H_{1}$. Then we can write (3.7) as

$$
\begin{equation*}
0=x_{k} g^{\prime \prime}\left(x_{k}\right)+\left(-(2 c / L) x_{k}^{2}+2 q\right) g^{\prime}\left(x_{k}\right), \quad k=1, \cdots, 2 N . \tag{3.9}
\end{equation*}
$$

Thus we have a $(2 N+1)$ th order polynomial which has the $2 N$ zeros of $g(x)$. Hence

$$
\begin{equation*}
x g^{\prime \prime}(x)+\left(-(2 c / L) x^{2}+2 q\right) g^{\prime}(x)+a(x-b) g(x)=0 \tag{3.10}
\end{equation*}
$$

By equating like coefficients of $x^{2 N}$, we find $a=4 N c / L$. Furthermore the symmetry condition (3.5) requires $g$ to be even. Using this condition in (3.10) gives $b=0$.

Replacing $x$ by $(L x / c)^{1 / 2}$ the differential equation assumes the form

$$
\begin{gather*}
x u^{\prime \prime}+(-x+(q+1 / 2)) u^{\prime}+N u=0,  \tag{3.11}\\
u(x)=g\left((L x / c)^{1 / 2}\right) . \tag{3.12}
\end{gather*}
$$

We recognize (3.11) as the differential equation satisfied by the Laguerre polynomial [7, p. 100] so that

$$
\begin{equation*}
u(x)=L_{N}^{(q-1 / 2)}(x) \tag{3.13}
\end{equation*}
$$

If we substitute (3.13) in (3.12), Theorem 3.1 follows immediately.
As $L \rightarrow \infty$ and $y$ remains finite, $\sigma(y) \rightarrow-c / \pi$. Therefore in the thermodynamic limit if we choose $c=\pi$ (and thus $L=2(2 N+q) / \pi^{2}$ ), the background around the origin tends to a constant unit density. From Theorem 2.4 we know the equilibrium position of unit charges immersed in a neutralizing background at unit density around $\mathrm{a}+q$ impurity on the line. Hence from the equivalence of the two physical problems in the thermodynamic limit, we can deduce the well-known theorem relating the zeros of the Laguerre polynomials to the zeros of the Bessel functions [7, p. 193].

Theorem 3.2. Let $y_{1 N}<y_{2 N}<\cdots$ be the zeros of $L_{N}^{(g-1 / 2)}(y)$ in increasing order. Then

$$
\lim _{N \rightarrow \infty} N y_{l N}=\frac{1}{4}\left(j_{l, q-1 / 2}\right)^{2} .
$$

4. Crystal lattices on the circle. In this section crystal lattice structures are given for the equilibrium positions on the circle of two-component systems. By a crystal lattice we mean a lattice which has a cell repeated periodically. We have the following result.

Theorem 4.1. Suppose there are $n 2^{M}$ particles of unit charge and $2^{M}$ particles of charge $+q$ on the circle with one of the $+q$ charges fixed at $\theta=0$. Require that between every two $+q$ charges there are $n$ unit charges. Then the equilibrium position of the $n 2^{M}$ particles of unit charge are given by the zeros of

$$
\begin{equation*}
P_{n / 2}^{((q-1) / 2,-1 / 2)}\left(\cos 2^{M} \theta\right), \quad 0<\theta<2 \pi \tag{4.1}
\end{equation*}
$$

if $n$ is even, and the zeros of

$$
\begin{equation*}
P_{(n-1) / 2}^{((q-1) / 2,1 / 2)}\left(\cos 2^{M} \theta\right), \quad 0<\theta<2 \pi \tag{4.2}
\end{equation*}
$$

if $n$ is odd. The equilibrium position of the $\left(2^{M}-1\right)$ particles of charge $+q$ occurs at

$$
\begin{equation*}
\theta=\frac{2 \pi k}{2^{M}}, \quad k=1,2, \cdots,\left(2^{M}-1\right) \tag{4.3}
\end{equation*}
$$

Proof. Label the coordinates of the particles of charge $+q \phi_{0}=0, \phi_{1}, \cdots, \phi_{2^{M}-1}$ and the particles of unit charge $\theta_{1}, \theta_{2}, \cdots, \theta_{n 2^{N}}$. Then the Hamiltonian for the system is

$$
\begin{align*}
H_{2}= & -q^{2} \sum_{0 \leqq j<k \leqq 2^{M}-1} \log \left|e^{i \phi_{j}}-e^{i \phi_{k}}\right|  \tag{4.4}\\
& -q \sum_{0 \leqq j \leqq 2^{M}-1} \sum_{1 \leqq k \leqq n 2^{M}} \log \left|e^{i \phi_{j}}-e^{i \phi_{k}}\right|-\sum_{1 \leqq j<k \leqq 2^{M}}\left|\log e^{i \theta_{j}}-e^{i \theta_{k}}\right| .
\end{align*}
$$

Again it is easy to show the existence and uniqueness of the required minimum [7, p. 140]. To prove the theorem we must show that the equations for a minimum, obtained by taking partial derivatives of $H_{2}$, are satisfied when the angles are given by
(4.1), (4.2) and (4.3). Explicitly we must show

$$
\begin{align*}
0= & q \sum_{j=0}^{2^{M}-1}\left(e^{i\left(\theta_{k^{\prime}}+2 \pi l^{\prime}\right) / 2^{M}} / e^{i\left(\theta_{k^{\prime}}+2 \pi l^{\prime}\right) / 2^{M}} e^{2 \pi i j / 2^{M}}\right)  \tag{4.5}\\
& +\sum_{k=1}^{n} \sum_{l=0}^{2^{M}-1} e^{i\left(\theta_{k^{\prime}}+2 \pi l^{\prime}\right) / 2^{M}} /\left(e^{i\left(\theta_{k^{\prime}}+2 \pi l^{\prime}\right) / 2^{M}}-e^{i\left(\theta_{k}+2 \pi i l\right) / 2^{M}}\right) \\
& -\left[(n+q) 2^{M}-1\right] / 2, \quad 1 \leqq k^{\prime} \leqq n, \quad 0 \leqq l^{\prime} \leqq 2^{M}-1
\end{align*}
$$

and

$$
\begin{align*}
0= & q \sum_{k=1}^{n} \sum_{l=0}^{2^{M}-1} e^{2 \pi i k^{\prime} / 2^{M}} /\left(e^{\left(2 \pi i k^{\prime} / 2^{M}\right)}-e^{i\left(\theta_{k}+2 \pi l\right) / 2^{M}}\right)  \tag{4.6}\\
& +q^{2} \sum_{\substack{k=0 \\
k \neq k^{\prime}}}^{2^{M}-1} e^{2 \pi i k^{\prime} / 2^{M}} /\left(e^{2 \pi i k^{\prime} / 2^{M}}-e^{2 \pi i k / 2^{M}}\right) \\
& -\left(q^{2}\left(2^{M}-1\right)+q n 2^{M}\right) / 2, \quad 0 \leqq k^{\prime} \leqq 2^{M}-1
\end{align*}
$$

where here the $\theta_{k}$ are the zeros of

$$
\begin{equation*}
P_{n / 2}^{((q-1) / 2,-1 / 2)}(\cos \theta), \quad 0<\theta<2 \pi \tag{4.7}
\end{equation*}
$$

if $n$ is even, and the zeros of

$$
\begin{equation*}
P_{(n-1) / 2}^{((q-1) / 2,1 / 2)}(\cos \theta), \quad 0<\theta<2 \pi, \tag{4.8}
\end{equation*}
$$

if $n$ is odd.
We will reduce (4.5) to the solution of the impurity problem, Theorem 2.1.
Consider the identity

$$
\begin{equation*}
\frac{e^{i \theta}}{e^{i \theta}-e^{i \phi}}=\frac{1}{2}\left(\frac{e^{i \theta / 2}}{e^{i \theta / 2}-e^{i \phi / 2}}+\frac{e^{i \theta / 2}}{e^{i \theta / 2}-e^{i(\phi+2 \pi) / 2}}\right) \tag{4.9}
\end{equation*}
$$

Applying (4.9) iteratively $M$ times we have the identity

$$
\begin{equation*}
e^{i \theta} /\left(e^{i \theta}-e^{i \phi}\right)=\left(\frac{1}{2^{M}}\right)^{2^{M}-1} \sum_{j=0} \frac{e^{i \theta / 2^{M}}}{\left(e^{i \theta / 2^{M}}-e^{i(\phi+2 \pi j) / 2^{M}}\right)} \tag{4.10}
\end{equation*}
$$

Substitution of (4.10) in the first sum of (4.5) with $\theta=\theta_{k^{\prime}}+2 \pi i l^{\prime}$ and $\phi=0$, and the second sum of (4.5) with $\theta=\theta_{k^{\prime}}+2 \pi i l^{\prime}$ and $\phi=\theta_{k}+2 \pi i l\left(k \neq k^{\prime}\right)$ reduces (4.5) to

$$
\begin{align*}
0= & \frac{q e^{i \theta_{k^{\prime}}}}{\left(e^{i \theta_{k^{\prime}}}-1\right)}-\frac{\left((n+q) 2^{M}-1\right)}{2^{M+1}}  \tag{4.11}\\
& +\sum_{k=1}^{n} \frac{e^{i \theta_{k^{\prime}}}}{\left(e^{i \theta_{k^{\prime}}}-e^{i \theta_{k}}\right)}+2^{-M} \sum_{l=0}^{2^{M}-1} \frac{e^{2 \pi i l^{\prime} / 2^{M}}}{\left(e^{2 \pi i l^{\prime} / 2^{M}}-e^{2 \pi i l / 2^{M}}\right)}
\end{align*}
$$

However, it is a simple exercise in summing series to prove that the last sum equals $\left(2^{M}-1\right) / 2$, so we reclaim (2.5) (with $p=0$ and $n=2 N$ if $n$ is even, $p=1$ and $n-1=2 N$ if $n$ is odd), which we know from Theorem 2.1 is satisfied by the choices (4.7) and (4.8).

To prove (2.6), note that the second sum is equal to $\left(2^{M}-1\right) / 2$ and that the first sum can be reduced using the identity (4.10) with $\theta=2 \pi k^{\prime}$ and $\phi=\theta_{k}+2 \pi l$. Thus we are required to show

$$
\begin{equation*}
0=-n / 2+\sum_{k=1}^{n} 1 /\left(1-e^{i \theta_{k}}\right) \tag{4.12}
\end{equation*}
$$

This follows immediately from the fact that the $\theta_{k}$ are situated symmetrically about the real axis, and from the identity

$$
\begin{equation*}
1 /\left(1-e^{i \theta_{k}}\right)+1 /\left(1-e^{-i \theta_{k}}\right)=1 \tag{4.13}
\end{equation*}
$$

If we regard the $N \rightarrow \infty$ limit as the thermodynamic limit with particle density of the $+q$ species $\pi / 2^{M-1}$, we have from Theorem 4.1 the following result.

Theorem 4.2. Consider the real line with $n$ particles of unit charge arranged between every pair of particles of charge $+q$. Suppose the particles of charge $+q$ are at unit density and all the charges are immersed in a neutralizing uniform background. Then in the thermodynamic limit the ground state for the system is a crystal lattice with cells of unit length. When $n$ is even, a cell is specified by $a+q$ charge at $x=0$, with the $n$ unit charges at the zeros of $P_{n}^{((q-1) / 2,-1 / 2)}(\cos 2 \pi x), 0<x<1$, while when $n$ is odd a cell is specified by $a+q$ charge at $x=0$, with the $n$ unit charges at the zeros of $P_{(n-1)}^{((q-1) / 2,1 / 2)}(\cos 2 \pi x)$, $0<x<1$.
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# ON THE ORDER OF MAGNITUDE OF FOURIER COEFFICIENTS* 

J. B. READE ${ }^{\dagger}$


#### Abstract

The main result is that the Fourier coefficients of any continuous function are $o(1 / n)$ if a monotonicity condition is assumed. The proof is achieved by showing the coefficients are always $o(1 / n)$ in a certain weaker sense, and then proving a Tauberian theorem giving $o(1 / n)$ in the ordinary sense under the extra assumption of monotonicity.


1. Let $f(t) \in L^{1}[-1,1]$ have Fourier cosine coefficients

$$
a_{n}=\int_{-1}^{1} f(t) \cos n \pi t d t
$$

The Riemann-Lebesgue lemma says that $a_{n} \rightarrow 0$ as $n \rightarrow \infty$. The convergence can be arbitrarily slow, since, for any sequence ( $k_{n}$ ) such that $\left|k_{n}\right| \rightarrow \infty$ as $n \rightarrow \infty$, we have

$$
k_{n} a_{n}=\int_{-1}^{1} f(t) k_{n} \cos n \pi t d t=T_{n} f
$$

where $T_{n}$ is a linear functional on $L^{1}[-1,1]$ having norm

$$
\left\|T_{n}\right\|=\max _{|t| \leqq 1}\left|k_{n} \cos n \pi t\right|=\left|k_{n}\right|,
$$

so $k_{n} a_{n} \rightarrow 0$ for every $f \in L^{1}[-1,1]$ would contradict the uniform boundedness principle. The same is true for $f(t) \in C[-1,1]$ for similar reasons.

It turns out, however, that one can make positive assertions about the order of magnitude of Fourier cosine coefficients if one interprets, e.g., $n a_{n} \rightarrow 0$ in a weaker sense. Specifically, we shall show firstly that, if $f(t) \in L^{2}[-1,1]$, then $n^{1 / 2} a_{n} \rightarrow 0$ in the sense of Cesaro, i.e.,

$$
\frac{a_{1}+2^{1 / 2} a_{2}+\cdots+n^{1 / 2} a_{n}}{n} \rightarrow 0
$$

and secondly that, if $f(t) \in C[-1,1]$, then $n a_{n} \rightarrow 0$ in the double Cesaro sense, i.e., if

$$
\begin{aligned}
& u_{n}=\frac{a_{1}+2 a_{2}+\cdots+n a_{n}}{n} \\
& v_{n}=\frac{u_{1}+u_{2}+\cdots+u_{n}}{n}
\end{aligned}
$$

then $v_{n} \rightarrow 0$. It is possible to deduce, e.g., that, if $a_{n} \geqq a_{n+1} \geqq 0$ for all $n \geqq 0$, then convergence is in the ordinary sense in both cases.

We also prove similar results for Fourier sine coefficients

$$
b_{n}=\int_{-1}^{1} f(t) \sin n \pi t d t
$$

though in some cases the proofs are different.

[^37]2. The result concerning $f(t) \in L^{2}[-1,1]$ depends on the Riesz-Fischer theorem and two lemmas about Cesaro convergence.

Lemma 1. For any convergent series $\sum_{1}^{\infty} a_{n}$, we have $n a_{n} \rightarrow 0$ in the sense of Cesaro.
Proof. Let $s_{n}=a_{1}+a_{2}+\cdots+a_{n} \rightarrow s$. Then

$$
\begin{aligned}
\frac{a_{1}+2 a_{2}+\cdots+n a_{n}}{n} & =\frac{s_{1}+2\left(s_{2}-s_{1}\right)+\cdots+n\left(s_{n}-s_{n-1}\right)}{n} \\
& =s_{n}-\frac{s_{1}+s_{2}+\cdots+s_{n-1}}{n} \\
& \rightarrow s-s=0 .
\end{aligned}
$$

Q.E.D.

Lemma 2. If $a_{n} \geqq 0$ and $a_{n} \rightarrow 0$ in the sense of Cesaro, then also $a_{n}^{1 / 2} \rightarrow 0$ in the sense of Cesaro.

Proof. We have

$$
\frac{a_{1}^{1 / 2}+\cdots+a_{n}^{1 / 2}}{n} \leqq \frac{\left(n\left(a_{1}+\cdots+a_{n}\right)\right)^{1 / 2}}{n},
$$

by Cauchy's inequality,

$$
=\left[\frac{a_{1}+\cdots+a_{n}}{n}\right]^{1 / 2} \rightarrow 0
$$

Q.E.D.

Theorem 1. If $f(t) \in L^{2}[-1,1]$ has Fourier cosine coefficients

$$
a_{n}=\int_{-1}^{1} f(t) \cos n \pi t d t
$$

then $n^{1 / 2} a_{n} \rightarrow 0$ in the sense of Cesaro.
Proof. By the Riesz-Fischer theorem, we have $\sum_{1}^{\infty} a_{n}^{2}<\infty$. Therefore, by Lemma 1, $n a_{n}^{2} \rightarrow 0$ in the sense of Cesaro, and therefore, by Lemma 2, $n^{1 / 2} a_{n} \rightarrow 0$ in the sense of Cesaro. Q.E.D.
3. The result concerning $f(t) \in C[-1,1]$ depends on Fejer's theorem and a further lemma about Cesaro convergence.

Lemma 3. If $\sum_{1}^{\infty} a_{n}$ is convergent in the sense of Cesaro, then $n a_{n} \rightarrow 0$ in the double Cesaro sense.

Proof. Let

$$
\begin{aligned}
& s_{n}=a_{1}+a_{2}+\cdots+a_{n}, \\
& \sigma_{n}=\frac{s_{1}+s_{2}+\cdots+s_{n}}{n},
\end{aligned}
$$

and suppose $\sigma_{n} \rightarrow \sigma$.
If

$$
\begin{aligned}
& u_{n}=\frac{a_{1}+2 a_{2}+\cdots+n a_{n}}{n} \\
& v_{n}=\frac{u_{1}+u_{2}+\cdots+u_{n}}{n},
\end{aligned}
$$

then

$$
\begin{aligned}
u_{n} & =\frac{s_{1}+2\left(s_{2}-s_{1}\right)+\cdots+n\left(s_{n}-s_{n-1}\right)}{n} \\
& =\frac{n s_{n}-s_{1}-s_{2}-\cdots-s_{n-1}}{n} \\
& =s_{n}-\frac{n-1}{n} \sigma_{n-1} \\
& =s_{n}-t_{n},
\end{aligned}
$$

where

$$
t_{n}=\frac{n-1}{n} \sigma_{n-1} \rightarrow \sigma,
$$

and hence

$$
\begin{align*}
v_{n} & =\sigma_{n}-\frac{t_{1}+t_{2}+\cdots+t_{n}}{n} \\
& \rightarrow \sigma-\sigma=0 .
\end{align*}
$$

The counterexample $\sum_{1}^{\infty}(-1)^{n}$ shows that we cannot deduce $n a_{n} \rightarrow 0$ in the single Cesaro sense under the same hypotheses.

Theorem 2. If $f(t) \in C[-1,1]$ has Fourier cosine coefficients

$$
a_{n}=\int_{-1}^{1} f(t) \cos n \pi t d t
$$

then $n a_{n} \rightarrow 0$ in the double Cesaro sense.
Proof. By Fejer's theorem, $\sum_{0}^{\infty} a_{n}$ is convergent in the Cesaro sense (to $f(0)$ ). Hence the result follows from Lemma 3. Q.E.D.

Observe that we have only assumed $f(t)$ is continuous at $t=0$.
A uniform boundedness principle argument shows there exist $f(t) \in C[-1,1]$ for which $n a_{n}$ does not $\rightarrow 0$ in the single Cesaro sense. We need the following lemma.

Lemma 4. The variation of

$$
\frac{\sin \pi t+\sin 2 \pi t+\cdots+\sin n \pi t}{n}=\frac{1}{2 n}\left[\cot \frac{1}{2} \pi t-\frac{\cos (n+1 / 2) \pi t}{\sin (\pi t / 2)}\right]
$$

over $|t| \leqq 1$ tends to infinity as $n \rightarrow \infty$.
Proof. The graph of

$$
\cot \frac{1}{2} \pi t-\frac{\cos (n+1 / 2) \pi t}{\sin (\pi t / 2)}
$$

lies between the graphs of $\cot \frac{1}{4} \pi t$ and $-\tan \frac{1}{4} \pi t$ over $0 \leqq t \leqq 1$, touching each alternately at

$$
t=\frac{1}{n+1 / 2}, \frac{2}{n+1 / 2}, \cdots, \frac{n}{n+1 / 2} .
$$

Therefore

$$
\begin{aligned}
& \operatorname{var}_{0 \leqq t \leqq 1}\left[\cot \frac{1}{2} \pi t-\frac{\cos (n+1 / 2) \pi t}{\sin (\pi t / 2)}\right] \\
& \quad>2\left[\cot \left(\frac{1}{4} \frac{\pi}{n+1 / 2}\right)+\tan \left(\frac{1}{4} \frac{2 \pi}{n+1 / 2}\right)+\cdots+\cot \left(\frac{1}{4} \frac{n \pi}{n+1 / 2}\right)\right] \\
& \quad>2\left(n+\frac{1}{2}\right)\left(1+\frac{1}{3}+\cdots+\frac{1}{n}\right)
\end{aligned} \quad \text { if } n \text { odd, } \quad \text {, }
$$

using the inequality $\tan \frac{1}{4} \pi x<x$ for $0<x<1$,
$\sim n \log n$
as $n \rightarrow \infty$. Similarly for $n$ even. Q.E.D.
Corollary. If

$$
\phi_{n}(t)=\frac{d}{d t} \frac{\sin \pi t+\sin 2 \pi t+\cdots+\sin n \pi t}{n},
$$

then

$$
\int_{-1}^{1}\left|\phi_{n}(t)\right| d t \rightarrow \infty
$$

as $n \rightarrow \infty$.
Proof. Clearly,

$$
\int_{-1}^{1}\left|\phi_{n}(t)\right| d t=\operatorname{var}_{|t| \leqq 1} \frac{\sin \pi t+\sin 2 \pi t+\cdots+\sin n \pi t}{n}
$$

Now suppose (for contradiction) that $n a_{n} \rightarrow 0$ in the single Cesaro sense for every $f(t) \in C[-1,1]$. Then

$$
\begin{aligned}
\frac{a_{1}+2 a_{2}+\cdots+n a_{n}}{n} & =\int_{-1}^{1} f(t) \frac{\cos \pi t+2 \cos 2 \pi t+\cdots+n \cos n \pi t}{n} d t \\
& =\frac{1}{\pi} \int_{-1}^{1} f(t) \phi_{n}(t) d t \\
& =T_{n} f
\end{aligned}
$$

where $T_{n}$ is a linear functional on $C[-1,1]$ having

$$
\left\|T_{n}\right\|=\frac{1}{\pi} \int_{-1}^{1}\left|\phi_{n}(t)\right| d t
$$

which tends to infinity as $n \rightarrow \infty$, so $T_{n} f \rightarrow 0$ as $n \rightarrow \infty$ for every $f \in C[-1,1]$ contradicts the uniform boundedness principle.
4. We now show how ordinary convergence can be proved under the extra assumption that $a_{n} \geqq a_{n+1} \geqq 0$ for all $n$.

Lemma 5. If $a_{n} \geqq a_{n+1} \geqq 0$ and $n^{1 / 2} a_{n} \rightarrow 0$ in the sense of Cesaro, then $n^{1 / 2} a_{n} \rightarrow 0$ in the ordinary sense.

Proof. Given any $\varepsilon>0$, we have, for all large enough $n$,

$$
\begin{align*}
\varepsilon & >\frac{a_{1}+2^{1 / 2} a_{2}+\cdots+n^{1 / 2} a_{n}}{n} \\
& \geqq \frac{1+2^{1 / 2}+\cdots+n^{1 / 2}}{n} a_{n} \\
& >\frac{a_{n}}{n} \int_{0}^{n} t^{1 / 2} d t \\
& =\frac{2}{3} n^{1 / 2} a_{n} .
\end{align*}
$$

Lemma 6. If $a_{n} \geqq a_{n+1} \geqq 0$ and $n a_{n} \rightarrow 0$ in the double Cesaro sense, then $n a_{n} \rightarrow 0$ in the ordinary sense.

Proof. We have

$$
\begin{aligned}
& u_{n}=\frac{a_{1}+2 a_{2}+\cdots+n a_{n}}{n} \geqq \frac{1}{2}(n+1) a_{n} \geqq \frac{1}{2} n a_{n}, \\
& v_{n}=\frac{u_{1}+u_{2}+\cdots+u_{n}}{n} \geqq \frac{a_{1}+2 a_{2}+\cdots+n a_{n}}{2 n}=\frac{1}{2} u_{n} \geqq \frac{1}{4} n a_{n},
\end{aligned}
$$

which gives the result. Q.E.D.
5. We now turn our attention to Fourier sine coefficients

$$
b_{n}=\int_{-1}^{1} f(t) \sin n \pi t d t
$$

Theorem 1 goes through verbatim for sine coefficients. Theorem 2 also goes through, but a different proof is required since Fejer's theorem does not hold for sine coefficients. (Consider, e.g.,

$$
\left.f(t)=\sum_{2}^{\infty} \frac{\sin n \pi t}{n \log n} .\right)
$$

Lemma 7. If $B$ is a Banach space and $\left(T_{n}\right)$ is a sequence of linear functionals on $B$ such that $\left\|T_{n}\right\|$ is bounded over $n$ and $T_{n} f \rightarrow 0$ as $n \rightarrow \infty$ for every $f$ in some fundamental set in $B$, then $T_{n} f \rightarrow 0$ as $n \rightarrow \infty$ for every $f$ in $B$.
(We say a subset of $B$ is fundamental if linear combinations of elements of the subset are dense in B.)

Proof. Let $f \in B$ and $\varepsilon>0$ be given. Then we can choose a linear combination $g$ of elements in the fundamental set such that $\|f-g\|<\varepsilon$. Now $T_{n} g \rightarrow 0$ as $n \rightarrow \infty$, so we can choose $N$ such that $\left|T_{n} g\right|<\varepsilon$ for all $n>N$. Therefore

$$
\left|T_{n} f\right| \leqq\left\|T_{n}\right\|\|f-g\|+\left|T_{n} g\right|<(M+1) \varepsilon
$$

for all $n>N$, where $M=\sup _{n}\left\|T_{n}\right\|$. Q.E.D.

Lemma 8. The variation of

$$
\psi_{n}(t)=\frac{\sin ^{2}(n \pi t / 2)}{\sin ^{2}(\pi t / 2)}
$$

over $|t| \leqq 1$ is $O\left(n^{2}\right)$ as $n \rightarrow \infty$.
Proof. The graph of $\psi_{n}(t)$ over $0 \leqq t \leqq 1$ lies between the graph of $\operatorname{cosec}^{2} \frac{1}{2} \pi t$ and the horizontal axis, touching each alternately at

$$
t=\frac{1}{n}, \frac{2}{n}, \cdots, 1 .
$$

Hence, clearly,

$$
\begin{aligned}
& \operatorname{var}_{0 \leqq t \leqq 1} \psi_{n}(t)<n^{2}+2\left(\operatorname{cosec}^{2}\left(\frac{1}{2} \frac{2 \pi}{n}\right)+\operatorname{cosec}^{2}\left(\frac{1}{2} \frac{4 \pi}{n}\right)+\cdots+\operatorname{cosec}^{2}\left(\frac{1}{2} \pi\right)\right) \\
& \quad \text { if } n \text { is even }, \\
& <n^{2}+2 n^{2}\left(\frac{1}{2^{2}}+\frac{1}{4^{2}}+\cdots+\frac{1}{n^{2}}\right), \\
& \\
& \quad \text { using the inequality } \sin \frac{1}{2} \pi x>x \text { for } 0<x<1, \\
& <\left(1+\frac{\pi^{2}}{12}\right) n^{2} .
\end{aligned}
$$

Similarly if $n$ is odd. Q.E.D.
Theorem $2^{\prime}$. If $f(t) \in C[-1,1]$ has Fourier sine coefficients

$$
b_{n}=\int_{-1}^{1} f(t) \sin n \pi t d t,
$$

then $n b_{n} \rightarrow 0$ in the double Cesaro sense.
Proof. If we write

$$
\begin{aligned}
& u_{n}=\frac{b_{1}+2 b_{2}+\cdots+n b_{n}}{n}, \\
& v_{n}=\frac{u_{1}+u_{2}+\cdots+u_{n}}{n},
\end{aligned}
$$

and $T_{n} f=v_{n}$, then $T_{n} f \rightarrow 0$ as $n \rightarrow \infty$ for every $f$ in the fundamental set

$$
\frac{1}{2}, \cos \pi t, \cos 2 \pi t, \cdots, \sin \pi t, \sin 2 \pi t, \cdots
$$

in the Banach space $C[-1,1]$, and

$$
\left\|T_{n}\right\|=\frac{1}{2 \pi n^{2}} \operatorname{var}_{|t| \leqq 1} \psi_{n+1}(t)
$$

is bounded over $n$. Q.E.D.
If instead we take $T_{n} f=u_{n}$, we have

$$
\left\|T_{n}\right\|=\frac{1}{2 \pi n} \operatorname{var}_{|t| \leqq 1} \frac{\sin (n+1 / 2) \pi t}{\sin (\pi t / 2)}
$$

which tends to infinity as $n \rightarrow \infty$ since

$$
n \log n=O\left[\operatorname{var}_{|t| \leqq 1} \frac{\sin (n+1 / 2) \pi t}{\sin (\pi t / 2)}\right]
$$

by a similar argument to that used in the proof of Lemma 4. So it follows by the uniform boundedness principle that there exist $f \in C[-1,1]$ for which $n b_{n}$ does not $\rightarrow 0$ in the single Cesaro sense.
6. If $f(t) \in A C[-1,1]$ is absolutely continuous over the interval $[-1,1]$, then $f(t)$ has a derivative $f^{\prime}(t) \in L^{1}[-1,1]$ and the fundamental theorem of calculus holds. If also $f(1)=f(-1)$, then we have

$$
\begin{aligned}
a_{n}^{\prime} & =\int_{-1}^{1} f^{\prime}(t) \cos n \pi t d t \\
& =\left.f(t) \cos n \pi t\right|_{-1} ^{1}+n \pi \int_{-1}^{1} f(t) \sin n \pi t d t \\
& =n \pi b_{n}, \\
b_{n}^{\prime} & =\int_{-1}^{1} f^{\prime}(t) \sin n \pi t d t \\
& =\left.f(t) \sin n \pi t\right|_{-1} ^{1}-n \pi \int_{-1}^{1} f(t) \cos n \pi t d t \\
& =-n \pi a_{n} .
\end{aligned}
$$

Hence, always assuming $f(1)=f(-1)$, we have $n a_{n} \rightarrow 0$ and $n b_{n} \rightarrow 0$ in general (see [1, p. 24]), $n^{3 / 2} a_{n} \rightarrow 0$ and $n^{3 / 2} b_{n} \rightarrow 0$ in the sense of Cesaro if $f^{\prime}(t) \in L^{2}[-1,1]$, and $n^{2} a_{n} \rightarrow 0$, $n^{2} b_{n} \rightarrow 0$ in the double Cesaro sense if $f(t) \in C^{1}[-1,1]$. It follows, as in $\S 4$, that the second two pairs of results hold for convergence in the ordinary sense if the Fourier coefficients are real, positive and decreasing. Observe that the condition $f(1)=f(-1)$ is not needed for the results concerning cosine coefficients since the proof of $b_{n}^{\prime}=-n \pi a_{n}$ does not require this condition.

The second two results for monotonic cosine coefficients can be obtained as corollaries of theorems about the order of magnitude of the eigenvalues of certain integral equations. In fact, if real, even $f(t) \in L^{1}[-1,1]$ is extended to [ $-2,2$ ] by requiring it to be periodic with period 2 , then

$$
T \phi(x)=\int_{-1}^{1} f(x-t) \phi(t) d t
$$

defines a compact symmetric operator $T$ on the Hilbert space $L^{1}[-1,1]$ whose eigenvalues are $\left(a_{n}\right)_{n \geqq 0}$ (multiplicity one for $n=0$, two for $n \geqq 1$ ). Heyl has shown (see [4]) that for an operator

$$
T \phi(x)=\int_{a}^{b} K(x, t) \phi(t) d t
$$

with a general symmetric $C^{1}$ kernel $K(x, t)$ defined on the square $[a, b]^{2}$, the eigenvalues $\left(\lambda_{n}\right)$ satisfy $n^{3 / 2} \lambda_{n} \rightarrow 0$ when arranged in descending order of modulus. It can be shown that this result still holds when $K(x, t)$ is assumed to be absolutely continuous in
each variable for each fixed value of the other variable and the partial derivatives are in $L^{2}[a, b]^{2}$ (see [3]). It can also be shown that, if the eigenvalues are positive and $K(x, t) \in C^{1}[a, b]^{2}$, then $n^{2} \lambda_{n} \rightarrow 0$ (see [2]).

Similar results hold with correspondingly higher powers of $n$ for functions $f(t)$ with higher order derivatives.
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# GENERALIZATION OF ZEMANIAN SPACES OF GENERALIZED FUNCTIONS WHICH HAVE ORTHONORMAL SERIES EXPANSIONS* 

STEVAN PILIPOVIC ${ }^{\dagger}$


#### Abstract

We define the space of generalized functions $\exp _{p} \mathscr{A}^{\prime}, p \in N$. If $f \in \exp _{p} \mathscr{A}^{\prime}$, then $f$ can be uniquely expanded into a series of the form $$
\begin{equation*} f=\sum_{n=0}^{\infty} a_{n} \psi_{n} \tag{*} \end{equation*}
$$


where $\left\{\psi_{n}\right\}_{n=0}^{\infty}$ is an orthonormal base of the corresponding space $L^{2}(I), I$ is an interval in $R,\left\{b_{n}\right\}_{n=0}^{\infty}$ is a sequence of complex numbers, such that for some $k \in N$,

$$
\begin{equation*}
b_{n}=O((\underbrace{\operatorname{expexp} \cdots \exp }_{p} \tilde{\lambda}_{n})^{k}), \quad n=0,1, \cdots \tag{**}
\end{equation*}
$$

$\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ is a sequence of eigenvalues of a corresponding operator $\mathscr{R}\left(\mathscr{R} \psi_{n}=\lambda_{n} \psi_{n}\right)$, and $\tilde{\lambda}_{n}=\left|\lambda_{n}\right|$ if $\lambda_{n} \neq 0$ and $\tilde{\lambda}_{n}=1$ if $\lambda_{n}=0$.

The series in (*) converges in the sense of weak topology in $\exp _{p} \mathscr{A}^{\prime}$. Conversely, if a sequence $\left\{b_{n}\right\}_{n=0}^{\infty}$ satisfies ( $* *$ ) for some $k \in N$, a unique element in $\exp _{p} \mathscr{A}^{\prime}$ is defined by the series in (*).

We give representation theorems for elements from $\exp _{p} \mathscr{A}^{\prime}, p=1,2, \cdots$, which show that spaces $\exp \mathscr{A}$; $\exp _{2} \mathscr{A}^{\prime}, \cdots$ are natural generalizations of the space $\mathscr{A}^{\prime}$ from [8].

1. Introduction and notation. In his book [8], Zemanian presented remarkable methods for constructing spaces of generalized functions which correspond to integral transformations and differential operators.

In this paper we shall generalize results from [8, Chap. 9], so we shall use notations from this monograph.

Let $I$ be an open interval of the real line $R$, and let $L^{2}(I)$ be the space of square integrable functions with the usual norm. We denote by $\mathscr{R}$ a linear differential selfadjoint operator of the form

$$
\mathscr{R}=\theta_{0} D^{n_{1}} \theta_{1} D^{n_{2}} \cdots D^{n_{v}} \theta_{\nu}
$$

such that

$$
\mathscr{R}=\bar{\theta}_{\nu}(-D)^{n_{\nu}} \cdots(-D)^{n_{2}} \bar{\theta}_{1}(-D)^{n_{1}} \bar{\theta}_{0},
$$

where $D=d / d x,\left\{\eta_{k}\right\}_{k=1}^{\nu}$ are nonnegative integers, $\left\{\theta_{k}\right\}_{k=0}^{\nu}$ are smooth functions on $I$ without zeros, and $\bar{\theta}_{k}$ are complex conjugates of $\theta_{k}, k=0,1, \cdots, \nu$. We suppose that there exist a sequence of real numbers $\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ and a sequence of smooth functions $\left\{\psi_{n}\right\}_{n=0}^{\infty}$ such that $\mathscr{R} \psi_{n}=\lambda_{n} \psi_{n}$. Furthermore we suppose that the sequence $\left\{\left|\lambda_{n}\right|\right\}_{n=0}^{\infty}$ monotonically tends to infinity and that $\left\{\psi_{n}\right\}$ forms an orthonormal base of $L^{2}(I)$.

[^38]If $\left\{\alpha_{n}\right\}_{n=0}^{\infty}$ is a sequence of complex numbers different from zero, we denote by $S\left(\alpha_{n}\right)$ and $S^{x}\left(\alpha_{n}\right)$ the sequence spaces defined in the following way (see [2]):

$$
\begin{aligned}
& \left\{a_{n}\right\}_{n=0}^{\infty} \in S\left(\alpha_{n}\right) \text { iff for every } k \in N_{0}, \sum_{n=0}^{\infty}\left|a_{n}\right|^{2}\left|\alpha_{n}\right|^{2 k}<\infty, \\
& \left\{b_{n}\right\}_{n=0}^{\infty} \in S^{x}\left(\alpha_{n}\right) \text { iff for some } k \in N_{0}, \sum_{n=0}^{\infty}\left|b_{n}\right|^{2}\left|\alpha_{n}\right|^{-2 k}<\infty
\end{aligned}
$$

( $N_{0}=N \cup\{0\}$ ).
Zemanian proved in [8, Chap. 9] that there exists a bijection between the space of generalized functions $\mathscr{A}^{\prime}$ whose elements may be uniquely expanded into a series and the space $S^{x}\left(\tilde{\lambda}_{n}\right)$ where $\tilde{\lambda}_{n}=\left|\lambda_{n}\right|$ if $\lambda_{n} \neq 0$ and $\tilde{\lambda}_{n}=1$ if $\lambda_{n}=0, n=0,1, \cdots$.

In this paper we shall investigate the space of generalized functions exp $\mathscr{A}^{\prime}$ which contains $\mathscr{A}^{\prime}$ as a proper subspace. The elements of the space $\exp \mathscr{A}^{\prime}$ have unique orthonormal expansions of the form

$$
\exp \mathscr{A}^{\prime} \ni f=\sum_{n=0}^{\infty} b_{n} \psi_{n}, \quad b_{n}=\left\langle f, \bar{\psi}_{n}\right\rangle, \quad n \in N_{0}
$$

where this series converges weakly in $\exp \mathscr{A}^{\prime}$. We shall show that there exists a bijection between the spaces $\exp \mathscr{A}^{\prime}$ and $S^{x}\left(\exp \tilde{\lambda}_{n}\right)$ :

$$
\exp \mathscr{A}^{\prime} \ni f=\sum_{n=0}^{\infty} b_{n} \psi_{n} \leftrightarrow\left\{b_{n}\right\} \in S^{x}\left(\exp \tilde{\lambda}_{n}\right)
$$

We shall give the representation theorem for the element of the space $\exp \mathscr{A}^{\prime}$ Moreover, we shall investigate further generalizations of the spaces exp $\mathscr{A}^{\prime}$, spaces $\exp \exp \mathscr{A}^{\prime}, \exp \exp \exp \mathscr{A}^{\prime}, \cdots$, for which we shall give representation theorems.

We shall briefly show in $\S 5$, Remark 2 that, similar to [8, 9.7], our theory can be applied in solving a class of differential equations of infinite order.

If we use the approach from the paper [6], we can construct the most general space of generalized functions whose elements have orthonormal expansion of the form $f=\sum_{n=0}^{\infty} b_{n} \psi_{n}$ without any condition on the coefficients $b_{n}, n \in N_{0}$.

In this paper our intention is to more precisely characterize generalized functions which have unique orthonormal expansions; for that purpose the spaces $\exp _{p} \mathscr{A}^{\prime}$ are more convenient.

We notice that the generalizations of the spaces $\mathscr{A}^{\prime}$ given in this paper can be done for the spaces $\mathscr{L}^{\prime}$ from [7] without difficulty.
2. Spaces $\exp \mathscr{A}$ and $\exp \mathscr{A}^{\prime}$. We denote by $\exp \mathscr{A}$ the subspace of $L^{2}(I)$ defined in the following way:

$$
\phi \stackrel{2}{=} \sum_{n=0}^{\infty} a_{n} \psi_{n} \in \exp \mathscr{A} \quad \text { iff }\left\{a_{n}\right\} \in S\left(\exp \tilde{\lambda}_{n}\right)
$$

( $\stackrel{2}{=}$ means equality in the $L^{2}$ sense. If there is no possibility for misinterpretation, we shall put $=$ instead of $\stackrel{2}{=}$ ).

In the space $\exp \mathscr{A}$ we introduce the sequence of norms

$$
\gamma_{k}(\phi):=\sqrt{\sum_{n=0}^{\infty}\left|a_{n}\right|^{2}\left(\exp \tilde{\lambda}_{n}\right)^{2 k}}, \quad k \in N_{0}
$$

This sequence of norms defines the usual topology in $S\left(\exp \tilde{\lambda}_{n}\right)$ [2]. Thus the spaces $\exp \mathscr{A}$ and $S\left(\exp \tilde{\lambda}_{n}\right)$ are isomorphic.

If we denote by $(\exp \mathscr{A})_{k}$ the subspace of $L^{2}(I)$ such that

$$
\phi \in(\exp \mathscr{A})_{k} \quad \text { iff } \quad \gamma_{k}(\phi)<\infty,
$$

it is easy to show that $(\exp \mathscr{A})_{k}, k \in N_{0}$, are Banach spaces. The sequence of norms $\left\{\gamma_{k}\right\}_{k=0}^{\infty}$ is pairwise, compatible [1, p. 13] and monotone $\left(\gamma_{p}(\phi) \leqq \gamma_{p+1}(\phi), p \in N_{0}\right)$. Since $\exp \mathscr{A}$ is a dense subspace of $(\exp \mathscr{A})_{k}$ according to the norm $\gamma_{k}$, from [1, p. 36] we have

$$
\begin{equation*}
\exp \mathscr{A}^{\prime}=\bigcup_{k=0}^{\infty}(\exp \mathscr{A})_{k}^{\prime} \tag{1}
\end{equation*}
$$

Proposition 1. (i) The space exp $\mathscr{A}$ is a dense subspace of $\mathscr{A}$ and $\mathscr{E}(I)$. Moreover, the inclusion mappings of $\exp \mathscr{A}$ into $\mathscr{A}$ or $\mathscr{E}(I)$ are continuous. $\left(\mathscr{E}(I)\right.$ is the space $C^{\infty}(I)$ with the usual topology.)
(ii) The space $\exp \mathscr{A}$ is nuclear if for some $k \in N_{0}, \sum_{n=0}^{\infty}\left(\exp \tilde{\lambda}_{n}\right)^{-2 k}<\infty$.
(iii) If $\phi \in \exp \mathscr{A}, \phi=\sum_{n=0}^{\infty} a_{n} \psi_{n}$ then for any $k \in N_{0}, \mathscr{R}^{k} \phi=\sum_{n=0}^{\infty} \lambda_{n}^{k} a_{n} \psi_{n} \in \exp \mathscr{A}$, where the series converges in the sense of convergence in $\exp \mathscr{A}$.

Proof. (i) If $\phi=\sum_{n=0}^{\infty} a_{n} \psi_{n} \in \mathscr{A}$, then $\left\{\sum_{n=0}^{\nu} a_{n} \psi_{n}\right\}$ is a sequence from exp $\mathscr{A}$ which in the sense of convergence in $\mathscr{A}$ converges to $\phi$. If

$$
\phi_{p}=\sum_{n=0}^{\infty} a_{n, p} \psi_{n}, \quad p \in N,
$$

is a sequence from $\mathscr{A}$ and $\phi=\sum_{n=0}^{\infty} a_{n} \psi_{n} \in \mathscr{A}$, then $\phi_{p} \rightarrow \phi$ in $\mathscr{A}$ iff for every $k \in N_{0}$, $\sum_{n=0}^{\infty}\left|a_{n, p}-a_{n}\right|^{2} \tilde{\lambda}_{n}^{2 k} \rightarrow 0$. So it is clear that the inclusion mapping (i): exp $\mathscr{A} \rightarrow \mathscr{A}$ is continuous. Since $\mathscr{A}$ is a dense subspace of $\mathscr{E}(I)$ and the inclusion mapping $i: \mathscr{A} \rightarrow \mathscr{E}(I)$ is continuous ([8, Lem. 9.3.4]), it follows that exp $\mathscr{A}$ is a dense subspace of $\mathscr{E}(I)$ and the inclusion mapping $i$ : $\exp \mathscr{A} \rightarrow \mathscr{E}(I)$ is continuous.
(ii) This follows from [3] because the space $S\left(\exp \tilde{\lambda}_{n}\right)$ is equal to the space $\lambda\left(\exp \tilde{\lambda}_{n}\right)=\left\{\left\{x_{n}\right\}_{n=0}^{\infty} ; \sum_{n=0}^{\infty}\left|x_{n}\right|\left(\exp \tilde{\lambda}_{n}\right)^{k}<\infty\right.$ for every $\left.k \in N_{0}\right\}$ iff for some $k \in N_{0}$, $\sum_{n=0}^{\infty}\left(\exp \tilde{\lambda}_{n}\right)^{-k}<\infty$ holds ([5]).
(iii) Since this assertion holds for elements from $\mathscr{A}$, it is easy to prove that this holds for elements from $\exp \mathscr{A}$.

Theorem 2. (i) If $\phi \in \exp \mathscr{A}$, then for every $k \in N_{0}$,

$$
\theta_{k}(\phi):=\sum_{n=0}^{\infty} \frac{k^{n}}{n!}\left\|\mathscr{R}^{n} \phi\right\|_{2}<\infty .
$$

(ii) The sequences of norms $\left\{\boldsymbol{\theta}_{k}\right\}$ and $\left\{\gamma_{k}\right\}$ in $\exp \mathscr{A}$ are equivalent.

Proof. (i) Let $\phi=\sum_{n=0}^{\infty} a_{n} \psi_{n} \in \exp \mathscr{A}$. Since

$$
\left\|\mathscr{R}^{k} \boldsymbol{\phi}\right\|_{2}=\sqrt{\sum_{p=0}^{\infty}\left|a_{p}\right|^{2} \lambda_{p}^{2 k}},
$$

we have (with $m>k$ and some $C>0$ )

$$
\begin{aligned}
\boldsymbol{\theta}_{k}(\phi) & =\sum_{n=0}^{\infty} \frac{k^{n}}{n!} \sqrt{\sum_{p=0}^{\infty}\left|a_{p}\right|^{2} \lambda_{p}^{2 n}}=\sum_{n=0}^{\infty} \sqrt{\sum_{p=0}^{\infty} \frac{k^{2 n}}{n!^{2}}\left|a_{p}\right|^{2} \lambda_{p}^{2 n}} \\
& \leqq C \sqrt{\sum_{n=0}^{\infty} \sum_{p=0}^{\infty}\left(\frac{m^{n}}{n!}\left|a_{p}\right| \tilde{\lambda}_{p}^{n}\right)^{2}}=C \sqrt{\sum_{p=0}^{\infty}\left|a_{p}\right|^{2} \sum_{n=0}^{\infty}\left(\frac{m^{n}}{n!} \tilde{\lambda}_{p}^{n}\right)^{2}} \\
& \leqq C \sqrt{\sum_{p=0}^{\infty}\left|a_{p}\right|^{2}\left(\sum_{n=0}^{\infty} \frac{m^{n}}{n!} \tilde{\lambda}_{p}^{n}\right)}=C \sqrt{\sum_{p=0}^{\infty}\left|a_{p}\right|^{2}\left(\exp \tilde{\lambda}_{p} m\right)} \\
& \leqq C \gamma_{m}(\phi)<\infty .
\end{aligned}
$$

(ii) In (i) we proved that $\theta_{k}(\phi) \leqq C \gamma_{m}(\phi)$, so we have to prove that for a given $k \in N_{0}$ there exist $C>0$ and $m \in N_{0}$ such that

$$
\gamma_{k}(\phi) \leqq C \theta_{m}(\phi)
$$

Since finitely many $\lambda_{n}$ may be equal to zero, we have (with $m>r>k$ and suitable $C_{11} C_{21} C$ )

$$
\begin{aligned}
\gamma_{k}(\phi) & =\sqrt{\sum_{n=0}^{\infty}\left|a_{n}\right|^{2}\left(\exp \tilde{\lambda}_{n} k\right)^{2}} \leqq C_{1} \sqrt{\sum_{n=0}^{\infty}\left|a_{n}\right|^{2}\left(\sum_{p=0}^{\infty} \frac{\left(\left|\lambda_{n}\right| k\right)^{p}}{p!}\right)^{2}} \\
& \leqq C_{2} \sqrt{\sum_{n=0}^{\infty}\left|a_{n}\right|^{2} \sum_{p=0}^{\infty} \frac{\left|\lambda_{n}\right|^{2 p} r^{2 p}}{p!^{2}}}=C_{2} \sqrt{\sum_{p=0}^{\infty} \frac{r^{2 p}}{p!^{2}} \sum_{n=0}^{\infty}\left|a_{n}\right|^{2}\left|\lambda_{n}\right|^{2 p}} \\
& \leqq C \sup _{p}\left\{\frac{m^{p}}{p!} \sqrt{\sum_{n=0}^{\infty}\left|a_{n}\right|^{2}\left|\lambda_{n}\right|^{2 p}}\right\} \leqq C \sum_{p=0}^{\infty} \frac{m^{p}}{p!} \sqrt{\sum_{n=0}^{\infty}\left|a_{n}\right|^{2}\left|\lambda_{n}\right|^{2 p}}=C \theta_{m}(\phi) .
\end{aligned}
$$

So the proof is complete.
If we denote by $(\exp \mathscr{A})_{k}, k \in N_{0}$, a subspace of $\mathscr{A}$ such that $\phi \in(\exp \mathscr{A})_{k}$ iff $\theta_{k}(\phi)<\infty$, by the standard arguments one can prove:

Proposition 3. The space $(\overline{\exp \mathscr{A}})_{k}, k \in N_{0}$, is a Banach space.
The sequence of norms $\left\{\theta_{k}\right\}$ monotonically increases and any two norms from this sequence are consistent.

If $\phi \stackrel{2}{=} \sum_{n=0}^{\infty} a_{n} \psi_{n}$ is an arbitrary element from $(\exp \mathscr{A})_{k}$, then the sequence $\left\{\sum_{n=0}^{\nu} a_{n} \psi_{n}\right\}_{\nu=0}^{\infty}$ from $\exp \mathscr{A}$ converges to $\phi$ in the sense of convergence in $(\widetilde{\exp \mathscr{A}})_{k}$.

So $(\widetilde{\exp \mathscr{A}})_{k}$ is a completion of $\exp \mathscr{A}$ according to the norm $\theta_{k}$, and we have:
Proposition 4. $\exp \mathscr{A}^{\prime}=\bigcup_{k=0}^{\infty}(\exp \mathscr{A})_{k}^{\prime}$.
3. Representation theorems. [8, Thms. 9.5.1 and 9.6.1] directly imply:

Theorem 5. (i) If $f \in \exp \mathscr{A}^{\prime}$, then there exists a sequence of complex numbers $\left\{b_{n}\right\}_{n=0}^{\infty}$ such that

$$
\begin{equation*}
f=\sum_{n=0}^{\infty} b_{n} \psi_{n}, \quad b_{n}=\left\langle f, \bar{\psi}_{n}\right\rangle, \quad n \in N_{0} \tag{2}
\end{equation*}
$$

where the series converges weakly in $\exp \mathscr{A}^{\prime}$.
(ii) The series on the right side of (2) converges in $\exp \mathscr{A}^{\prime}$ iff there exists $r \in N_{0}$ such that $\sum_{n=0}^{\infty}\left|b_{n}\right|^{2} \exp \left(-2 r \tilde{\lambda}_{n}\right)<\infty\left(\right.$ that is, $\left.\left\{b_{n}\right\} \in S^{x}\left(\exp \tilde{\lambda}_{n}\right)\right)$.

We shall prove:
Theorem 6. If $f \in \exp \mathscr{A}^{\prime}$, there exists a sequence $\left\{f_{n}\right\}_{n=0}^{\infty}$ from $L^{2}(I)$ and $k \in N_{0}$ such that

$$
\begin{equation*}
f=\sum_{n=0}^{\infty} \frac{k^{n}}{n!} \mathscr{R}^{n} f_{n} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{n \in N_{o}}\left\|f_{n}\right\|_{2}<\infty . \tag{4}
\end{equation*}
$$

Conversely, if a sequence $\left\{f_{n}\right\}$ from $L^{2}(I)$ satisfies (4), with the series on the right side of (3) a unique element from $\exp \mathscr{A}^{\prime}$ is defined.

Proof. For the proof we shall use an idea from [9] (see also [4]). If $f \in \exp \mathscr{A}^{\prime}$, then from Proposition 4 it follows that $f$ may be extended from $\exp \mathscr{A}$ onto $(\exp \mathscr{A})_{k}$ for some $k \in N_{0}$, to become an element of $(\exp \mathscr{A})_{k}^{\prime}$. We denote this element from $(\exp \mathscr{A})_{k}^{\prime}$ again by $f$. So we shall give a representation of any element from $(\exp \mathscr{A})_{k}^{\prime}, k \in N_{0}$.

We denote by $\Gamma$ the subspace of the Tikhonov product $\prod_{p=0}^{\infty} L^{2}(I)$ defined in the following way:

$$
\left\{f_{n}\right\}_{n=0}^{\infty} \in \Gamma \quad \text { iff } \quad\left\|\left\{f_{n}\right\}\right\|_{\Gamma}:=\sum_{n=0}^{\infty}\left\|f_{n}\right\|_{2}<\infty .
$$

The mapping $\alpha$ from $(\widetilde{\exp \mathscr{A}})_{k}$ to $\Gamma$ is defined by

$$
\alpha(\phi)=\left\{\frac{k^{n}}{n!} \mathscr{R}^{n} \phi\right\}_{n=0}^{\infty}
$$

is an isometry of $(\widetilde{\exp \mathscr{A}})_{k}$ and of $\left((\widetilde{\exp \mathscr{A}})_{k}\right) \subset \Gamma$. We define a continuous linear functional $\tilde{f}$ on $\alpha\left((\underset{\exp \mathscr{A}}{ })_{k}\right)$ by

$$
\langle\tilde{f}, \psi\rangle=\left\langle f, \alpha^{-1}(\psi)\right\rangle \psi \in \alpha\left((\widetilde{\exp \mathscr{A}})_{k}\right) .
$$

From the Hahn-Banach theorem it follows that $\tilde{f}$ may be extended onto $\Gamma$ continuously and linearly. We denote this extension by $F$. It is known that if $F \in \Gamma^{\prime}$, then there exists a sequence of functions $\left\{f_{n}\right\}$ from $L^{2}(I)$ such that

$$
\left\langle F,\left\{\psi_{n}\right\}\right\rangle=\sum_{n=0}^{\infty} \int_{I} f_{n}(x) \psi_{n}(x) d x,\left\{\psi_{n}\right\} \in \Gamma, \quad \text { and } \quad \sup _{n \in N_{0}}\left\|f_{n}\right\|_{2}<\infty
$$

This means that if $\phi \in \exp \mathscr{A}$, then in the sense of weak convergence in exp $\mathscr{A}^{\prime}$, we have

$$
\begin{align*}
\langle f, \phi\rangle & =\sum_{n=0}^{\infty} \int_{I} f_{n}(x) \frac{k^{n}}{n!} \mathscr{R}^{k} \phi(x) d x=\sum_{n=0}^{\infty} \frac{k^{n}}{n!}\left\langle f_{n}, \mathscr{R}^{k} \phi\right\rangle \\
& =\sum_{n=0}^{\infty}\left\langle\frac{k^{n}}{n!} \mathscr{R}^{k} f_{n}, \phi\right\rangle=\left\langle\sum_{n=0}^{\infty} \frac{k^{n} \mathscr{R}^{k} f_{n}}{n!}, \phi\right\rangle . \tag{5}
\end{align*}
$$

It follows that $f$ is of the form (3) such that (4) holds.
4. Spaces $\exp _{p} \mathscr{A}$ and $\exp _{p} \mathscr{A}^{\prime}(p \geqq 2)$. If $\phi \in \exp \mathscr{A}$ then the series $\sum_{n=0}^{\infty}\left(k^{n} / n!\right) \mathscr{R}^{k} \phi$ converges in $L^{2}(I)$. This follows from Theorem 2 (i). Let us denote by

$$
E_{1}^{k}=(\exp \mathscr{R})^{k}=\exp k \mathscr{R}, \quad k \in N_{0},
$$

the linear differential operator from $\exp \mathscr{A}$ to $L^{2}(I)$ defined by

$$
\phi \mapsto(\exp k \mathscr{R}) \phi:=\sum_{n=0}^{\infty} \frac{k^{n}}{n!} \mathscr{R}^{n} \phi, \quad \phi \in \exp \mathscr{A}
$$

We have
Proposition 7. The operator $E_{1}^{k}, k \in N_{0}$, is the continuous operator of the space $\exp \mathscr{A}$ into the same space.

Proof. If $\phi=\sum_{n=0}^{\infty} a_{n} \psi_{n} \in \exp \mathscr{A}$ and $E_{1}^{k} \phi=\sum_{n=0}^{\infty} c_{n} \psi_{n} \in L^{2}(I)$, we have

$$
\begin{equation*}
c_{p}=\left\langle\sum_{n=0}^{\infty} \frac{k^{n}}{n!} \mathscr{R}^{n} \phi, \bar{\psi}_{p}\right\rangle=\sum_{n=0}^{\infty} \frac{k^{n}}{n!} \lambda_{p}^{n}\left\langle\phi, \bar{\psi}_{p}\right\rangle=a_{p} \exp \left(k \lambda_{p}\right), \quad p \in N_{0} . \tag{6}
\end{equation*}
$$

From (6) it easily follows that $E_{1}^{k} \phi \in \exp \mathscr{A}$ and that the mapping $E_{1}^{k}: \exp \mathscr{A} \mapsto \exp \mathscr{A}$ is continuous.

We denote by $\exp \exp \mathscr{A}$ the subspace of $\exp \mathscr{A}$ defined in the following way

$$
\phi=\sum_{n=0}^{\infty} a_{n} \psi_{n} \in \exp \exp \mathscr{A}
$$

iff for every $k \in N_{0}$,

$$
{ }_{2} \gamma_{k}(\phi):=\sqrt{\sum_{n=0}^{\infty}\left|a_{n}\right|^{2}\left(\exp \exp \tilde{\lambda}_{n}\right)^{2 k}}<\infty \quad\left(\text { that is, }\left\{a_{n}\right\} \in S\left(\operatorname{expexp} \tilde{\lambda}_{n}\right)\right)
$$

If $\phi=\sum_{n=0}^{\infty} a_{n} \psi_{n} \in \exp \mathscr{A}$, then $\left\{\sum_{n=0}^{\nu} a_{n} \psi_{n}\right\}_{\nu=0}^{\infty}$ is a sequence from expexp $\mathscr{A}$ which converges to $\phi$ in $\exp \mathscr{A}$. This implies that $\exp \exp \mathscr{A}$ may be continuously embedded into $\exp \mathscr{A}$ and $\mathscr{E}(I)$ as a dense subspace.

The sequence of norms $\left\{{ }_{2} \gamma_{k}\right\}_{k=0}^{\infty}$ is equivalent with the following sequence of norms on $\exp \exp \mathscr{A}$ :

$$
{ }_{2} \theta_{k}(\phi):=\sum_{n=0}^{\infty} \frac{k^{n}}{n!} \sum_{m=0}^{\infty} \frac{n^{m}}{m!}\left\|\mathscr{R}^{m} \phi\right\|_{2} .
$$

This may be proved similarly as in Theorem 2.
We may construct in the same way the spaces exp exp $\exp \exp \mathscr{A}, \exp \exp \exp \mathscr{A}, \cdots$, defined respectively by the norms $\left\{{ }_{3} \gamma_{k}\right\},\left\{_{4} \gamma_{k}\right\}, \cdots$, where

$$
{ }_{p} \gamma_{k}(\phi):=\sqrt{\sum_{n=0}^{\infty}\left|a_{n}\right|^{2}(\underbrace{\operatorname{expexp} \cdots \exp }_{p} \tilde{\lambda}_{n})^{2 k}}, \quad k \in N_{0}, \quad p=3,4, \cdots,
$$

is a norm on

$$
(\underbrace{\exp \cdots \exp \mathscr{A}}_{p})
$$

Let us denote the latter space $\exp _{p} \mathscr{A}$. The operator

$$
E_{p}^{k}=(\underbrace{\exp \exp \cdots \exp }_{p} \mathscr{R})^{k}, \quad k \in N_{0}, p \geqq 2,
$$

on $\exp _{p} \mathscr{A}, p \geqq 2$, defined by

$$
E_{p}^{k} \phi=\sum_{m_{1}=0}^{\infty} \frac{k^{m_{1}}}{m_{1}!} \sum_{m_{2}=0}^{\infty} \frac{m_{1}^{m_{2}}}{m_{2}!} \cdots \sum_{m_{p}=0}^{\infty} \frac{m_{p}^{m_{p}} 1}{m_{p}!} \mathscr{R}^{m_{p}} \phi, \quad \phi \in \exp _{p} \mathscr{A}
$$

continuously maps $\exp _{p} \mathscr{A}$ into $\exp _{p} \mathscr{A}$.
Similarly as for the space $\exp \mathscr{A}$ one can prove:
Theorem 8. (i) The space $\exp _{p} \mathscr{A}, p \geqq 2$, may be continuously embedded into the spaces $\exp _{p-1} \mathscr{A}, \cdots, \exp \mathscr{A}, \mathscr{E}(I)$.
(ii) The sequence of norms $\left\{{ }_{p} \gamma_{k}\right\}_{k=0}^{\infty}$ on $\exp \mathscr{A}, p \geqq 2$, is equivalent to the sequence of norms

$$
{ }_{p} \theta_{k}(\phi):=\sum_{m_{1}=0}^{\infty} \frac{k^{m_{1}}}{m_{1}!} \sum_{m_{2}=0}^{\infty} \frac{m_{1}^{m_{2}}}{m_{2}!} \cdots \sum_{m_{p}=0}^{\infty} \frac{m_{p-1}^{m_{p}}}{m_{p}!}\left\|\mathscr{R}^{m_{p}} \phi\right\|_{2}, \quad k \in N_{0}, \quad p \geqq 2 .
$$

This means that $\mathscr{E}^{\prime}(I), \mathscr{A}^{\prime}, \cdots, \exp _{p-1} \mathscr{A}^{\prime}$ are subspaces of $\exp _{p} \mathscr{A}^{\prime}$.
Now, we shall give the generalizations of Theorems 5 and 6.
Theorem 9. (i) If $f \in \exp _{p} \mathscr{A}^{\prime}$, then there exists a sequence of complex numbers $\left\{b_{n}\right\}$ such that

$$
\begin{equation*}
f=\sum_{n=0}^{\infty} b_{n} \psi_{n}, \quad b_{n}=\left\langle f, \bar{\psi}_{n}\right\rangle, \quad n \in N_{0}, \tag{7}
\end{equation*}
$$

where the series converges weakly in $\exp _{p} \mathscr{A}$.
(ii) The series on the right side of (7) converges in $\exp _{p} \mathscr{A}^{\prime}$ iff there exists an $r \in N_{0}$ such that

$$
\sum_{n=0}^{\infty}\left|b_{n}\right|^{2} \exp (-2 r(\underbrace{\exp \cdots \exp }_{p-1} \lambda_{n}))<\infty(\left\{b_{n}\right\} \in S^{x}(\underbrace{\exp \cdots \exp }_{p} \tilde{\lambda}_{n}))
$$

Theorem 10. If $f \in \exp _{p} \mathscr{A}$, there exist a sequence $\left\{f_{\left(m_{1}, \cdots, m_{p}\right)}\right\},\left(m_{1}, \cdots, m_{p}\right) \in N_{0}^{p}$ from $L^{2}(I)$ and a $k \in N_{0}$ such that

$$
\begin{equation*}
f=\sum_{m_{1}=0}^{\infty} \frac{k^{m_{1}}}{m_{1}!} \sum_{m_{2}=0}^{\infty} \frac{m_{1}^{m_{2}}}{m_{2}!} \cdots \sum_{m_{p}=0}^{\infty} \frac{m_{p-1}^{m_{p}}}{m_{p}!} \mathscr{R}^{m_{p}} f_{\left(m_{1}, \cdots, m_{p}\right)} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup \left\{\left\|f_{\left(m_{1}, \cdots, m_{p}\right)}\right\|_{2} ;\left(m_{1}, m_{2}, \cdots, m_{p}\right) \in N_{0}^{p}\right\}<\infty . \tag{9}
\end{equation*}
$$

Conversely, if a sequence $\left\{f_{\left(m_{1}, \cdots, m_{p}\right)}\right\}$ from $L^{2}(I)$ satisfies (9), a unique element from $\exp _{p} \mathscr{A}^{\prime}$ is defined by the series on the right of (8).

## 5. Remarks.

Remark 1. It is clear that if $\left\{\mu_{n}\right\}_{n=0}^{\infty}$ is a sequence of complex numbers such that

$$
\mu_{n}=O(\underbrace{\exp \cdots \exp \tilde{\lambda}_{n}}_{p})^{k}) \quad \text { for some } k \in N
$$

then by

$$
\begin{equation*}
\sum_{n=0}^{\infty} a_{n} \psi_{n} \mapsto \sum_{n=0}^{\infty} a_{n} \mu_{n} \psi_{n} \tag{10}
\end{equation*}
$$

a linear continuous operator of multiplier type from $\mathscr{A}^{\prime}$ into $\exp _{p} \mathscr{A}^{\prime}$ or from $\exp _{m} \mathscr{A}^{\prime}$ into $\exp _{m+p} \mathscr{A}^{\prime}$ is defined. (We suppose in (10) that the series converges in the weak sense of the corresponding spaces of generalized functions.)

Remark 2. In the preceding section we defined differential operators of infinite orders $E_{p}^{k}, p \in N, k \in N$. As in [8, 9.7], one can easily show that the differential equation of the form

$$
\left(P_{0}(\mathscr{R})+P_{1}\left(E_{1}\right)+\cdots+P_{p}\left(E_{p}\right)\right) f=g,
$$

where $g \in \exp _{p} \mathscr{A}^{\prime}$ and $P_{0}, P_{1}, \cdots, P_{p}$ are arbitrary polynomials, has a solution in the space $\exp _{p} \mathscr{A}^{\prime}$.
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#### Abstract

A new theory of generalized functions has been developed by one of the authors (de Graaf). In this theory the analyticity domain of each positive self-adjoint unbounded operator $\mathscr{A}$ in a Hilbert space $X$ is regarded as a test space denoted by $\mathscr{S}_{X, \mathscr{L}}$. In the first part of this paper, we consider perturbations $\mathscr{P}$ on $\mathscr{A}$ for which there exists a Hilbert space $Y$ such that $\mathscr{A}+\mathscr{P}$ is a positive self-adjoint operator in $Y$. In particular, we investigate for which perturbations $\mathscr{P}$ and for which $\nu>0, \mathscr{S}_{X, \mathscr{A}} \subset \mathscr{S}_{Y,(\mathscr{A}+\mathscr{P})^{\nu}}$. The second part is devoted to applications. We construct Hankel invariant distribution spaces. The corresponding test spaces are described in terms of the $\mathscr{S}_{\alpha}^{\beta}$-spaces introduced by Gel'fand and Shilov. It turns out that the modified Laguerre polynomials establish an uncountable number of bases for the space of even entire functions in $\mathscr{S}_{\mu}^{\mu}$ ( $\frac{1}{2} \leqq \mu \leqq 1$ ). For an even entire function $\varphi$ we give necessary and sufficient conditions on the coefficients in the Fourier expansion with respect to each basis such that $\varphi \in \mathscr{S}_{\mu}^{\mu}$.
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Introduction. Let $X$ be a separable infinitely dimensional Hilbert space and let $\mathscr{L}$ be a linear operator in $X$. Then $\mathscr{D}^{\omega}(\mathscr{L})$, the analyticity domain of $\mathscr{L}$, consists of all vectors $v \in \bigcap_{n=1}^{\infty} \mathscr{D}\left(\mathscr{L}^{n}\right)$ satisfying

$$
\exists_{a>0} \exists_{b>0} \forall_{n \in \mathbb{N}}:\left\|\mathscr{L}^{n} v\right\| \leqq n!a^{n} b .
$$

For a positive self-adjoint operator $\mathscr{A}$ in $X$, Nelson [13] proved that $\mathscr{D}^{\omega}(\mathscr{A})$ can also be described as

$$
\mathscr{D}^{\omega}(\mathscr{A})=\bigcup_{t>0} e^{-t \mathscr{A}}(X)=\left\{e^{-t \mathscr{A}} w \mid w \in X, t>0\right\} .
$$

Instead of $\mathscr{D}^{\omega}(\mathscr{A})$ we use the notation $\mathscr{S}_{X, \mathscr{A}}$ introduced by de Graaf. The spaces of type $\mathscr{S}_{X, \mathscr{A}}$ are called analyticity spaces. They are nonstrict inductive limits of Hilbert spaces. Together with their strong duals $\mathscr{T}_{X, \mathscr{\infty}}$ they establish the functional analytic description of the distribution theory in [7].

For each positive constant $\nu$ the operator $\mathscr{A}^{\nu}$ is well defined, positive and selfadjoint in $X$. So it makes sense to write $\mathscr{S}_{X, \mathscr{Q}}$. The question arises for which perturbations $\mathscr{P}$ on $\mathscr{A}$ there can be found a Hilbert space $Y$ such that $\mathscr{A}+\mathscr{P}$ is a positive self-adjoint operator in $Y$ and $\mathscr{S}_{X, \mathscr{A}^{\nu}} \subset \mathscr{S}_{Y,(\mathscr{A}+\mathscr{P})^{\text {. }}}$. In the paper [1] the case $\nu=1$ has been considered. Also some results concerning analytic dominancy can be found there.

In the second part of this paper we study a class of Hankel invariant test and distribution spaces, and also their relations to the $\mathscr{S}_{\alpha}^{\beta}$-spaces of Gel'fand and Shilov [9]. With our papers [2] and [4] we have started this study. There we have shown that the space of even functions in $\mathscr{S}_{1 / 2}^{1 / 2}$ remains invariant under the modified Hankel transforms $\mathbf{H}_{\alpha}, \alpha>-1$, defined by

$$
\left(\mathbf{H}_{\alpha} f\right)(x)=\int_{0}^{\infty}(x y)^{-\alpha} J_{\alpha}(x y) f(y) y^{2 \alpha+1} d y .
$$

Moreover, for each $\alpha>-1$ the space of even functions in $\mathscr{S}_{1 / 2}^{1 / 2}$ equals the analyticity space $\mathscr{S}_{X_{\alpha}, \mathscr{A}_{\alpha}}$ where $X_{\alpha}=\mathfrak{R}_{2}\left((0, \infty), x^{2 \alpha+1} d x\right)$ and $\mathscr{A}_{\alpha}=-d^{2} / d x^{2}+x^{2}-(2 \alpha+1) x d / d x$.

[^39]The operator $\mathscr{A}_{\alpha}$ has an orthonormal basis of eigenvectors $\left(\mathbf{L}_{n}^{(\alpha)}\right)_{n=0}^{\infty}$ with eigenvalues $4 n+2 \alpha+2$. So for each even $f \in \mathscr{C}_{1 / 2}^{1 / 2}$ there exists an $l_{2}$-sequence $\left(\omega_{n}\right)_{n=0}^{\infty}$ and $t>0$ such that $f=\sum_{n=0}^{\infty} \exp (-(4 n+2 \alpha+2) t) \omega_{n} \mathbf{L}_{n}^{(\alpha)}$. Here we prove similar results for the spaces $\mathscr{S}_{X_{\alpha}\left(\mathscr{O}_{\alpha}\right)^{\nu}}$ with $\nu \geqq \frac{1}{2}$ and $\alpha>-1$. It will follow that for all $\alpha, \beta>-1$ and all $\nu \geqq \frac{1}{2}$

$$
\mathscr{S}_{X_{\alpha}\left(\mathscr{Q}_{\alpha}\right)}=\mathscr{S}_{X_{\beta},\left(\mathscr{Q}_{\beta}\right)^{n}} .
$$

For $\nu \in\left[\frac{1}{2}, 1\right]$ the analyticity space $\mathscr{S}_{X_{-1 / 2}\left(\mathscr{Q}_{-1 / 2}\right)^{\nu}}$ contains just the even functions in $\mathscr{S}_{1 / 2 \nu}^{1 / 2 \nu}$.

1. General theory. Let $\mathscr{A}$ be a positive self-adjoint operator in a Hilbert space $X$ and let $\nu>0$. It makes sense to write $\mathscr{A}^{\nu}$ and the operator $\mathscr{A}^{\nu}$ is positive and self-adjoint in $X$. So the space $\mathscr{S}_{X, \mathscr{Q}^{\nu}}$ is well defined. Its elements are characterized by

Lemma 1.1. For each $f \in \mathscr{D}\left(\mathscr{A}^{\infty}\right) \subset X$ the following statements are equivalent:
(i) $\exists_{a>0} \exists_{b>0} \forall_{k \in \mathrm{~N}}:\left\|\mathscr{A}^{k} f\right\| \leqq(k!)^{1 / v} a^{k} b$.
(ii) $f \in \mathscr{S}_{X, \mathscr{A}^{\nu}}$.

Proof. (i) $\Rightarrow$ (ii). Let $N \in \mathbf{N}$ and let $\tau>0$. Consider the following estimation

$$
\begin{align*}
\sum_{k=0}^{N} \frac{\tau^{k}}{k!}\left\|\mathscr{A}^{\nu k} f\right\| & \leqq \sum_{k=0}^{N} \frac{\tau^{k}}{k!}\left\|\mathscr{A}^{-1+\nu k-[\nu k]}\right\|\left\|\mathscr{A}^{[\nu k]+1} f\right\|  \tag{*}\\
& \leqq b_{1} \sum_{k=0}^{N} \frac{\tau^{k}}{k!}(([\nu k]+1)!)^{\nu k} a^{k}
\end{align*}
$$

where $b_{1}=b \sup _{k \in \mathrm{~N} \cup\{0\}}\left(\left\|\mathscr{A}^{-1+\nu k-[\nu k]}\right\|\right)$. The following inequalities are valid:

$$
([\nu k]+1)!\leqq([\nu k]+1)([\nu k]+1)^{[\nu k]} \leqq e([\nu k]+1)(\nu k)^{\nu k} .
$$

So $([\nu k]+1)!\leqq(e([\nu k]+1))^{1 / \nu}(\nu e)^{k} k!$, and for $\tau<(\nu e a)^{-1}$ the series (*) converges. It implies that $f \in \exp \left(-\tau \mathscr{A}^{\nu}\right)(X)$.
(ii) $\Rightarrow$ (i). Suppose $g \in \mathscr{S}_{X, \mathscr{Q}^{\nu}}$. Then there exists $s>0$ and $w \in X$ such that $g=$ $\exp \left(-s \mathscr{A}^{\nu}\right) w$. Let $k \in \mathbf{N}$. Then we estimate as follows

$$
\begin{aligned}
\left\|\mathscr{A}^{k} f\right\| & \leqq\left\|\mathscr{A}^{k} \exp \left(-s \mathscr{A}^{\nu}\right)\right\|\|w\|=\|w\|\left(\frac{k}{\nu S}\right)^{k / \nu} e^{-k / \nu} \\
& \leqq\|w\|(1 / \nu s)^{k / \nu} \cdot(k!)^{1 / \nu} .
\end{aligned}
$$

With $a=(\nu s)^{-1 / \nu}$ and $b=\|w\|$ the implication (ii) $\Rightarrow$ (i) has been proved.
Let $\mathscr{L}$ be an unbounded linear operator in $X$. Then the operators $\mathscr{L}^{2}, \mathscr{L}^{3}, \cdots$ are well defined. As a corollary of the previous theorem we get the following.

Corollary 1.2. Let $n \in \mathbf{N}$ and let $f \in \mathfrak{D}^{\omega}(\mathscr{L})$. The following statements are equivalent.
(i) $\exists_{a>0} \exists_{b>0} \forall_{k \in N}:\left\|\mathscr{L}^{k} f\right\| \leqq(k!)^{1 / n} a^{k} b$.
(ii) $f \in \mathscr{D}^{\omega}\left(\mathscr{L}^{n}\right)$.

As mentioned in the introduction we investigate perturbations $\mathscr{P}$ on $\mathscr{A}$ such that $\mathscr{D}^{\omega}\left((\mathscr{A}+\mathscr{P})^{\nu}\right) \supset \mathscr{S}_{X, \mathscr{L}^{\nu}}$. For $\nu=1$ the following result has been proved in [1]. Here we consider general $\nu>0$.

Theorem 1.3. Let $\mathscr{P}$ be a linear operator in $X$ with $\mathfrak{D}(\mathscr{P}) \supset \mathscr{S}_{X, \mathscr{Q}^{\nu}}$. Suppose the following conditions are satisfied.
(i) There exists a Hilbert space $Y$ such that $\exp \left(-t \mathscr{A}^{\nu}\right)$ maps $X$ into $Y$ for all $t>0$.
(ii) In addition, $\mathscr{A}+\mathscr{P}$ defined on $\mathscr{S}_{X, \mathscr{2}}$ is positive and essentially self-adjoint in $Y$.
(iii) There exists an everywhere defined, monotone nonincreasing function $\varphi$ on $(0,1)$ such that

$$
\forall_{r: 0<r<1}:\left\|\exp \left(r \mathscr{A}^{\nu}\right) \mathscr{P}_{\mathscr{A}^{-1}} \exp \left(-r \mathscr{A}^{\nu}\right)\right\|_{X} \leqq \varphi(r) .
$$

Then $\mathscr{S}_{X, \mathscr{A}^{\nu}} \subset \mathscr{S}_{Y,(\mathscr{A}+\mathscr{P})^{\nu}}$.
Proof. We note first that $\mathscr{S}_{X, \mathscr{Q}^{\nu}}=\mathrm{U}_{0<t<1} \exp \left(-t \mathscr{A}^{\nu}\right)(X)$. So let $0<t<1$, and let $0<\tau<t$. Put $s=t-\tau$. We want to estimate the norm of the operator $\exp \left(\tau \mathscr{A}^{\nu}\right)$ $\cdot(\mathscr{A}+\mathscr{P})^{k} \exp \left(-t \mathscr{A}^{\nu}\right)$ for each $k \in \mathbf{N}$. Therefore we factor as follows

$$
\begin{aligned}
& \exp \left(\tau \mathscr{A}^{\nu}\right)(\mathscr{A}+\mathscr{P})^{k} \exp \left(-t \mathscr{A}^{\nu}\right) \\
& =\prod_{j=0}^{k-1}\left\{\exp \left(\left(\tau+\frac{j}{k} s\right) \mathscr{A}^{\nu}\right)\left(\mathscr{I}+\mathscr{P}_{\mathscr{A}}{ }^{-1}\right) \exp \left(-\left(\tau+\frac{j}{k} s\right) \mathscr{A}^{\nu}\right) \mathscr{A} \exp \left(-\frac{s}{k} \mathscr{A}^{\nu}\right)\right\} .
\end{aligned}
$$

This factoring yields the estimate

$$
\begin{aligned}
& \left\|\exp \left(\tau \mathscr{A}^{\nu}\right)(\mathscr{A}+\mathscr{P})^{k} \exp \left(-t \mathscr{A}^{\nu}\right)\right\| \\
& \quad \leqq\left\|\mathscr{A} \exp \left(-\frac{s}{k} \mathscr{A}^{\nu}\right) \prod_{j=0}^{k k-1}\right\| \exp \left(\left(\tau+\frac{j}{k} s\right) \mathscr{A}^{\nu}\right)\left(\mathscr{I}+\mathscr{P}_{\mathscr{A}}{ }^{-1}\right) \exp \left(-\left(\tau+\frac{j}{k} s\right) \mathscr{A}^{\nu}\right) \| \\
& \quad \leqq(k!)^{1 / \nu}\left(\frac{1}{\nu s}\right)^{k / \nu} \prod_{j=0}^{k-1}\left(1+\varphi\left(\tau+\frac{j}{k} s\right)\right) .
\end{aligned}
$$

Since $\varphi(\tau+j s / k) \leqq \varphi(\tau)$ for all $j=0,1, \cdots, k-1$, we get

$$
\prod_{j=0}^{k-1}\left(1+\varphi\left(\tau+\frac{j}{k} s\right)\right) \leqq(1+\varphi(\tau))^{k}
$$

Thus we have proved that

$$
\forall_{t>0} \forall_{\tau, 0<\tau<t} \exists_{a>0} \forall_{k \in N \cup\{0\}}:\left\|\exp \left(\tau \mathscr{A}^{\nu}\right)(\mathscr{A}+\mathscr{P})^{k} \exp \left(-t \mathscr{A}^{\nu}\right)\right\| \leqq(k!)^{1 / v} a^{k} .
$$

Let $t>0$ and let $w \in X$. Set $f=\exp \left(-t \mathscr{A}^{\nu}\right) w$. Then for $0<\tau<t$ fixed there exists $a>0$ such that

$$
\begin{aligned}
\left\|(\mathscr{A}+\mathscr{P})^{k} f\right\|_{Y} & \leqq\left\|\exp \left(-\tau \mathscr{A}^{\nu}\right)\right\|_{X \rightarrow Y}\left\|\exp \left(\tau \mathscr{A}^{\nu}\right)(\mathscr{A}+\mathscr{P})^{k} f\right\|_{X} \\
& \leqq\left\|\exp \left(-\tau \mathscr{A}^{\nu}\right)\right\|_{X \rightarrow Y}\|w\|_{X} a^{k}(k!)^{1 / \nu} .
\end{aligned}
$$

From Lemma 1.1 it follows that $f \in \mathscr{S}_{Y(\mathscr{A}+\mathscr{P})^{\text { }}}$.
Remark. Suppose there exists $k \in \mathbf{N}$ such that the operator $\mathscr{A}^{-k}$ maps $X$ continuously into $Y$. Then Condition (iii) of Theorem 1.3 is fulfilled because

$$
\left\|\exp \left(-t \mathscr{A}^{\nu}\right)\right\|_{X \rightarrow Y} \leqq\left\|\mathscr{A}^{-k}\right\|_{X \rightarrow Y}\left\|\mathscr{A}^{k} \exp \left(-t \mathscr{A}^{\nu}\right)\right\|_{X} .
$$

Corollary 1.4. Let $\mathscr{P}$ be an operator in $X$ and let $n \in \mathbf{N}$ with $\mathscr{D}(\mathscr{P}) \supset \mathscr{S}_{X, \mathscr{Q}^{n}}$. Suppose there exists an everywhere defined monotone nonincreasing function $\varphi$ on ( 0,1 ) such that

$$
\forall_{0<r<1}:\left\|\exp \left(r \mathscr{A}^{n}\right) \mathscr{P} \mathscr{A}^{-1} \exp \left(-r \mathscr{A}^{n}\right)\right\| \leqq \varphi(r)
$$

Then $\mathscr{S}_{X, \mathscr{A}^{n}} \subset \mathscr{D}^{\omega}\left((\mathscr{A}+\mathscr{P})^{n}\right)$.
Proof. As in the proof of the previous theorem: $\forall_{t>0} \forall_{\tau, 0<\tau<t} \exists_{a>0} \forall_{k \in N}$ :

$$
\left\|\exp \left(\tau \mathscr{A}^{n}\right)(\mathscr{A}+\mathscr{P})^{k} \exp \left(-t \mathscr{A}^{n}\right)\right\| \leqq(k!)^{1 / n} a^{k}
$$

So for $f=\exp \left(-t \mathscr{A}^{n}\right) w, t>0, w \in X$, we get

$$
\left\|(\mathscr{A}+\mathscr{P})^{k} f\right\|_{X} \leqq\left\|\exp \left(\tau \mathscr{A}^{n}\right)(\mathscr{A}+\mathscr{P})^{k} \exp \left(-t \mathscr{A}^{n}\right)\right\|\|w\| \leqq(k!)^{1 / n} a^{k}\|w\| .
$$

Remark. If $\mathscr{P}$ satisfies the conditions in Corollary 1.4, then $\mathscr{A}^{n}$ analytically dominates $(\mathscr{A}+\mathscr{P})^{n}$. (For the terminology, see [6].)

In order to prove the converse statement of Theorem 1.3, i.e.,

$$
\mathscr{S}_{Y,(\mathscr{S}+\mathscr{P})^{n}} \subset \mathscr{S}_{X, \mathscr{Q}^{n}}
$$

we have to interchange the roles of $\mathscr{A}$ and $\mathscr{A}+\mathscr{P}$. Put differently, if we write $\mathscr{B}=\mathscr{A}+\mathscr{P}$ and hence $\mathscr{A}=\mathscr{B}-\mathscr{P}$, then we have to check whether the pair $\mathscr{B}, \mathscr{P}$ satisfies the conditions required in Theorem 1.3.
2. Hankel invariant distribution spaces. In our papers [2], [4] on Hankel invariant distribution spaces the following results have been proved.

Let $\mathscr{A}_{\gamma}$ denote the differential operator $-d^{2} / d x^{2}+x^{2}-(2 \gamma+1) / x d / d x$ and let $X_{\gamma}$ denote the Hilbert space $\mathfrak{R}_{2}\left((0, \infty), x^{2 \gamma+1} d x\right)$ where we take $\gamma>-1$. Then for every $\alpha, \beta>-1$ we have shown that

$$
\mathscr{S}_{X_{\alpha}, \mathscr{L}_{\alpha}}=\mathscr{S}_{X_{\beta}, \mathscr{L}_{\beta}} .
$$

Moreover, $f \in \mathscr{S}_{X_{\gamma}, \mathscr{Q}_{\gamma}}$ if and only if $f$ is extendible to an even function in $\mathscr{S}_{1 / 2}^{1 / 2}$. Also, it has been proved that the space $\mathscr{S}_{X_{\gamma}, \mathscr{L}_{\gamma}}$ remains invariant under the modified Hankel transform $\mathbf{H}_{\gamma}$ defined by

$$
\left(\mathbf{H}_{\gamma} f\right)(x)=\int_{0}^{\infty} f(y)(x y)^{-\gamma} J_{\gamma}(x y) y^{2 \gamma+1} d y
$$

Here $J_{\gamma}$ denotes the Bessel function of the first kind and of order $\gamma$. The Hankel transform $\mathbf{H}_{\gamma}$ extends to a unitary operator on $X_{\gamma}$ and $\mathbf{H}_{\gamma} \mathscr{A}_{\gamma}=\mathscr{A}_{\gamma} \mathbf{H}_{\gamma}$. It follows that for all $\alpha, \beta>-1, \mathbf{H}_{\alpha}$ maps the space $\mathscr{S}_{X_{\beta}, \mathscr{Q}_{\beta}}$ onto itself. By duality, each $\mathbf{H}_{\alpha}$ leaves invariant each space of generalized functions $\mathscr{T}_{X_{\beta}, \mathscr{Q}_{\beta}}$ corresponding to $\mathscr{S}_{X_{\beta}, \mathscr{Q}_{\beta}}$. The functions $\mathbf{L}_{n}^{(\gamma)}$ defined by

$$
\mathbf{L}_{n}^{(\gamma)}(x)=\left(\frac{2 \Gamma(n+1)}{\Gamma(n+\gamma+1)}\right)^{1 / 2} e^{-x^{2} / 2} \mathscr{L}_{n}^{(\gamma)}\left(x^{2}\right), \quad n \in \mathbf{N} \cup\{0\}, \quad x>0
$$

establish an orthonormal basis in $X_{\gamma}$ and they are the eigenfunctions of the self-adjoint operator $\mathscr{A}_{\gamma}$ with respective eigenvalues $4 n+2 \gamma+2$. Here $\mathscr{L}_{n}^{(\gamma)}$ denotes the $n$th generalized Laguerre polynomial of order $\gamma$. We note that $\mathbf{H}_{\gamma} \mathbf{L}_{n}^{(\gamma)}=(-1)^{n} \mathbf{L}_{n}^{(\gamma)}$. We recall that for each $\alpha, \beta>-1$ the functions $f \in \mathscr{S}_{X_{\alpha}, \mathscr{\alpha}_{\alpha}}$ can be written as $f=\sum_{n=0}^{\infty} \omega_{n} \mathbf{L}_{n}^{(\beta)}$ where $\omega_{n}=O\left(e^{-n t}\right)$ for some $t>0$.

With the aid of the theory presented in the first part of this paper we extend the mentioned results and prove that

$$
\mathscr{S}_{X_{\alpha}\left(, \mathscr{A}_{\alpha}\right)^{\nu}}=\mathscr{S}_{X_{\beta},\left(\mathscr{Q}_{\beta}\right)^{\nu}}
$$

for all $\nu \geqq \frac{1}{2}$ and all $\alpha, \beta>-1$. In addition, we show that for each $\nu \in\left[\frac{1}{2}, 1\right]$ and all $\alpha>-1$ the space $\mathscr{S}_{X_{\alpha}\left(\mathscr{A}_{\alpha}\right)^{\nu}}$ contains just the even functions of the Gel'fand-Shilov space $\mathscr{S}_{1 / 2 \nu}^{1 / 2 \nu}$. So each even function $f \in \mathscr{S}_{1 / 2 \nu}^{1 / 2 \nu}$ admits Fourier expansions $f=$ $\sum_{n=0}^{\infty} \rho_{n}^{(\alpha)} \mathbf{L}_{n}^{(\alpha)}$ with $\rho_{n}^{(\alpha)}=O\left(\exp \left(-n^{\nu} t\right)\right)$.

Let $\alpha, \beta>-1$. Then $\mathscr{A}_{\alpha}$ can be written as

$$
\mathscr{A}_{\alpha}=\mathscr{A}_{\beta}+2(\alpha-\beta) \mathscr{R}
$$

where we put $\mathscr{R}=(1 / x) d / d x$. Obviously, $\mathscr{A}_{\alpha}$ can be obtained from $\mathscr{A}_{\beta}$ by means of the "perturbation" $2(\alpha-\beta) \mathscr{R}$, and $\mathscr{A}_{\beta}$ from $\mathscr{A}_{\alpha}$ by means of $2(\beta-\alpha) \mathscr{R}$. In order to show that $\mathscr{R}$ and hence $c \mathscr{R}, c \in \mathbf{C}$, is a perturbation in the sense of Theorem 1.3 we compute the matrix of $\mathscr{R}$ with respect to the orthonormal basis $\left(\mathbf{L}_{n}^{(\gamma)}\right)_{n=0}^{\infty}$. To this end, we mention that

$$
\mathscr{R} \mathbf{L}_{n}^{(\gamma)}=-\mathbf{L}_{n}^{(\gamma+1)}-2 \mathbf{L}_{n-1}^{(\gamma+1)}
$$

where the relation $d \mathscr{L}_{n}^{(\gamma)} / d x=-\mathscr{L}_{n-1}^{(\gamma+1)}$ is used.
Now $\mathscr{L}_{k}^{(\gamma+1)}=\sum_{j=0}^{k} \mathscr{L}_{j}^{(\gamma)}$ and hence

$$
\mathscr{R} \mathbf{L}_{n}^{(\gamma)}=-\left(\frac{2 \Gamma(n+1)}{\Gamma(n+\gamma+1)}\right)^{1 / 2}\left[\left(\frac{\Gamma(n+\gamma+1)}{\Gamma(n+1)}\right)^{1 / 2} \mathbf{L}_{n}^{(\gamma)}+2 \sum_{m=0}^{n-1}\left(\frac{\Gamma(m+\gamma+1)}{2 \Gamma(m+1)}\right)^{1 / 2} \mathbf{L}_{m}^{(\gamma)}\right]
$$

Thus we obtain the matrix of $\mathscr{R}$ with respect to the basis $\left(\mathbf{L}_{n}^{(\gamma)}\right)_{n=0}^{\infty}$

$$
\left(\mathscr{R} \mathbf{L}_{k}^{(\gamma)}, \mathbf{L}_{l}^{(\gamma)}\right)_{\gamma}= \begin{cases}-1 & \text { if } l=k, \quad k \in \mathbf{N}, \\ 0 & \text { if } l>k, \quad k \in \mathbf{N} \cup\{0\} \\ -2\left(\frac{\Gamma(k+1)}{\Gamma(k+\gamma+1)} \frac{\Gamma(l+\gamma+1)}{\Gamma(l+1)}\right)^{1 / 2} & \text { if } 0 \leqq l<k, \quad k \in \mathbf{N}\end{cases}
$$

The inequality (cf. [11])

$$
n^{1-s} \leqq \frac{\Gamma(n+1)}{\Gamma(n+s)} \leqq(n+1)^{1-s}, \quad 0 \leqq s \leqq 1, \quad n \in \mathbf{N}
$$

yields

$$
\left|\left(\mathscr{R} \mathbf{L}_{k}^{(\gamma)}, \mathbf{L}_{l}^{(\gamma)}\right)\right| \leqq \begin{cases}2 & \text { if } \gamma \geqq 0,0 \leqq l<k, k \in \mathbf{N} \cup\{0\} \\ 2 k^{-\gamma / 2} & \text { if }-1<\gamma<0,0 \leqq l<k, k \in \mathbf{N} \cup\{0\}\end{cases}
$$

For each $\nu \geqq \frac{1}{2}$, the operator $\exp \left(r\left(\mathscr{A}_{\gamma}\right)^{\nu}\right) \mathscr{R}\left(\mathscr{A}_{\gamma}\right)^{-1} \exp \left(-r\left(\mathscr{A}_{\gamma}\right)^{\nu}\right)$ has to satisfy Condition (iii) of Theorem (1.3). We define the weighted shift operators $\mathscr{W}_{\gamma, \nu}^{(n)}(r), n \in \mathbf{N} \cup\{0\}$,

$$
\left(\mathscr{W}_{\gamma, \nu}^{(n)}(r) \mathbf{L}_{k}^{(\gamma)}, \mathbf{L}_{l}^{(\gamma)}\right)_{\gamma}=\left\{\begin{array}{l}
0 \quad \text { if } k \neq l+n, \\
\left(\mathscr{R} \mathbf{L}_{l+n}^{(\gamma)}, \mathbf{L}_{l}^{(\gamma)}\right) \frac{\exp (-r(4(l+n)+2 \gamma+2))^{\nu}-(4 l+2 \gamma+2)^{\nu}}{4(l+n)+2 \gamma+2}
\end{array}\right.
$$

with norms
(*)

$$
\left\|\mathscr{W}_{\gamma, \nu}^{(n)}(r)\right\|_{X_{\gamma}}=\sup _{l \in \mathbf{N} \cup\{0\}}\left|\left(\mathscr{R} \mathbf{L}_{l+n}^{(\gamma)}, \mathbf{L}_{l}^{(\gamma)}\right)\right| \frac{\exp (-r(4(l+n)+2 \gamma+2))^{\nu}-(4 l+2 \gamma+2)^{\nu}}{4(l+n)+2 \gamma+2} .
$$

So $\left\|\mathscr{W}_{\gamma, \nu}^{(0)}(r)\right\| \leqq 1 /(2 \gamma+2)$. Now let $n \in \mathbf{N}$. The inequality

$$
(4(l+n)+2 \gamma+2)^{\nu}-(4 l+2 \gamma+2)^{\nu} \geqq(l+n)^{1 / 2}-l^{1 / 2}
$$

is valid for all $l \in \mathbf{N} \cup\{0\}$ and all $\nu \geqq \frac{1}{2}$. In addition, the matrix elements $\left|\left(\mathscr{R} \mathbf{L}_{l+n}^{(\gamma)}, \mathbf{L}_{l}^{(\gamma)}\right)\right|$ are smaller than $2(l+n)^{-\gamma / 2}$ for $-1<\gamma<0$ and smaller than 2 for $\gamma \geqq 0$. If $-1<\gamma \leqq 0$ we therefore get

$$
\begin{aligned}
\left\|\mathscr{W}_{\gamma, \nu}^{(n)}(r)\right\| & \leqq \sup _{l \in \mathbf{N} \cup\{0\}} \frac{2(l+n)^{-\gamma / 2}}{4(l+n)+2 \gamma+2} \exp \left(-r\left((l+n)^{1 / 2}-l^{1 / 2}\right)\right) \\
& \leqq \sup _{l \in \mathbf{N} \cup\{0\}}\left(\frac{1}{2}(l+n)^{-1 / 2 \gamma-1} \exp \left(-\frac{1}{2} r n(l+n)^{-1 / 2}\right)\right) \\
& \leqq \frac{1}{2}\left(1+\frac{1}{2} \gamma\right)^{2+\gamma}\left(\frac{1}{r}\right)^{2+\gamma}\left(\frac{1}{n}\right)^{2+\gamma} \exp (2+\gamma)=: d_{1}\left(\frac{1}{r}\right)^{2+\gamma}\left(\frac{1}{n}\right)^{2+\gamma}
\end{aligned}
$$

Since

$$
\exp \left(r\left(\mathscr{A}_{\gamma}\right)^{\nu}\right) \mathscr{R}\left(\mathscr{A}_{\gamma}\right)^{-1} \exp \left(-r\left(\mathscr{A}_{\gamma}\right)^{\nu}\right)=\sum_{n=0}^{\infty} \mathscr{W}_{\gamma, \nu}^{(n)}(r)
$$

we can use the following straightforward estimate for all $r>0$

$$
\begin{aligned}
\left\|\exp \left(r\left(\mathscr{A}_{\gamma}\right)^{\nu}\right) \mathscr{R}\left(\mathscr{A}_{\gamma}\right)^{-1} \exp \left(-r\left(\mathscr{A}_{\gamma}\right)^{\nu}\right)\right\| & \leqq \sum_{n=0}^{\infty}\left\|\mathscr{W}_{\gamma, \nu}^{(n)}(r)\right\| \\
& \leqq \frac{1}{2 \gamma+2}+d_{1}\left(\frac{1}{r}\right)^{2+\gamma} \sum_{n=1}^{\infty}\left(\frac{1}{n}\right)^{2+\gamma} \\
& \leqq d_{\gamma}\left(\frac{1}{r}\right)^{2+\gamma}+\frac{1}{2 \gamma+2}
\end{aligned}
$$

where $d_{\gamma}=d_{1} \sum_{n=1}^{\infty}(1 / n)^{2+\gamma}$. Summarized we have
Lemma 2.1. Let $\gamma>-1$. Then there exist constants $d_{\gamma}>0$ and $p_{\gamma}>0$ such that

$$
\forall_{r>0}:\left\|\exp \left(r\left(\mathscr{A}_{\gamma}\right)^{\nu}\right) \mathscr{R} \mathscr{A}_{\gamma}^{-1} \exp \left(-r\left(\mathscr{A}_{\gamma}\right)^{\nu}\right)\right\| \leqq d_{\gamma}\left(\frac{1}{r}\right)^{p_{\gamma}}+\frac{1}{2 \gamma+2} .
$$

Proof. For $-1<\gamma \leqq 0$ the assertion has already been proved. For $\gamma>0$ it follows from the matrix expressions for $\mathscr{R}$ that

$$
\left\|\exp r\left(\mathscr{A}_{\gamma}\right)^{\nu} \mathscr{R} \mathscr{A}_{\gamma}^{-1} \exp \left(-r\left(\mathscr{A}_{\gamma}\right)^{\nu}\right)\right\| \leqq d_{0}\left(\frac{1}{\gamma}\right)^{p_{0}}+\frac{1}{2 \gamma+2} .
$$

In addition, we show that given $r>0, \gamma, \delta>-1$, the operator $\exp \left(-r\left(\mathscr{A}_{\gamma}\right)^{\nu}\right)$ maps $X_{\gamma}$ into $X_{\delta}$. In [2, p. 17], the following result has been proved

$$
\forall_{s \in \mathbf{N}^{\exists}}{ }_{l \in \mathbf{N}}:\left\|\mathscr{Q}^{2 s}\left(\mathscr{A}_{\gamma}\right)^{-l}\right\|_{\gamma}<\infty .
$$

Here 2 denotes the multiplication operator in $X_{\gamma}$ given by

$$
(2 f)(x)=x f(x) .
$$

Now let $\delta>-1$ and let $f \in X_{\gamma}$. Put $s:=[\max \{0,(\delta-\gamma) / 2\}]+1$. Then there exists $l_{0} \in \mathbf{N}$ such that $\left\|\mathscr{Q}^{2 s} \mathscr{A}_{\gamma}^{-1}\right\|_{\gamma}<\infty$ for all $l \geqq l_{0}$. So we derive

$$
\begin{align*}
\int_{1}^{\infty}\left|\left(\left(\mathscr{A}_{\gamma}\right)^{-l} f\right)(x)\right|^{2} x^{2 \delta+1} d x & =\int_{1}^{\infty} x^{2(\delta-\gamma)}\left|\left(\left(\mathscr{A}_{\gamma}\right)^{-l} f\right)(x)\right|^{2} x^{2 \gamma+1} d x  \tag{*}\\
& \leqq \int_{1}^{\infty} x^{4 s}\left|\left(\left(\mathscr{A}_{\gamma}\right)^{-l} f\right)(x)\right|^{2} x^{2 \gamma+1} d x \\
& \leqq\left\|\mathscr{Q}^{2 s}\left(\mathscr{A}_{\gamma}\right)^{-l}\right\|_{\gamma}^{2}\|f\|_{\gamma}^{2}
\end{align*}
$$

Following [12, p. 248], there exists $l_{1} \in \mathbf{N}$ and $d>0$ such that

$$
\max _{x \in[0,1]}\left|\mathbf{L}_{k}^{(\gamma)}(x)\right| \leqq d(k+1)^{l_{1}} .
$$

For $l>l_{1}$ it yields

$$
\begin{align*}
& \int_{0}^{1}\left|\left(\left(\mathscr{A}_{\gamma}\right)^{-2} f\right)(x)\right|^{2} x^{2 \delta+1} d x  \tag{**}\\
& \quad \leqq\left(\max _{x \in[0,1]}\left|\left(\left(\mathscr{A}_{\gamma}\right)^{-l} f\right)(x)\right|\right)^{2} \int_{0}^{1} x^{2 \delta+1} d x \\
& \quad \leqq \frac{1}{2 \delta+2}\left(\sum_{k=0}^{\infty}\left(f, \mathbf{L}_{k}^{(\gamma)}\right)_{\gamma}\left(\frac{1}{4 k+2 \gamma+2}\right)^{l} \max _{x \in[0,1]}\left|\mathbf{L}_{k}^{(\gamma)}(x)\right|\right)^{2} \\
& \quad \leqq \frac{1}{2 \delta+2}\left(d^{2} \sum_{k=0}^{\infty} \frac{(k+1)^{2 l_{1}}}{(4 k+2 \gamma+2)^{2 l}}\right)\|f\|_{\gamma}^{2} .
\end{align*}
$$

From (*) and (**) we get

$$
\begin{aligned}
& \forall_{\gamma>-1} \forall_{\delta>-1} \exists_{l \in \mathrm{~N}} \exists_{c>0} \forall_{f \in X_{\gamma}}: \\
& \qquad\left\|\left(\mathscr{A}_{\gamma}\right)^{-l} f\right\|_{\delta}^{2}=\int_{0}^{\infty}\left|\left(\left(\mathscr{A}_{\gamma}\right)^{-l} f\right)(x)\right|^{2} x^{2 \delta+1} d x \leqq c\|f\|_{\gamma}^{2}
\end{aligned}
$$

i.e. $\left(\mathscr{A}_{\gamma}\right)^{-l}$ is a continuous linear operator from $X_{\gamma}$ into $X_{\delta}$.

Lemma 2.2. Let $\gamma>-1$. Then for every $r>0, \nu>0$ and $\delta>-1$ the operator $\exp \left(-r\left(\mathscr{A}_{\gamma}\right)^{\nu}\right)$ is a continuous linear operator from $X_{\gamma}$ into $X_{\delta}$.

Proof. Let $r>0, \nu>0$ and let $\delta>-1$. Then there exists $l \in \mathbf{N}$ such that $\left(\mathscr{A}_{\gamma}\right)^{-l}$ is a continuous linear mapping from $X_{\gamma}$ into $X_{\delta}$. Hence $\exp \left(-r\left(A_{\gamma}\right)^{\nu}\right)=$ $\left(\mathscr{A}_{\gamma}\right)^{-l}\left\{\left(\mathscr{A}_{\gamma}\right)^{\prime} \exp \left(-r\left(\mathscr{A}_{\gamma}\right)^{\nu}\right)\right\}$ is also a continuous linear mapping from $X_{\gamma}$ into $X_{\delta}$.

Lemmas 2.1 and 2.2 yield the following important result.
Theorem 2.3. Let $\alpha, \beta>-1$. Then for every $\nu \geqq \frac{1}{2}$

$$
\mathscr{S}_{X_{\alpha}\left(\mathscr{A}_{\alpha}\right)}=\mathscr{S}_{X_{\beta},\left(\mathscr{A}_{\beta}\right)^{2}}
$$

Proof. Let $\nu \geqq \frac{1}{2}$. We have shown that:
$-\exp \left(-t\left(\mathscr{A}_{\alpha}\right)^{\nu}\right), t>0$, maps $X_{\alpha}$ continuously into $X_{\beta}$.
$-\mathscr{D}(\mathscr{R}) \supset \mathscr{S}_{S_{\alpha},\left(\mathscr{A}_{\alpha}\right)}$, and $\mathscr{A}_{\beta}=\mathscr{A}_{\alpha}+2(\alpha-\beta) \mathscr{R}$ is positive and self-adjoint in $X_{\beta}$.
-There exist constants $d_{\alpha}, p_{\alpha}>0$ such that for all $r>0$

$$
\left\|\exp \left(r\left(\mathscr{A}_{\alpha}\right)^{\nu}\right) \mathscr{R}\left(\mathscr{A}_{\alpha}\right)^{-1} \exp \left(-r\left(\mathscr{A}_{\alpha}\right)^{\nu}\right)\right\|_{\alpha} \leqq d_{\alpha}\left(\frac{1}{r}\right)^{p_{\alpha}}+\frac{1}{2 \alpha+2} .
$$

So by Theorem 1.3, $S_{X_{\alpha}\left(\mathscr{Q}_{\alpha}\right)} \subset \mathscr{S}_{X_{\beta},\left(\mathscr{Q}_{\beta}\right)}$. Interchanging $\alpha$ and $\beta$ we get the wanted result.

Let $\alpha>-1$. Since $\mathbf{H}_{\alpha} \mathscr{A}_{\alpha}=\mathscr{A}_{\alpha} \mathbf{H}_{\alpha}$, also $\mathbf{H}_{\alpha}\left(\mathscr{A}_{\alpha}\right)^{\nu}=\left(\mathscr{A}_{\alpha}\right)^{\nu} \mathbf{H}_{\alpha}$. So the Hankel transform $\mathbf{H}_{\alpha}$ is a continuous bijection on the space $\mathscr{S}_{X_{\alpha}\left(\mathscr{N}_{\alpha}\right)^{\nu}}, \nu \geqq \frac{1}{2}$, and hence on the spaces $\mathscr{S}_{X_{\beta},\left(\mathscr{Q}_{\beta}\right)^{\nu}}, \nu \geqq \frac{1}{2}, \beta>-1$. By duality each transform $\mathbf{H}_{\alpha}$ leaves invariant the spaces of generalized functions $\mathscr{T}_{X_{\beta},\left(\mathscr{A}_{\beta}\right)}$. For $\alpha=-\frac{1}{2}$ we get $X_{-1 / 2}=\mathfrak{L}_{2}((0, \infty))$ and $\mathscr{A}_{-1 / 2}=$ $-\left(d^{2} / d x^{2}\right)+x^{2}$. The functions $\mathbf{L}_{k}^{(-1 / 2)}$ are the even Hermite functions. With the aid of the papers [8] and [10] the following characterization of the spaces $\mathscr{S}_{X_{-1 / 2},\left(\mathscr{Q}_{-1 / 2}\right)^{\nu}}$, $\nu \in\left[\frac{1}{2}, 1\right]$, can be obtained,

$$
f \in \mathscr{S}_{X_{-1 / 2}},\left(\mathscr{A}_{-1 / 2}\right)^{\nu}: \Leftrightarrow f \text { is extendible to an even function in the space } \mathscr{S}_{1 / 2 \nu}^{1 / 2 \nu}
$$

The spaces $\mathscr{S}_{p}^{q}, p+q \geqq 1, p, q \geqq 0$, are introduced by Gel'fand and Shilov in [9]. In this connection we note that in our paper [5] we have proved that the spaces $\mathscr{S}_{1 / k+1}^{k / k+1}$ are analyticity spaces; explicitly

$$
\mathscr{S}_{1 / k+1}^{k / k+1}=\mathscr{S}_{\mathfrak{R}_{2}(\mathbf{R}), \mathscr{O}_{k}} \quad \text { with } \mathscr{B}_{k}=\left(-\frac{d^{2}}{d x^{2}}+x^{2 k}\right)^{(k+1) / 2 k}
$$

Relevant for the present paper are the spaces $\mathscr{S}_{\mu}^{\mu}, \frac{1}{2} \leqq \mu \leqq 1$. We have
$\varphi \in \mathscr{S}_{\mu}^{\mu}, \frac{1}{2} \leqq \mu \leqq 1$ if and only if $\varphi$ is an entire function satisfying $\exists_{A, B, C>0}:|\varphi(x+i y)| \leqq C \exp \left(-A|x|^{1 / \mu}+B|y|^{1 / 1-\mu}\right)$
and
$\varphi \in \mathscr{S}_{1}^{1}$ if and only if $\varphi$ is analytic on a strip about the real axis say of width $r>0$ and satisfying $\exists_{A, C>0}: \sup |\varphi(x+i y)| \leqq C \exp (-A|x|)$.

$$
|y|<r
$$

Now Theorem 2.3 leads to the following important results.
Corollary 2.4. Let $\alpha>-1$ and let $\nu \in\left[\frac{1}{2}, 1\right]$. Then $f \in \mathscr{S}_{X_{\alpha},\left(\mathscr{R}_{\alpha}\right)}$ if and only if $f$ is extendible to an even function in the space $\mathscr{S}_{1 / 2 \nu}^{1 / 2 \nu}$.

Corollary 2.5. Let $f \in \mathscr{S}_{1 / 2 \nu}^{1 / 2 \nu}$ be even, with $\nu \in\left[\frac{1}{2}, 1\right]$. Then for each $\gamma>-1$, there exists an $l_{2}$-sequence $\left(\omega_{n}^{(\gamma)}\right)_{n=0}^{\infty}$ and $t>0$ such that $f=\sum_{n=0}^{\infty} \exp \left(-n^{\nu} t\right) \omega_{n}^{(\gamma)} \mathbf{L}_{n}^{(\gamma)}$ where the series converges pointwise.

Appendix. The set of so-called entire vectors for a positive self-adjoint operator $\mathscr{A}$ in a Hilbert space $X$ is equal to

$$
\mathfrak{D}^{\infty}\left(e^{\mathscr{A}}\right)=\bigcap_{t>0} e^{-t \mathscr{A}}(X)
$$

In [3], van Eijndhoven has used the Fréchet space $\mathfrak{D}^{\infty}\left(e^{\mathscr{A}}\right)$ as the test space in a theory of generalized functions which is a kind of reverse of the theory in [7]. The space $\mathscr{D}^{\infty}\left(e^{\mathscr{A}}\right)$ is denoted by $\tau(X, \mathscr{A})$ and it may be called the entireness space. To our opinion the well-known theory of tempered distributions is considerably generalized in [3]. (Put $\mathscr{A}=\log \left(-d^{2} / d x^{2}+x^{2}+1\right)$. Then $\tau\left(\mathfrak{L}_{2}(\mathbf{R}), \mathscr{A}\right)$ is the space $\mathscr{S}(\mathbf{R})$ of functions of rapid decrease.)

Similar to Theorem 1.3 we prove
Theorem A.1. Let $\mathscr{P}$ be a linear operator in $X$ with $\mathscr{D}(\mathscr{P}) \supset \exp \left(-\sigma \mathscr{A}^{\nu}\right)(X)$ for some $\sigma>0$ sufficiently large. Suppose the following conditions are satisfied.
(i) There exists a Hilbert space $Y$ such that $\exp \left(-t \mathscr{A}^{\nu}\right)$ maps $X$ into $Y$ for all $t>0$.
(ii) Also, $\mathscr{A}+\mathscr{P}$ defined on $\exp \left(-\sigma \mathscr{A}^{\nu}\right)(X)$ is a positive essentially self-adjoint operator in $Y$.
(iii) There exist positive constants $r_{0} \geqq 1, d>0$ and $0 \leqq q<1 / \nu$ such that for all $r>r_{0}$

$$
\left\|\exp \left(r \mathscr{A}^{\nu}\right) \mathscr{P}_{\mathscr{A}}{ }^{-1} \exp \left(-r \mathscr{A}^{\nu}\right)\right\|_{X}<d r^{q} .
$$

Then $\tau\left(X, \mathscr{A}^{\nu}\right) \subset \tau\left(Y,(\mathscr{A}+\mathscr{P})^{\nu}\right)$.
Proof. Since $\tau\left(X, \mathscr{A}^{\nu}\right)=\bigcap_{t>r_{0}} \exp \left(-t \mathscr{A}^{\nu}\right)(X)$, we consider $t>r_{0}$ only. Let $0<\tau<1$ with $s=t-\tau>1$. The factoring used in Theorem 1.3 yields the following estimate

$$
\left\|\exp \left(\tau \mathscr{A}^{\nu}\right)(\mathscr{A}+\mathscr{P})^{k} \exp \left(-t \mathscr{A}^{\nu}\right)\right\| \leqq k!\left(\frac{1}{\nu S}\right)^{k / \nu} \prod_{j=0}^{k-1}\left(1+d(\tau+j s / k)^{q}\right)
$$

Put $b_{\tau}=1+d \tau^{q}$. Then

$$
\prod_{j=0}^{k-1}\left(1+d(\tau+j s / k)^{q}\right) \leqq b_{\tau} \prod_{j=1}^{k-1}(1+d)\left(\frac{k+j s}{k}\right)^{q} \leqq b_{\tau}(1+d)^{k} 2^{q k} s^{q k}
$$

Set $a=(1+d) 2^{q}\left(\frac{1}{\nu}\right)^{1 / \nu}$. Then

$$
\left\|\exp \left(\tau \mathscr{A}^{\nu}\right)(\mathscr{A}+\mathscr{P})^{k} \exp \left(-t \mathscr{A}^{\nu}\right)\right\|_{X} \leqq(k!)^{1 / \nu}\left(\frac{1}{s}\right)^{(-q+1 / \nu) k} a^{k} b_{\tau} .
$$

For $f \in \exp \left(-t \mathscr{A}^{\nu}\right)(X)$ it yields

$$
\begin{aligned}
\left\|(\mathscr{A}+\mathscr{P})^{k} f\right\|_{Y} & \leqq\left\|\exp \left(-\tau A^{\nu}\right)\right\|_{X \rightarrow Y}\left\|\exp \left(\tau \mathscr{A}^{\nu}\right)(\mathscr{A}+\mathscr{P})^{k} \exp \left(-t \mathscr{A}^{\nu}\right)\right\|_{X}\left\|\exp \left(t \mathscr{A}^{\nu}\right) f\right\| \\
& \leqq(k!)^{1 / \nu}\left(a \cdot\left(\frac{1}{s}\right)^{1 / \nu-q}\right)^{k} b_{\tau}\left\|\exp \left(-\tau \mathscr{A}^{\nu}\right)\right\|_{X \rightarrow Y}\left\|\exp \left(t \mathscr{A}^{\nu}\right) f\right\|_{X} .
\end{aligned}
$$

Thus we find that $f \in \exp \left(-r(\mathscr{A}+\mathscr{P})^{\nu}\right)(Y)$ for all $r<(1 / \nu a e) s^{-q+1 / \nu}$. Now put $r(t)=$ $(1 /(\nu a e+1)) s^{-q+1 / \nu}$ with $s=t+1 / t-1$ for instance. Then we get

$$
\begin{aligned}
\tau\left(X, \mathscr{A}^{\nu}\right) & =\bigcap_{t>r_{0}}\left(\exp \left(-t \mathscr{A}^{\nu}\right)(X)\right) \subset \bigcap_{t>r_{0}}\left(\exp \left(-r(t)(\mathscr{A}+\mathscr{P})^{\nu}\right)(Y)\right. \\
& \left.=\bigcap_{r>0}\left(\exp \left(-r(\mathscr{A}+\mathscr{P})^{\nu}\right)(Y)\right)\right)=\tau\left(Y,(\mathscr{A}+\mathscr{P})^{\nu}\right) .
\end{aligned}
$$

It is not hard to see that the spaces $\tau\left(X_{\alpha},\left(\mathscr{A}_{\alpha}\right)^{\nu}\right), \alpha>-1$, are Hankel invariant, and hence their strong duals $\sigma\left(X_{\alpha},\left(\mathscr{A}_{\alpha}\right)^{\nu}\right)$. The previous theorem and the Lemmas 2.1 and 2.2 lead to the following classification.

Theorem A.2. Let $\alpha, \beta>-1$ and let $\nu \geqq \frac{1}{2}$. Then

$$
\tau\left(X_{\alpha},\left(\mathscr{A}_{\alpha}\right)^{\nu}\right)=\tau\left(X_{\beta},\left(\mathscr{A}_{\beta}\right)^{\nu}\right) .
$$

By [2] and [8] we obtain the following characterizations
$f \in \tau\left(X_{-1 / 2}, \mathscr{A}_{-1 / 2}\right)$ iff $f$ is extendible to an even entire function for which
$\forall_{0<a<1} \exists_{C>0} \forall_{x+i y \in C}:|f(x+i y)| \leqq C \exp \left(-\frac{1}{2} a x^{2}+\frac{1}{2 a} y^{2}\right)$
and
$f \in \tau\left(X_{-1 / 2},\left(\mathscr{A}_{-1 / 2}\right)^{1 / 2}\right)$ iff $f$ is extendible to an even entire function for
which $\forall_{r>0}$ : $\sup _{|y|<r,-\infty<x<\infty} e^{r|x|}|f(x+i y)|<\infty$.
Finally, Theorem A. 2 gives the characterization in classical analytic terms of the elements in each $\tau\left(X_{\alpha}, \mathscr{A}_{\alpha}\right)$, respectively $\tau\left(X_{\alpha},\left(\mathscr{A}_{\alpha}\right)^{1 / 2}\right), \alpha>-1$.
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# LIMIT CYCLES IN THE JOSEPHSON EQUATION* 

JAN A. SANDERS ${ }^{\dagger}$ AND RICHARD CUSHMAN ${ }^{\ddagger}$


#### Abstract

Using techniques from bifurcation theory, we find the bifurcation diagram and corresponding phase portraits on $T S^{1}$ of the Josephson equation: $\dot{\phi}=y, \dot{y}=-\sin \phi+\varepsilon(a-(1+\gamma \cos \phi) y)$.
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1. Introduction. Mathematically, a single point contact Josephson junction is described by the nonlinear second order differential equation

$$
\begin{equation*}
\beta \frac{d^{2} \phi}{d \tau^{2}}+(1+\gamma \cos \phi) \frac{d \phi}{d \tau}+\sin \phi=\alpha, \quad \phi \in S^{1} \quad \alpha, \beta, \gamma \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

which we call the Josephson equation. In many applications [14], [19] point contact Josephson junctions are used as precision voltage sources. Here the voltage of a solution of (1.1) is the time average of $d \phi / d \tau$. Unfortunately the output voltage of a Josephson junction is very small. In order to physically detect it one first drives the Josephson junction with a high frequency sine wave of low amplitude and then one measures the voltage of a phased locked solution. Mathematically, one is looking at the time average of $d \phi / d \tau$ on a periodic solution which lies on an invariant torus of the driven equation. Because the amplitude of the driving is small, one expects that the invariant tori come from limit cycles of the Josephson equation. Therefore one needs to know the entire phase portrait of (1.1).

We shall study (1.1) when $\beta$ is large and $\alpha$ is small. More specifically, let $\varepsilon=\beta^{-1 / 2}$ be a small positive parameter. Then set $\alpha=\varepsilon a$ and $\tau=\varepsilon t$. With ${ }^{\circ}=d / d t$ we write (1.1) as

$$
X_{a, \gamma}: \begin{align*}
& \dot{\phi}=y,  \tag{1.2}\\
& \dot{y}=-\sin \phi+\varepsilon[a-(1+\gamma \cos \phi) y] .
\end{align*}
$$

Holding $\varepsilon$ fixed, $X_{a, \gamma}$ is a two-parameter family of vectorfields on the cylinder $T S^{1}$, which we will study by the averaging method.

We now derive the averaged equation. When $\varepsilon=0$ (1.2) is the Hamiltonian vectorfield $X_{H}$ describing the mathematical pendulum where the Hamiltonian function is

$$
\begin{equation*}
H(\phi, y)=\frac{1}{2} y^{2}-\cos \phi . \tag{1.3}
\end{equation*}
$$

Instead of the variables $(\phi, y)$ we will use the variables $(\phi, h)$, where $h$ is defined as

$$
h=\frac{1}{2} y^{2}-\cos \phi
$$

[^40]Differentiating (1.3) with respect to $\phi$ and using (1.2) gives

$$
\begin{equation*}
\frac{d h}{d \phi}=\varepsilon[a-(1+\gamma \cos \phi) y(\phi, h)] \tag{1.4}
\end{equation*}
$$

where $y(\phi, h)= \pm(\sqrt{2}(h+\cos \phi))^{1 / 2}$. Averaging (1.4) over a compact connected component $\Gamma_{h}$ of the level set $H^{-1}(h)$ (which is a periodic solution of $X_{h}$ except when $h=1$ ) leads to the averaged equation

$$
\begin{equation*}
\frac{\overline{d h}}{d \phi}=\varepsilon\left[a \int_{\Gamma_{h}} d \phi-\int_{\Gamma_{h}} y d \phi-\gamma \int_{\Gamma_{h}} y \cos \phi d \phi\right] . \tag{1.5}
\end{equation*}
$$

Nondegenerate zeros of the right-hand side of (1.5) correspond to limit cycles of $X_{a, \gamma}$.
In earlier publications [3], [17], the averaged equation was studied by expressing the integrals

$$
\begin{equation*}
\mathscr{A}(h)=\int_{\Gamma_{h}} d \phi, \quad \mathscr{B}(h)=\int_{\Gamma_{h}} y d \phi, \quad \mathscr{C}(h)=\int_{\Gamma_{h}} y \cos \phi d \phi, \tag{1.6}
\end{equation*}
$$

in terms of the complete elliptic integrals $E$ and $K$. Because of the complicated implicit relationship between the elliptic modulus parameter $k$ and the energy parameter $h$, this special function approach led to meager incomplete results. The technique we use to study the averaged equation is to find the Picard-Fuchs equation satisfied by $\mathscr{A}, \mathscr{B}$ and $\mathscr{C}$ and then to analyze the solutions of the resulting Riccati equations. This is the approach used in the study of codimension two bifurcations of planar vectorfields [4]-[9], [11]-[13] and is quite widely applicable. For instance, for all perturbations of the mathematical pendulum by a vectorfield on $T S^{1}$ whose components are polynomical in $y, \cos \phi$, and $\sin \phi$, there is a systematic way of finding the Picard-Fuchs equation for the integrals appearing in the averaged equation. However for the analysis of the resulting Riccati equations there are no known general techniques. Here we must proceed on a case by case basis, although one can obtain upper estimates on the number of solutions in terms of the degree of the polynomial [18].

We return to studying the zeros of the averaged equation (1.5). First, we remark that there are three distinct families of closed cycles $\Gamma_{h}$ on $T S^{1}$ (see Fig. 1):
i. $\Gamma_{h}^{0}$, when $-1<h<1$. The level set $H^{-1}(h)$ is smooth, connected, compact, and contractible to a point.
ii. $\Gamma_{h}^{+}$, when $h>1$ and $y>0 . \Gamma_{h}^{+}$is the component of the level set $H^{-1}(h)$ given by the graph of the function $y=\sqrt{2(h+\cos \phi)} ; \Gamma_{h}^{+}$is not contractible to a point (it winds around the cylinder).
iii. $\Gamma_{h}^{-}$, when $h>1$ and $y<0 . \Gamma_{h}^{-}$is as in (ii), except that $y=-\sqrt{2(h+\cos \phi)}$.

From here on we use the superscripts 0 and $\pm$ on $\mathscr{A}, \mathscr{B}$ and $\mathscr{C}$ to denote which $\Gamma_{h}$-family is being used. For a fixed value of the parameter $a$, those values of $\gamma$ which give rise to zeros of $\overline{d h} / d \phi$ in (1.5) are exactly the values of the function

$$
\begin{equation*}
\eta(h)=a \frac{\mathscr{A}(h)}{\mathscr{C}(h)}-\xi(h) \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi(h)=\frac{\mathscr{B}(h)}{\mathscr{C}(h)} . \tag{1.8}
\end{equation*}
$$



Fig. 1. Level sets of $H$ on $T S^{1}$.

The main result of this paper is the following.
Theorem. For $h \in(-1,1), \eta^{0}=-\xi^{0}$ is a strictly monotonic decreasing function with range ( $-3,-1$ ); moreover $\eta^{0}$ does not depend on the parameter $a$.

Let $a^{ \pm}= \pm 16 / 3 \pi$. For each $a<a^{+}, \eta^{+}$is a strictly monotonic decreasing function of $h$ on ( $1, \infty$ ) with range ( $-\infty, 3 \pi a / 4-3$ ); while for each $a>a^{+}$, when $h>1, \eta^{+}$has $a$ unique maximum $\tilde{\eta}^{+}(a)$ and has range $\left(-\infty, \tilde{\eta}^{+}(a)\right)$. For each $a>a^{-}, \eta^{-}$is strictly monotonic decreasing function on ( $1, \infty$ ) with range $(-\infty, 3 \pi a / 4-3$ ); while for each $a<a^{-}$, when $h>1, \eta^{-}$has a unique maximum $\tilde{\eta}^{-}(a)$ and has range $\left(-\infty, \tilde{\eta}^{-}(a)\right)$.

Figure 2 gives the $a-\gamma$ plane bifurcation diagram for $X_{a, \gamma}$, while Fig. 3 depicts the phase portraits of $X_{a, \gamma}$, along two curves in the $a-\gamma$ plane. In $\S 2$ we will show that Figs. 2 and 3 follow from the above theorem. In $\S 3$ and $\S 4$ we give somewhat technical proofs of the key properties of the functions $\xi$ and $\eta$, which culminate in the proof of the theorem.


Fig. 2. Bifurcation set for $X_{a, \gamma}$.


sins and saddle point.


Fig. 3 (cont.) Phase portraits of $X_{a, \gamma}$.
2. Phase portraits. Consider Figs. 2 and 3. Following the dotted line in Fig. 2 from the right to the left we go through numbered regions and curves with Roman numerals corresponding with phase portraits in Fig 2. We shall now see why the phase portraits follow from our knowledge of $\eta$. Before beginning our discussion we would like to warn the ambitious reader who tries to fill in the details omitted in our severely condensed arguments that the Poincaré-Bendixson theorem [10] does not help in finding the $\alpha$ and $\omega$ limit sets of orbits of $X_{a, \gamma}$ because $T S^{1}$ is not a compact and hence the orbits may run off to infinity. Also one should note that the divergence criterion holds only on simply connected regions.

The sections correspond to the number of the region in Figs. 2 and 3. Note that Fig. 3 is symmetric about the $\gamma$ axis since (1.1) is the same when $(a, \phi)$ is replaced by $(-a,-\phi)$. Also the phase portraits are the same when $a$ is replaced by $-a$. Thus we suppose $a \geqq 0$.

1. First we show that there is a $y_{0}>0$ such that $\mathscr{D}=\left\{(\phi, y) \in T S^{1}| | y \mid \leqq y_{0}\right\}$ is an attracting domain for $X_{a, \gamma}$. From the averaging theorem it follows that an integral curve on $X_{a, \gamma}$ starting at $p$ lies within an $\varepsilon$ tube of an integral curve of $X_{H}$ starting at $p$ for all $t \in\left[0, C \varepsilon^{-1}\right]$. Choose $y_{0}$ so large that every integral curve of $X_{H}$ which starts outside $\mathscr{D}$ has a period less than $\frac{1}{2} C \varepsilon^{-1}$. Therefore any vertical line $l=\left\{(\phi, y) \in T S^{1} \mid \phi\right.$ $\left.=\phi_{0}\right\}$ is a global cross-section for $X_{a, \gamma}$ outside $\mathscr{D}$. Again, using the averaging theorem, it follows that outside $\mathscr{D}$ the change in $H$ along an integral curve of $X_{a, \gamma}$ between successive crossings of $l$ is equal to $\overline{d h} / d \phi$ plus terms of order $\varepsilon^{2}$. Since $(a, \gamma)$ lies in region 1,

$$
\begin{equation*}
\eta^{0,+}(h)>\gamma \tag{2.1}
\end{equation*}
$$

for all $h>-1$. From (4.1), the definition of $\eta$ (1.7) and the fact that $C^{0,+}(h)>0(3.4 \&$ 3.29), it follows that $\overline{d h} / d \phi<0$. Therefore, on each integral curve of $X_{a, \gamma}$ starting outside $\mathscr{D}, H$ is strictly decreasing. Consequently, $\mathscr{D}$ is a compact attracting domain for $X_{a, \gamma}$.

The original system (1.2) has stationary points given by

$$
\sin \phi=\varepsilon a, \quad y=0 .
$$

Thus $\phi$ is approximately 0 or $\pi$. In what follows we shall denote the two equilibrium points by $(0,0)$ and $(\pi, 0)$ to keep the notation simple. The linearization of $(1.2)$ at these stationary points is approximately

$$
\left(\begin{array}{cc}
0 & 1  \tag{2.2}\\
\mp 1 & -\varepsilon(1 \pm \gamma)
\end{array}\right)
$$

where the + corresponds with $(0,0)$ and the - with $(\pi, 0)$. The point $(\pi, 0)$ is a saddle point. At $(0,0)$ the trace of $(2.2)$ is $-\varepsilon(1+\gamma)$. Thus for $\gamma>-1$ the point $(0,0)$ is attracting.

We now finish the discussion of the phase portrait of $X_{a, \gamma}$. Since (2.1) holds, $X_{a, \gamma}$ has no limit cycles or saddle connections in $\mathscr{D}$. Therefore by the Poincaré-Bendixson theorem, the $\omega$-limit set of every integral curve of $X_{a, \gamma}$ in $\mathscr{D}$ is an equilibrium point. Since $X_{a, \gamma}$ has no saddle connections, the $\omega$-limit of the unstable manifold of $(\pi, 0)$ is $(0,0)$. Therefore $(0,0)$ is a global attractor for $X_{a, \gamma}$ except for the stable manifold of $(\pi, 0)$ whose $\alpha$-limit set runs off to infinity.
2. On I: $\gamma=\eta^{+}(a)$, we witness a saddle node type bifurcation of a stable and unstable winding limit cycle. In region 2, the unstable winding limit cycle divides the attraction domains of the stable winding limit cycle and the two stationary points.
3. On II: $\gamma=3(\pi a / 4-1), \gamma>1$, the unstable winding limit cycle forms a noncontractible homoclinic saddle connection. This can also be deduced from the vanishing of the Melnikov function for those readers who prefer to use techniques other than averaging. If, after crossing II, the $\omega$-limit set of both branches of the unstable manifold again would be the point $(0,0)$, then there is no way for the $\alpha$-limit set of the stable manifold to exist. Therefore, since the Melnikov function changes sign at the bifurcation, the $\omega$-limit set consists of the point $(0,0)$ and the attracting winding limit cycle. The domains of attraction are separated by the stable manifold of the saddle point. The existence of contractible limit cycles is ruled out by the fact that the range of $\eta^{0}$ is $[-3,-1]$ and, for $|\gamma|<1$, by the negativity of the divergence of $X_{a, \gamma}$.
4. Crossing III: $\gamma=-1$, a Hopf bifurcation takes place. This gives rise to the existence of a stable contractible limit cycle for $\gamma \in[-3,-1]$, the range of $\eta^{0}$. The Hopf limit cycle takes over the role of the point attractor as described in part 3. The part of the unstable manifold that is approaching the contractible limit cycle is characterized by the fact that it intersects the line segment $y=0, \pi<\phi<2 \pi$, i.e. it intersects the $\phi$-axis going from the positive $(y>0)$ half to the negative half of the cylinder. Due to the growth of the contractible limit cycle, as reflected in the monotonicity of $\eta^{0}$, this intersection takes place closer and closer to the saddle point, until, at IV: $\gamma=-3$, a homoclinic (contractible) saddle connection is formed. The existence of this homoclinic connection follows from a continuity argument relating the behavior of the unstable manifold for $\gamma>-3$ to that for $-3-3 \pi a / 4<\gamma<-3$ (see the next section).

5 . For $\gamma<-3$, the only attractor is the winding limit cycle. The point $(0,0)$ stays unstable. There is one orbit going out of $(0,0)$ to the saddle point. Both branches of the unstable manifold of the saddle point are attracted to the winding limit cycle. The only other possibilities would be:
i. The unstable manifold forms a noncontractible homoclinic saddle connection. This is ruled out by the Melnikov function.
ii. It forms a contractible homoclinic connection (as for $\underline{\gamma}=-3$ ). If we average the original equation along this connection, we find that $\overline{d h} / d \phi$ is strictly positive. This is a contradiction. A branch of unstable manifold of the saddle point cannot cross the line segment $S: y=0$ from $(0,0)$ to $(\pi, 0)$, since if it did this would imply the existence of a stable contractible limit cycle (because the point $(0,0)$ is unstable). Therefore this branch has to cross $y=0$ between $(-\pi, 0)$ and $(0,0)$. Thereafter it approaches the winding limit cycle. Since the branch of the unstable manifold with initial negative velocity crosses the line segment $S$ when $\gamma>-3$, it follows by continuity that for $\gamma$ near -3 this branch of the unstable manifold goes into the saddle point and thus forms a contractible homoclinic connection.
6. At $V: \gamma=-3-3 \pi a / 4, \gamma$ is in the range of $\eta^{-}$. One branch of the unstable manifold of the saddle point forms a noncontractible homoclinic saddle connection, which, for smaller $\gamma$, splits off as a stable winding limit cycle. The unstable manifold now has both winding limit cycles as its $\omega$-limit set, while the stable manifold has $(0,0)$ as its $\alpha$-limit set. This concludes our discussion of the phase portraits along the dotted line in Fig. 3.

Along the dashed line in Fig. 3, the main difference is that the stable limit cycle is not born from a saddle node type bifurcation, but from a noncontractible homoclinic saddle connection, as in the transition from 5 to 6 . Since the techniques needed to analyze all other phase portraits and their bifurcations are essentially the same as we have used thus far, we shall not give any more details.
3. Properties of the function $\xi$. In this section we show that the function $\xi$ has the following properties:
i. For $h \in(-1,1), \eta^{0}=-\xi^{0}$; for $h \in(1, \infty), \xi^{-}=\xi^{+}$.
ii. $\xi=\xi^{0, \pm}$ satisfies the Riccati equation

$$
2\left(1-h^{2}\right) \frac{d \xi}{d h}=3+2 h \xi-\xi^{2}
$$

with boundary values

$$
\xi^{0}(-1)=1, \quad \xi^{0, \pm}(1)=3, \quad \lim _{h \rightarrow \infty} \xi^{ \pm}(h)=\infty
$$

iii. For $h \in(-1,1), \xi^{0}$ is strictly monotonic increasing.
iv. For $h \in(1, \infty), 3 h<\xi^{ \pm}(h) \leqq 4 h$ and $\xi^{ \pm}$is strictly monotonic increasing.

In each numbered section below we prove the corresponding property of $\xi$.
3i. For $h \in(-1,1)$ observe that $\Gamma_{h}^{0}$ is contractible to the point $(0,0) \in T S^{1}$. Therefore

$$
\begin{equation*}
\mathscr{A}^{0}=\int_{\Gamma_{h}^{0}} d \phi=0, \tag{3.1}
\end{equation*}
$$

which implies that $\eta^{0}=a \mathscr{A}^{0} / \mathscr{C}^{0}-\xi^{0}=-\xi^{0}$, provided that $\mathscr{C}^{0}$ is finite and nonzero. But

$$
\begin{equation*}
\mathscr{C}^{0}(h)=\int_{\Gamma_{h}^{0}} y \cos \phi d \phi=2 \sqrt{2} \int_{\phi_{-}}^{\phi_{+}}(h+\cos \phi)^{1 / 2} \cos \phi d \phi \tag{3.2}
\end{equation*}
$$

(where $h+\cos \phi_{ \pm}=0$ and $y$ is given in (1.3)), which implies that $\mathscr{C}^{0}(h)$ is finite for $h \in(-1,1)$. Differentiating (1.3) with respect to $\phi$ gives

$$
\begin{equation*}
\frac{d y}{d \phi}=-\frac{\sin \phi}{y} \tag{3.3}
\end{equation*}
$$

and integrating (3.2) by parts yields

$$
\begin{equation*}
\mathscr{C}^{0}(h)=-\int_{\Gamma_{h}^{0}} \frac{d y}{d \phi} \sin \phi d \phi=\int_{\Gamma_{h}^{0}} \frac{\sin ^{2} \phi}{y} d \phi=\sqrt{2} \int_{\phi_{-}}^{\phi_{+}} \frac{\sin ^{2} \phi}{(h+\cos \phi)^{1 / 2}} d \phi \tag{3.4}
\end{equation*}
$$

From (3.4) it follows that $\mathscr{C}^{0}(h)>0$ for $h \in(-1,1)$. This proves that $\eta=-\xi^{0}$, and also we have shown that $\xi^{0}$ is continuous. To show that $\xi^{-}=\xi^{+}$, we demonstrate that

$$
\begin{equation*}
\mathscr{B}^{+}=\mathscr{B}^{-}, \quad \mathscr{C}^{+}=\mathscr{C}^{-} . \tag{3.5}
\end{equation*}
$$

This follows from the fact that $y$ is positive on $\Gamma_{h}^{+}$, while it is negative on $\Gamma_{h}^{-}$. Because $\Gamma^{+}$and $\Gamma^{-}$have opposite orientations, $\mathscr{B}$ and $\mathscr{C}$ are invariant under the $\pm$-change. For future reference, we note that the last argument also shows that

$$
\begin{equation*}
\mathscr{A}^{+}=-\mathscr{A}^{-} . \tag{3.6}
\end{equation*}
$$

3ii. We begin by deriving the Riccati equation satisfied by $\xi=\xi^{0, \pm}$. In what follows all integrals are taken over the closed cycle $\Gamma_{h}^{0, \pm}$. Differentiating $\mathscr{B}=\mathscr{B}^{0, \pm}$ and $\mathscr{C}=\mathscr{C}^{0, \pm}$ with respect to $h$ gives

$$
\begin{equation*}
\frac{d \mathscr{B}}{d h}=\int \frac{d y}{d h} d \phi=\int \frac{1}{y} d \phi \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \mathscr{C}}{d h}=\int \frac{d y}{d h} \cos \phi d \phi=\int \frac{1}{y} \cos \phi d \phi \tag{3.8}
\end{equation*}
$$

(since differentiating (1.3) with respect to $h$ yields $d y / d h=1 / y$ ). Integrating $\mathscr{C}$ by parts and using (3.3) gives

$$
\begin{align*}
\mathscr{C} & =\int y \cos \phi d \phi=-\int \frac{d y}{d \phi} \sin \phi d \phi=\int \frac{\sin ^{2} \phi}{y} d \phi  \tag{3.9}\\
& =\int \frac{1}{y}\left[1-\left(\frac{1}{2} y^{2}-h\right)^{2}\right] d \phi \\
& =\int\left[\frac{1}{y}-\frac{1}{4} y^{3}+h y-\frac{h^{2}}{y}\right] d \phi \\
& =\int\left[\frac{1}{y}-\frac{1}{2} y(h+\cos \phi)+h y-\frac{h^{2}}{y}\right] d \phi \\
& =\left(1-h^{2}\right) \frac{d \mathscr{B}}{d h}+\frac{1}{2} h \mathscr{B}-\frac{1}{2} \mathscr{C},
\end{align*}
$$

which implies

$$
\begin{equation*}
\left(1-h^{2}\right) \frac{d \mathscr{B}}{d h}=-\frac{1}{2} h \mathscr{B}+\frac{3}{2} \mathscr{C} . \tag{3.10}
\end{equation*}
$$

Similarly

$$
\frac{d \mathscr{C}}{d h}=\int \frac{\cos \phi}{y} d \phi=\int \frac{1}{y}\left(\frac{1}{2} y^{2}-h\right) d \phi=\frac{1}{2} \mathscr{B}-h \frac{d \mathscr{B}}{d h},
$$

which implies

$$
\begin{equation*}
\left(1-h^{2}\right) \frac{d \mathscr{C}}{d h}=\frac{1}{2} \mathscr{B}-\frac{3}{2} h \mathscr{C} . \tag{3.11}
\end{equation*}
$$

Therefore the Picard-Fuchs equation for $\mathscr{B}$ and $\mathscr{C}$ is

$$
2\left(1-h^{2}\right) \frac{d}{d h}\binom{\mathscr{B}}{\mathscr{C}}=\left(\begin{array}{cc}
-h & 3  \tag{3.12}\\
1 & -3 h
\end{array}\right)\binom{\mathscr{B}}{\mathscr{C}} .
$$

Since $\xi=\mathscr{B} / \mathscr{C}$, the Riccati equation satisfied by $\xi=\xi^{0, \pm}$ is

$$
\begin{equation*}
2\left(1-h^{2}\right) \frac{d \xi}{d h}=2\left(1-h^{2}\right) \frac{1}{\mathscr{C}} \frac{d \mathscr{B}}{d h}-\frac{\mathscr{B}}{\mathscr{C}} 2\left(1-h^{2}\right) \frac{1}{\mathscr{C}} \frac{d \mathscr{B}}{d h}=3+2 h \xi-\xi^{2} \tag{3.13}
\end{equation*}
$$

Next we compute the values of $\xi^{0, \pm}$ at $h= \pm 1$. We begin with the value of $\xi^{0}$ at $h=1$. As $h \uparrow 1$, the smooth closed path $\Gamma_{h}^{0}$ converges to the nonsmooth, but closed, path

$$
\Gamma_{1}^{0}: \frac{1}{2} y^{2}=1+\cos \phi=2 \cos ^{2} \frac{\phi}{2}, \quad \phi \in[-\pi, \pi] .
$$

Therefore $\mathscr{B}^{0}$ converges to

$$
\begin{equation*}
\mathscr{B}^{0}(1)=\int_{\Gamma_{1}^{0}} y d \phi=4 \int_{-\pi}^{\pi}\left|\cos \frac{\phi}{2}\right| d \phi=16, \tag{3.14}
\end{equation*}
$$

while $\mathscr{C}^{0}$ converges to

$$
\begin{equation*}
\mathscr{C}^{0}(1)=\int_{\Gamma_{1}^{0}} \frac{\sin ^{2} \phi}{y} d \phi=4 \int_{-\pi}^{\pi} \sin ^{2} \frac{\phi}{2}\left|\cos \frac{\phi}{2}\right| d \phi=\frac{16}{3} . \tag{3.15}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\xi^{0}(1)=3 \tag{3.16}
\end{equation*}
$$

As $h \downarrow-1, \Gamma_{h}^{0}$ shrinks to the point $(0,0)$. Let $D_{h}^{0}$ be the disk bounded by $\Gamma_{h}^{0}$. Then $\Gamma_{h}^{0}=\partial D_{h}^{0}$. Hence by Stokes' theorem

$$
\begin{equation*}
\xi^{0}(-1)=\lim _{h \rightarrow-1} \frac{\int_{\Gamma_{h}^{0} y d \phi}}{\int_{\Gamma_{h}^{o}} y \cos \phi d \phi}=\frac{\lim _{h \rightarrow-1} \int_{D_{h}^{0}} d y d \phi}{\lim _{h \rightarrow-1} \int_{D_{h}^{0}} \cos \phi d y d \phi}=1 \tag{3.17}
\end{equation*}
$$

To compute $\xi^{ \pm}$at $h=1$, we note that the limit of $\Gamma_{h}^{ \pm}$at $h=1$ is given by

$$
\begin{array}{lll}
\Gamma_{1}^{+}: \frac{1}{2} y^{2}=1+\cos \phi=2 \cos ^{2} \frac{\phi}{2}, & \phi \in[-\pi, \pi], & y \geqq 0, \\
\Gamma_{1}^{-}: \frac{1}{2} y^{2}=1+\cos \phi=2 \cos ^{2} \frac{\phi}{2}, & \phi \in[-\pi, \pi], & y \leqq 0
\end{array}
$$

(we may write $\Gamma_{1}^{0}=\Gamma_{1}^{+} \cup \Gamma_{1}^{-}$). Thus

$$
\begin{equation*}
\mathscr{B}^{ \pm}(1)=8, \quad \mathscr{C}^{ \pm}(1)=\frac{8}{3} \tag{3.18}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\xi^{ \pm}(1)=3 . \tag{3.19}
\end{equation*}
$$

Then $\xi$ is continuous at $h=1$, if we extend $\xi^{0}$ with either $\xi^{+}$or $\xi^{-}$. Finally to show that $\lim _{h \rightarrow \infty} \xi^{+}(h)=\infty$, we need estimates for $\mathscr{B}^{+}$and $\mathscr{C}^{+}$. When $h>1$ we obtain

$$
\begin{equation*}
\mathscr{C}^{+}(h)=\int_{\Gamma_{h}^{+}} \frac{\sin ^{2} \phi}{y} d \phi=\frac{1}{\sqrt{2}} \int_{-\pi}^{\pi} \frac{\sin ^{2} \phi}{(h+\cos \phi)^{1 / 2}} d \phi<\sqrt{2} \pi \frac{1}{\sqrt{h-1}} \tag{3.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{B}^{+}(h)=\int_{\Gamma_{h}^{+}} y d \phi=\sqrt{2} \int_{-\pi}^{\pi}(h+\cos \phi)^{1 / 2} d \phi>2 \pi \sqrt{2} \sqrt{h-1} . \tag{3.21}
\end{equation*}
$$

Therefore when $h>1$

$$
\begin{equation*}
\xi^{+}(h)=\frac{\mathscr{B}^{+}(h)}{\mathscr{C}^{+}(h)}>\frac{2 \pi \sqrt{2} \sqrt{h-1}}{\pi \sqrt{2}} \sqrt{h-1}=2(h-1) \tag{3.22}
\end{equation*}
$$

which implies that $\lim _{h \rightarrow \infty} \xi^{+}(h)=\infty$.
3iii. To show that $\xi=\xi^{0}$ is strictly monotonic increasing we give an argument analogous to that used in Cushman and Sanders [9]. First observe that the connected components of

$$
\begin{equation*}
3+2 h \xi-\xi^{2}=0 \tag{3.23}
\end{equation*}
$$

are strictly monotonic functions of $h$, because differentiating (3.23) with respect to $h$ and putting $d \xi / d h=0$ gives $\xi=0$. But this is ruled out by (3.23).

We now use this observation to show that the range of $\xi^{0}$ on $[-1,1]$ is $[1,3]$. From (3.13) it follows that on $(-1,1)$
(3.24a) when $0<\xi<1$ then $\frac{d \xi}{d h}>0$
while
(3.24b) when $\xi>3$ then $\frac{d \xi}{d h}<0$.

We now argue by contradiction. Suppose that for some $h_{0} \in(-1,1)$ we have $\xi\left(h_{0}\right)>3$. Since $\xi(-1)=1, \xi(1)=3$ and $\xi$ is continuous, there is an $h_{1} \in\left(-1, h_{0}\right)$ such that $\xi\left(h_{1}\right)=3$. Since (3.13) implies that $\xi$ is continuously differentiable on $(-1,1)$, there is an $h_{2} \in\left(h_{1}, h_{0}\right)$ such that $\xi\left(h_{2}\right)>0$ and $(d \xi / d h)\left(h_{2}\right)>0$. But this contradicts (3.24b). Therefore $\xi(h) \leqq 3$ for $h \in(-1,1)$. By an analogous argument one proves that $\xi(h) \geqq 1$ for $h \in(-1,1)$. Thus we have $1 \leqq \xi(h) \leqq 3$ for all $h \in[-1,1]$.

Next we show that the derivative of $\xi$ on $(-1,1)$ does not vanish. Suppose the contrary, that is, suppose that for some $h_{0} \in(-1,1),(d \xi / d h)\left(h_{0}\right)=0$. Then differentiating (3.13) with respect to $h$ and evaluating at $h_{0}$ gives

$$
\begin{equation*}
\left(1-h_{0}^{2}\right) \frac{d^{2} \xi}{d h^{2}}\left(h_{0}\right)=\xi\left(h_{0}\right) \tag{3.25}
\end{equation*}
$$

Since the range of $\xi$ on $[-1,1]$ is $[1,3],\left(d^{2} \xi / d h^{2}\right)\left(h_{0}\right)>0$. In other words, we have shown that any extremum of $\xi$ on $(-1,1)$ is a nondegenerate minimum. Because $\xi(-1)=1<\xi\left(h_{0}\right), \xi$ must have a maximum between -1 and $h_{0}$. But every extremum is a minimum on $(-1,1)$; so we have a contradiction. Consequently the derivative of $\xi$ does not vanish on $(-1,1)$. Since $\xi(-1)=1$ and $\xi(1)=3, d \xi / d h>0$ on $(-1,1)$, that is, $\xi$ is strictly monotonic increasing on $(-1,1)$.

3iv. Applying the change of variables

$$
\begin{equation*}
x=\frac{1}{\xi^{+}}, \quad t=\frac{1}{h} \tag{3.26}
\end{equation*}
$$

to (3.13) gives

$$
\begin{equation*}
2 t\left(1-t^{2}\right) \frac{d x}{d t}=t-2 x-3 t x^{2} \tag{3.27}
\end{equation*}
$$

We know that $\xi^{+}(1)=3$ and $\lim _{h \rightarrow \infty} \xi^{+}(h)=\infty$, so

$$
x(0)=0 \quad \text { and } \quad x(1)=\frac{1}{3}
$$

First we prove that $x(t) \leqq t / 3$ for $t \in[0,1]$. Let $y=x-t / 3$, then $y(0)=y(1)=0$. From (3.27) it follows that

$$
\begin{equation*}
2 t\left(1-t^{2}\right) \frac{d y}{d t}=-3 t y^{2}-2 y\left(1+t^{2}\right)-\frac{t}{3}\left(1-t^{2}\right) . \tag{3.28}
\end{equation*}
$$

Suppose that $y(\tau)>0$ for some $\tau \in(0,1)$. Then there is a $\tau_{0} \in(0, \tau)$ with $(d y / d \tau)\left(\tau_{0}\right)>0$ and $y\left(\tau_{0}\right)>0$; but this is in contradiction with the differential equation (3.28). Thus $y(t) \leqq 0$ for all $t \in[0,1]$, that is,

$$
\begin{equation*}
x(t) \leqq \frac{t}{3} \tag{3.29}
\end{equation*}
$$

Consequently by (3.24)

$$
\begin{equation*}
\xi^{+}(h) \geqq 3 h \quad \text { for all } h \in[1, \infty) \tag{3.30}
\end{equation*}
$$

Now suppose that $y(\tau)=0$ for some $\tau \in(0,1)$. Then from (3.28) we conclude that $(d y / d t)(\tau)<0$. But this contradicts the fact that $y(t) \leqq 0$ for all $t \in[0,1]$. Therefore

$$
\begin{equation*}
\xi^{+}(h)>3 h \quad \text { for all } h \in(1, \infty) \tag{3.31}
\end{equation*}
$$

The following argument shows that $\xi^{+}$is strictly monotonic increasing on $(1, \infty)$. Since the zero isocline $3+2 h-\xi^{2}=0$ of the Riccati equation (3.13) is strictly monotonic increasing for $h \in(1, \infty)$, $\xi^{+}$can intersect this isocline at most once. From (3.25) it follows that $\xi^{+}$has a nondegenerate (global) maximum at this intersection. This contradicts (3.31). Therefore $d \xi^{+} / d h>0$ on ( $1, \infty$ ). Consequently $\xi^{+}$is strictly monotonic increasing on $(1, \infty)$.

Next we show that $\xi^{+}(h) \leqq 4 h$ on $[1, \infty)$. Toward this end, let $y=x-t / 4$; then $y(0)=0, y(1)=\frac{1}{12}$ and (3.27) becomes

$$
\begin{equation*}
2 t\left(1-t^{2}\right) \frac{d y}{d t}=-3 t y^{2}-\left(2+\frac{3}{2} t^{2}\right) y+\frac{5}{16} t^{3} \tag{3.32}
\end{equation*}
$$

Suppose that for some $\tau \in(0,1), y(\tau)<0$. Then there is a $\tau_{0}<(0, \tau)$ with $(d y / d t)\left(\tau_{0}\right)<0$ and $y\left(\tau_{0}\right)<0$. But, by (3.29)

$$
y(t)=x(t)-\frac{t}{4} \leqq \frac{t}{3}-\frac{t}{4}=\frac{t}{12}
$$

which implies

$$
\begin{equation*}
2 t\left(1-t^{2}\right) \frac{d y}{d t} \geqq \frac{7}{24} t^{3}-\left(2+\frac{3}{2} t^{2}\right) y \tag{3.33}
\end{equation*}
$$

Therefore $(d y / d t)\left(\tau_{0}\right)>0$, which is a contradiction. Thus $y(t) \geqq 0$ for all $t \in[0,1]$ or equivalently

$$
\begin{equation*}
x(t) \geqq \frac{t}{4} \tag{3.34}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\xi^{+}(h) \leqq 4 h \quad \text { for all } h \in[1, \infty) . \tag{3.35}
\end{equation*}
$$

Combining (3.31) and (3.35), we find that

$$
\begin{equation*}
3 h<\xi^{+}(h) \leqq 4 h \quad \text { for all } h \in(1, \infty) \tag{3.36}
\end{equation*}
$$

This completes the proof of the properties of the function $\xi$.
4. Properties of the function $\boldsymbol{\eta}$. Throughout this section we assume that $h>1$. We will show that the function $\eta=\eta^{ \pm}$, where

$$
\begin{equation*}
\eta=a \frac{\mathscr{A}}{\mathscr{C}}-\xi \tag{4.1}
\end{equation*}
$$

has the following properties:
i. $\eta^{ \pm}(1)= \pm 3 \pi a / 4-3$.
ii. $\eta=\eta^{ \pm}$satisfies the Riccati equation

$$
2\left(h^{2}-1\right) \frac{d \eta}{d h}=3-h \xi-3 h \eta+\xi \eta
$$

where $\xi=\xi^{ \pm}$.
iii. Let

$$
\begin{equation*}
\zeta(h)=\frac{h \xi-3}{\xi-3 h} \tag{4.4}
\end{equation*}
$$

then $\zeta(1)=1$. In addition, the zero isocline $\eta^{ \pm}=\xi$ of (4.3), is continuous and strictly monotonic increasing.
iv. If $\eta^{ \pm}(1)>1$, that is, if

$$
a>\frac{16}{3 \pi}, \quad \eta=\eta^{+} \quad \text { or } \quad a<-\frac{16}{3 \pi}, \quad \eta=\eta^{-},
$$

then $\eta^{ \pm}$has a unique maximum $\tilde{\boldsymbol{\eta}}^{ \pm}(a)$ when $h>1$; moreover $\lim _{a \rightarrow \pm 16 / 3 \pi} \tilde{\boldsymbol{\eta}}^{ \pm}(a)=1$. If $\eta^{ \pm}(1)<1$, then $\eta^{ \pm}$is strictly monotonic decreasing on $(1, \infty)$.

As before, in each numbered section we prove the corresponding property of $\eta$.
4i. Since $\mathscr{C}^{+}=\mathscr{C}^{-}, \xi^{+}=\xi^{-}$and $\mathscr{A}^{+}=-\mathscr{A}^{-}$with $\mathscr{C}^{+}(1)=\frac{8}{3} \quad(3.18), \quad \xi^{+}(1)=3$ (3.19), and $\mathscr{A}^{+}(h)=2 \pi$ we get

$$
\begin{equation*}
\eta^{+}(1)=\frac{3 \pi}{4} a-3 \quad \text { and } \quad \eta^{-}(1)=-\frac{3 \pi}{4} a-3 . \tag{4.5}
\end{equation*}
$$

4ii. Let $\eta=\eta^{ \pm}$. Then differentiating (4.1) with respect to $h$ using (3.11), (3.13) and some regrouping gives

$$
\begin{equation*}
2\left(h^{2}-1\right) \frac{d \eta}{d h}=3-h \xi-3 h \eta+\xi \eta . \tag{4.6}
\end{equation*}
$$

Here the fact that $\mathscr{A}^{ \pm}$is constant on $(1, \infty)$ has been used.
4iii. The zero isocline of (4.3) is the locus of zeros of the right-hand side of (4.6) which is given by $\eta=\eta^{ \pm}=\zeta$ where

$$
\begin{equation*}
\zeta(h)=\frac{h \xi-3}{\xi-3 h} . \tag{4.7}
\end{equation*}
$$

Since $\xi>3 h$ when $h>1$ (3.31), we see that $\zeta$ is continuous on $(1, \infty)$. To show that $\zeta$ is strictly monotonic increasing on ( $1, \infty$ ), we differentiate (4.7) with respect to $h$ and obtain

$$
\begin{equation*}
\frac{d \zeta}{d h}=-\frac{1}{2(\xi-3 h)^{2}}\left(9-6 h \xi+\xi^{2}\right) \tag{4.8}
\end{equation*}
$$

Put $\theta(h)=9-6 h \xi+\xi^{2}$. Since $\xi(1)=3, \theta(1)=0$; moreover, since $3 h<\xi(h) \leqq 4 h$ for $h \in[1, \infty)$,

$$
\begin{equation*}
\theta(h) \leqq 9-2 h^{2} \quad \text { on }[1, \infty) . \tag{4.9}
\end{equation*}
$$

Therefore $\theta(h)<0$ for $h>\frac{3}{2} \sqrt{2}$. To show that $d \zeta / d h>0$ it suffices to show that $\theta<0$ for all $h>1$. Toward this end we differentiate $\theta$ with respect to $h$. Repeatedly using $\xi^{2}=\theta+6 h \xi-9$ we obtain

$$
\begin{equation*}
\left(h^{2}-1\right) \frac{d \theta}{d h}=(h+\xi) \theta+6\left(h^{2}-1\right) \xi \tag{4.10}
\end{equation*}
$$

which may be rewritten as

$$
\begin{equation*}
\frac{d \theta}{d h}=6 \xi+\frac{h+\xi}{h^{2}-1} \theta . \tag{4.11}
\end{equation*}
$$

Suppose that there is an $h_{0}>1$ such that $\theta\left(h_{0}\right) \geqq 0$. Since $\theta(h)<0$ for all $h>\frac{3}{2} \sqrt{2}$, there is an $h_{1} \geqq h_{0}$ such that $\theta\left(h_{1}\right)=0$. Take $h_{1}$ to be the largest value of $h$ such that $\theta\left(h_{1}\right)=0$. Then $\theta(h)<0$ for all $h>h_{1}$. It follows from (4.11) and (3.31) that

$$
\begin{equation*}
\frac{d \theta}{d h}\left(h_{1}\right) \geqq 6 \xi\left(h_{1}\right)>18 h_{1} . \tag{4.12}
\end{equation*}
$$

Thus there is an $h_{2}>h_{1}$, for which $\theta\left(h_{2}\right)=0$; but this contradicts the maximality of $h_{1}$. Therefore $\theta(h)<0$ for $1<h<\infty$, which implies that $\zeta$ is strictly monotonic increasing on $(1, \infty)$.

To compute $\lim _{h \rightarrow 1^{+}} \zeta(h)$, we first have to show that

$$
\begin{equation*}
\lim _{h \rightarrow 1^{+}} \xi^{\prime}(h)=\infty . \tag{4.13}
\end{equation*}
$$

The following argument shows that either $\lim \xi^{\prime}<\infty$ or $\lim \xi^{\prime}=\infty$ as $h \rightarrow 1^{+}$. Suppose not, then

$$
\begin{equation*}
\liminf \xi^{\prime}<\limsup \xi^{\prime} \tag{4.14a}
\end{equation*}
$$

and

$$
\begin{equation*}
-\infty<\liminf \xi^{\prime}<\infty \tag{4.14b}
\end{equation*}
$$

Since $\xi$ is monotonic increasing on $(1, \infty)$, we may replace (4.14b) with

$$
\begin{equation*}
0 \leqq \liminf \xi^{\prime}<\infty . \tag{4.15}
\end{equation*}
$$

From (4.14a) there is a sequence $\left\{h_{n}\right\}, h_{n} \rightarrow 1^{+}$such that $\xi^{\prime}$ has a local minimum at $h_{n}$, that is, $\xi^{\prime \prime}\left(h_{n}\right)=0$. Differentiating the Riccati equation (3.13) gives

$$
\begin{equation*}
2\left(1-h^{2}\right) \xi^{\prime \prime}=2(3 h-\xi) \xi^{\prime}+2 \xi \tag{4.16a}
\end{equation*}
$$

which evaluated at $h_{n}$ gives

$$
\begin{equation*}
0=2\left(3 h_{n}-\xi\left(h_{n}\right)\right) \xi^{\prime}\left(h_{n}\right)+2 \xi\left(h_{n}\right) \tag{4.16b}
\end{equation*}
$$

Taking the liminf as $h_{n} \rightarrow 1^{+}$of both sides of (4.16a) gives

$$
\begin{equation*}
0=\liminf _{h_{n} \rightarrow 1^{+}} \xi^{\prime} \lim _{h_{n} \rightarrow 1^{+}}\left(3 h_{n}-\xi\left(h_{n}\right)\right)+\lim _{h_{n} \rightarrow 1^{+}} \xi\left(h_{n}\right) \tag{4.17}
\end{equation*}
$$

since $\xi$ is continuous, the first term in (4.17) vanishes because $\xi(1)=3$ and (4.15), while the second term equals 3. Thus (4.17) is false. Consequently either $\lim _{h \rightarrow 1^{+}} \xi^{\prime}<\infty$ or $\lim _{h \rightarrow 1^{+}} \xi^{\prime}=\infty$. Now suppose that $\lim _{h \rightarrow 1^{+}} \xi^{\prime}<\infty$. Then the Riccati equation (3.13) gives the asymptotic relation

$$
\xi^{\prime \prime} \sim \frac{1}{(1+h)(1-h)} \xi \sim \frac{3}{2(1-h)} \quad \text { as } h \rightarrow 1^{+}
$$

which integrated shows that $\xi^{\prime} \rightarrow \infty$ as $h \rightarrow 1^{+}$. This contradicts the hypothesis. Therefore (4.13) holds.

Using l'Hôpital's rule and (4.12), we compute $\zeta(1)$ as follows:

$$
\begin{equation*}
\zeta(1)=\lim _{h \rightarrow 1^{+}} \frac{h \xi-3}{\xi-3 h}=\lim _{h \rightarrow 1^{+}} \frac{\xi(h)+h \xi^{\prime}(h)}{\xi^{\prime}(h)-3}=1 \tag{4.18}
\end{equation*}
$$

4iv. Let $\eta=\eta^{+}$. From (4.3) it follows that $d \eta / d h>0$ above the graph of $\zeta$, while $d \eta / d h<0$ below. Thus when $\eta(1)<1, \eta$ is strictly monotonic decreasing for $h>1$. In addition the range of $\eta$ is ( $-\infty, \eta(1)$ ), as we shall prove below (see (4.21)).

When $\eta(1)>1$ and $h>1, \eta$ is strictly monotonic increasing as long as its graph does not intersect the graph of $\zeta$. But this can happen at most once, because $\eta$ is strictly monotonic decreasing after such an intersection and $\zeta$ is strictly monotonic increasing when $h>1$.

To show that the graphs of $\eta$ and $\zeta$ intersect when $h>1$, we show that $\lim _{h \rightarrow \infty} \eta(h)=-\infty$, whatever the initial condition $\eta(1)$. First we find the asymptotic behavior of $\mathscr{C}^{+}$:

$$
\begin{align*}
\mathscr{C}^{+}(h) & =\int_{\Gamma_{h}^{+}} \frac{\sin ^{2} \phi}{y} d \phi=\frac{1}{\sqrt{2 h}} \int_{-\pi}^{\pi} \sin ^{2} \phi\left(1+h^{-1} \cos \phi\right)^{-1 / 2} d \phi  \tag{4.19}\\
& =\frac{1}{\overline{2 h}}\left[\int_{-\pi}^{\pi}\left(\sin ^{2} \phi+O\left(\frac{1}{h}\right)\right) d \phi\right]=\frac{\pi}{\sqrt{2 h}}+O\left(\frac{1}{h^{3 / 2}}\right) .
\end{align*}
$$

From the definition of $\eta=\eta^{ \pm}$(1.7) we obtain

$$
\begin{equation*}
\eta^{ \pm}(h)=\frac{a \mathscr{A}^{ \pm}}{\mathscr{C}^{ \pm}}-\xi^{ \pm}=\frac{2 \pi a}{\mathscr{C}^{ \pm}(h)}-\xi^{ \pm}(h)= \pm \frac{2 \pi a}{\left(\pi / \sqrt{2 h}+O\left(1 / h^{3 / 2}\right)\right)}-\xi^{ \pm}(h) \tag{4.20}
\end{equation*}
$$

Since $3 h<\xi(h) \leqq 4 h$ it follows that

$$
\begin{equation*}
\lim _{h \rightarrow \infty} \eta^{ \pm}(h)=-\infty . \tag{4.21}
\end{equation*}
$$

This implies that the range of $\eta$ is $(-\infty, \eta(1))$ if $\eta(1)<1$ and $(-\infty, \tilde{\eta}(a))$ if $\eta(1)>1$, where $\tilde{\eta}(a)$ is the maximum value of $\eta$.

Because the range of $\eta^{ \pm}$is ( $-\infty, 1$ ] when $a= \pm 16 / 3 \pi$, by continuity it follows that the maximum value of $\eta^{+}$, respectively $\eta^{-}$, for $a>16 / 3 \pi$, respectively, $a<$ $-16 / 3 \pi$, lies in the range $(1, \infty)$. Thus

$$
\lim _{a \rightarrow(16 / 3 \pi)^{+}} \tilde{\eta}^{+}(a)=\lim _{a \rightarrow-(16 / 3 \pi)^{-}} \tilde{\eta}^{-}(a)=1
$$

This completes the proof of the properties of $\eta$. Thus we have proved the main theorem stated in §1.
5. Appendix: Asymptotic expansions for $\xi$ and $\eta$ when $h$ is slightly greater than 1. The maximum value of $\eta$ as a function of $a$ has to be computed numerically. This proved difficult to do for $a$ near $16 \pi / 3$. In this appendix we give asymptotic approximations for $\eta$ to explain this difficulty and to provide an alternative proof that

$$
\lim _{a \rightarrow(16 \pi / 3)^{+}} \tilde{\eta}^{+}(a)=1
$$

Consider the Riccati equation (3ii)

$$
\begin{equation*}
2\left(1-h^{2}\right) \frac{d \xi}{d h}=3+2 h \xi-\xi^{2} \tag{5.1}
\end{equation*}
$$

Since $\xi(1)=3$, taking the limit as $h \rightarrow 1^{+}$of both sides of (5.1) gives

$$
\begin{equation*}
\lim _{h \rightarrow 1^{+}}(1-h) \frac{d \xi}{d h}=0 \tag{5.2}
\end{equation*}
$$

Now we deduce an asymptotic relation for $\xi$ as $h \rightarrow 1^{+}$. Differentiating (5.1) with respect to $h$ gives

$$
\begin{equation*}
(1-h)(1+h) \frac{d^{2} \xi}{d h^{2}}=\xi+(3 h-\xi) \frac{d \xi}{d h} \tag{5.3}
\end{equation*}
$$

Because $\xi(1)=3$ and (5.2), from (5.3) we obtain the asymptotic relation

$$
\begin{equation*}
\frac{d^{2} \xi}{d h^{2}} \sim \frac{-3}{2(h-1)} \quad \text { as } h \rightarrow 1^{+} \tag{5.4}
\end{equation*}
$$

Integrating (5.4) twice gives

$$
\begin{equation*}
\xi(h) \sim 3-\frac{3}{2}(h-1) \log (h-1), \quad h \rightarrow 1^{+} \tag{5.5}
\end{equation*}
$$

as desired.
Next we deduce an asymptotic relation for $\eta \rightarrow 1^{+}$. Substituting (5.5) into the Riccati equation (4.3),

$$
\begin{equation*}
2\left(h^{2}-1\right) \frac{d \eta}{d h}=3-h \xi-3 h \eta+\xi \eta \tag{5.6}
\end{equation*}
$$

gives

$$
2(h-1)(h+1) \frac{d \eta}{d h} \sim-3(h-1)-3 \eta(1)(h-1)+\frac{3}{2}(h-\eta(1))(h-1) \log (h-1)
$$

that is,

$$
\begin{equation*}
\frac{d \eta}{d h} \sim-3(1+\eta(1))+\frac{3}{2}(1-\eta(1)) \log (h-1) \text { as } h \rightarrow 1^{+} . \tag{5.7}
\end{equation*}
$$

Integrating (5.7) gives the asymptotic relation

$$
\begin{equation*}
\eta(h) \sim \eta(1)-\frac{3}{8}(3+\eta(1))(h-1)+\frac{3}{8}(1-\eta(1))(h-1) \log (h-1) \quad \text { as } h \rightarrow 1^{+} \tag{5.8}
\end{equation*}
$$

as desired. To compute an asymptotic relation for the critical point $h=h^{*}$ of $\eta$, we equate the right-hand side of (5.7) to zero. Thus

$$
\begin{equation*}
h^{*}-1=\exp \left[\frac{2(1+\eta(1))}{1-\eta(1)}\right] . \tag{5.9}
\end{equation*}
$$

Now $\eta(1)=3 \pi a / 4-3$. Putting $a=(16 / 3 \pi)(1+\varepsilon / 4)$ gives $\eta(1)=1+\varepsilon$, which substituted into (5.9) yields

$$
\begin{equation*}
h^{*}-1=e^{-2} e^{-4 / \varepsilon} . \tag{5.10}
\end{equation*}
$$

Substituting (5.10) into (5.8) gives the asymptotic relation

$$
\begin{align*}
\eta_{\max } & =\eta\left(h^{*}\right) \sim \eta(1)-\frac{3}{8}(4+\varepsilon) e^{-2} e^{-4 / \varepsilon}+\frac{3}{8}\left(\frac{4}{\varepsilon}+2\right) e^{-2} e^{-4 / \varepsilon}  \tag{5.11}\\
& =\eta(1)+\frac{3}{8} \varepsilon e^{-2} e^{-4 / \varepsilon} \quad \text { as } \varepsilon \rightarrow 0^{+} .
\end{align*}
$$

Therefore the difference between the maximum value of $\eta$ for a slightly greater than $16 / 3 \pi$ and the boundary value $\eta(1)$ is exponentially small. This explains the difficulty in computing the maximum of $\eta$ near the critical value $a=16 / 3 \pi$.
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# BREAKDOWN OF STABILITY IN SINGULARLY PERTURBED AUTONOMOUS SYSTEMS I. ORBIT EQUATIONS* 

K. NIPP ${ }^{\dagger}$


#### Abstract

In singular perturbation analysis two stages can generally be distinguished: First, by some method a sequence of formal approximations is constructed which are supposed to form together an asymptotic approximation to the solution of the singular perturbation problem. Second, it should be proved that the sequence provides a correct approximation in a rigorous mathematical sense.

For this second stage analytical results providing error estimates are needed. A classical one is due to A . N . Tikhonov (see e.g. [10]). We quote this theorem, and state and prove results for the trajectories of a singularly perturbed autonomous system that are extensions of the Tikhonov Theorem in the neighborhood of a point where a certain stability assumption ceases to be valid.


1. Introduction. Consider the autonomous system

$$
\begin{align*}
& \dot{x}=f(x, y)+\varepsilon f^{1}(x, y, \varepsilon),  \tag{1}\\
& \varepsilon \dot{y}=g(x, y)+\varepsilon g^{1}(x, y, \varepsilon),
\end{align*}
$$

together with the initial conditions

$$
\begin{equation*}
x(0, \varepsilon)=x^{0}(\varepsilon), \quad y(0, \varepsilon)=y^{0}(\varepsilon) \tag{2}
\end{equation*}
$$

where $x$ and $y$ are $m$ - and $n$-vectors, respectively, and $\varepsilon$ is a small nonnegative parameter. We assume that $f, f^{1}$ and $g, g^{1}$ are sufficiently smooth with respect to all variables in the domain considered as are $x^{0}, y^{0}$ for $\varepsilon \in\left[0, \varepsilon_{0}\right]$, with $\varepsilon_{0}<1$.

The corresponding reduced problem is obtained by putting $\varepsilon=0$ and by dropping the initial data on $y$ :

$$
\begin{align*}
& \dot{x}=f(x, y), \quad x(0)=x^{0}(0),  \tag{3}\\
& 0=g(x, y) .
\end{align*}
$$

We make the following assumption:
There is a continuously differentiable vector function $\phi(x)$ defined in some domain $D \subset \mathbb{R}^{m}$ containing $x^{0}(\varepsilon)$ for $\varepsilon \in\left[0, \varepsilon_{0}\right]$ and a positive constant $b$ such that $g(x, \phi(x))=0$ for $x \in D$ and all the eigenvalues of the Jacobian matrix $g_{y}(x, \phi(x))$ have real parts smaller than $-b$ for $x \in D$.

The set $(x, \phi(x))$ is called a reduced manifold of the system (1). The property (4) implies stability of this reduced manifold in the sense of Theorem 1 below.

Moreover, we suppose that the problem (3) has a continuously differentiable solution $(X(t), Y(t))$ for $t \in\left[0, t_{1}\right]$, lying in the stable reduced manifold (i.e. $\dot{X}(t)=$ $\left.f(X(t), \phi(X(t))), X(0)=x^{0}(0) ; Y(t)=\phi(X(t))\right)$. Then the following theorem due to A . N . Tikhonov holds.

[^41]Theorem 1. If $\left|y^{0}(\varepsilon)-Y(0)\right|$ is sufficiently small, then for $\varepsilon$ small enough the solution $(x(t, \varepsilon), y(t, \varepsilon))$ of (1), (2) exists and is unique for $t \in\left[0, t_{1}\right]$ and satisfies

$$
|x(t, \varepsilon)-X(t)|=O(\varepsilon) \quad \text { uniformly for } t \in\left[0, t_{1}\right]
$$

and

$$
|y(t, \varepsilon)-Y(t)|=O(\varepsilon) \quad \text { uniformly for } t \in\left[\tau, t_{1}\right] \text {, any } \tau \in\left(0, t_{1}\right) \text {. }
$$

The above formulation is analogous to the one given in [2] or [5] with sharper estimates than in [10]. Of course, a similar result holds in the nonautonomous case.

In this paper we are interested in situations where the stability property (4) ceases to be valid. One of the implications of this condition is that the reduced manifold $y=\phi(x)$ is locally unique. This excludes bifurcation of the reduced manifold. In [3] and [4] Lebovitz and Schaar considered the two kinds of bifurcations sketched in Fig. 1, with the components of the reduced manifold being locally linear or quadratic, respectively, in the essential variables and having the indicated stability properties. At the origin, which is the point of bifurcation, exactly one single eigenvalue of the Jacobian is supposed to vanish.


Fig. 1
Another bifurcation case is the so-called jump point situation sketched in Fig. 2, arising frequently in the context of relaxation oscillations. In both figures, the dashed lines represent a possible trajectory of the system (1). In the case of Fig. 2, typically, the trajectory follows the stable branch of the reduced manifold until it reaches a vicinity of the bifurcation point where it drops off.

There are several papers in the Russian literature dealing with this situation (see e.g. [8], [9]). It is also treated in the book by Mishchenko and Rozov [5] in the context of relaxation oscillations. These authors, however, consider only reduced manifolds which are locally quadratic in the essential variables. Moreover, they are primarily interested in working out the forms of the approximations to the IVP (1), (2) to the highest possible order rather than in giving a rigorous proof of their validity. There are error estimates provided in [9], [5] for the higher dimensional case which do seem not to be optimal, however.

In this paper our goal is to obtain sharp estimates for the domain of validity as well as for the error of an approximation given by the solution of the reduced system (3) in the neighborhood of a point where the stability property (4) is weakened. Therefore, the results stated below are extensions of Theorem 1.


Fig. 2

It may be worthwhile to discuss some conceptual points. Rather than treat some specific problem we propose to derive certain general local results that permit to establish local estimates which, if taken together with Tikhonov's Theorem as well as some trivial estimates from regular perturbation theory, allow to provide global estimates for various bifurcation situations. In particular, the two kinds of bifurcations sketched in Figs. 1 and 2 turn out to be special cases with the reduced manifold being locally linear or quadratic.

We will first give a precise formulation of the problem. There are two cases which are treated separately. In the first one the reduced trajectory encounters a point where stability breaks down (as e.g. in Fig. 1 or Fig. 2 for $x<0$ ). The second case is characterized by the fact that the reduced trajectory departs from this point, a situation which arises in bifurcations of the type sketched in Fig. $1(x>0)$. In this first paper we state and prove the results for the orbits. The transfer of the estimates to the solutions is postponed to Part II also to appear in this journal. There we will as well give an application of our results and of the concept mentioned above.

A two-dimensional version of the first of our results was given in [7]. As far as the construction of suitable local approximations is concerned the reader is referred to [6].
2. Formulation of the problem for the case " $\boldsymbol{s}<\mathbf{0}$ ". In this section we give a detailed formulation of the problem for the first case mentioned at the end of the previous section. This is in a sense the easier and more natural situation since the initial conditions for the local problem are provided by Theorem 1. We take the point, where the stability assumption (4) ceases to hold, to be the origin in $\mathbb{R}^{m+n}$. And we suppose that $f(0,0) \neq 0$ so that the origin is not a critical point of the full system (1). Without loss of generality we may assume that

H1.

$$
f_{1}(0,0)>0, f_{k}(0,0)=0 \quad(k=2,3, \cdots, m)
$$

Hence, there exist a domain $U$ containing the origin and a positive constant $\rho$ such that $f_{1}(x, y)>\rho$ for $(x, y) \in U$. And we may introduce $s=x_{1}$ as the independent variable. By dividing the rest of the equations of (1) by the first one we obtain, for $\varepsilon$ small enough, the following orbit equations

$$
\begin{align*}
& \frac{d \bar{x}}{d s}=F(s, \bar{x}, y)+\varepsilon F^{1}(s, \bar{x}, y, \varepsilon) \\
& \varepsilon \frac{d y}{d s}=G(s, \bar{x}, y)+\varepsilon G^{1}(s, \bar{x}, y, \varepsilon) \tag{5}
\end{align*}
$$

where $\bar{x}$ represents the last $m-1$ components of $x ; F:=\bar{f} / f_{1}, G:=g / f_{1}, F^{1}$ and $G^{1}$ are defined for $(x, y) \in U$, and $F(0,0,0)=0, G(0,0,0)=0$. The initial conditions are

$$
\begin{equation*}
\bar{x}\left(s^{0}, \varepsilon\right)=\bar{x}^{0}(\varepsilon), \quad y\left(s^{0}, \varepsilon\right)=y^{0}(\varepsilon) \tag{6}
\end{equation*}
$$

where we suppose that $s^{0}(\varepsilon)=S^{0}+O(\varepsilon)$ with $S^{0}<0$ independent of $\varepsilon$.
We assume that the Jacobian matrix $g_{y}(0,0)$ has zero as a simple eigenvalue and all the other eigenvalues have negative real parts. Hence the same is true for $G_{y}$. By appropriate choice of basis in $\mathbb{R}^{n}$, we may suppose that

H2.

$$
G_{y}(0,0,0)=\left(\begin{array}{cccc}
0 & 0 & \cdots & 0 \\
0 & & & \\
\vdots & & \bar{A} & \\
0 & & &
\end{array}\right)
$$

where all the eigenvalues of the $(n-1) \times(n-1)$ matrix $\bar{A}$ have negative real parts. Moreover, let $\bar{y}:=\left(y_{2}, \cdots, y_{n}\right)$. Then

$$
\begin{equation*}
\bar{G}\left(x, y_{1}, \bar{y}\right)=\bar{A} \bar{y}+B x+\bar{c} y_{1}^{2}+\hat{G}\left(x, y_{1}, \bar{y}\right) \tag{7}
\end{equation*}
$$

where the remainder term $\hat{G}$ is quadratic in $(x, y)$ and cubic in $y_{1}$. Without loss of generality we may assume that $\bar{c}=0$. (This can always be achieved by a simple transformation of variables (cf. [4])).

H 2 implies that there exists a unique solution $\bar{w}\left(s, \bar{x}, y_{1}\right)$ of $\bar{G}\left(s, \bar{x}, y_{1}, \bar{y}\right)=0$ in a neighborhood of the origin, having continuous partial derivatives there and satisfying $\bar{w}(0,0,0)=0$. For the remaining equation

$$
\begin{equation*}
G_{1}\left(s, \bar{x}, y_{1}, \bar{w}\left(s, \bar{x}, y_{1}\right)\right)=0 \tag{8}
\end{equation*}
$$

we require:
H3. There exists a function $\phi_{1}(s, \bar{x})$, which is defined and continuous for $s \in J:=$ [ $\left.s^{0}, 0\right], \bar{x}$ in some neighborhood $\bar{\Omega}$ of $\bar{x}=0$, has continuous partial derivatives with respect to $\bar{x}$ there, and is $C^{1}$ in $\left[s^{0}, 0\right) \times \bar{\Omega}$, satisfying

$$
\begin{align*}
& G_{1}\left(s, \bar{x}, \phi_{1}(s, \bar{x}), \bar{w}\left(s, \bar{x}, \phi_{1}(s, \bar{x})\right)\right)=0, \quad(s, \bar{x}) \in J \times \bar{\Omega}, \\
& \phi_{1}(0,0)=0 \tag{9}
\end{align*}
$$

and

$$
\begin{array}{ll}
\phi_{1}(s, \bar{x})=a_{1}(-s)^{\alpha}+p(s, \bar{x}), & (s, \bar{x}) \in J \times \bar{\Omega}, \\
\phi_{1, s}(s, \bar{x})=a_{11}(-s)^{\alpha-1}+p_{1}(s, \bar{x}), & (s, \bar{x}) \in\left[s^{0}, 0\right) \times \bar{\Omega}, \tag{11}
\end{array}
$$

where $\alpha>0$ and $a_{1}, a_{11} \neq 0, p(0,0)=0, p(s, 0)=o\left((-s)^{\alpha}\right)$ and $p_{1}(s, 0)=o\left((-s)^{\alpha-1}\right)$ as $s \rightarrow 0^{-}$.
$\mathrm{H} 3^{\prime}$. If $\alpha \geqq 1$ we suppose that $\phi_{1}(s, \bar{x}) \in C^{1}(J \times \bar{\Omega})$.
Remark 1. In the case $\alpha \geqq 1$ (H3') (11) follows from (10), but not in the case $\alpha<1$ since in general order relations may not be differentiated. An assumption implying (10), (11) and easy to verify would be: There exists a function $\hat{\phi}(\hat{s}, \bar{x}) \in C^{1}\left(\Omega_{1} \times \bar{\Omega}\right)$ ( $\Omega_{1}$ an appropriate interval containing 0 ) with $\hat{\phi}(0,0)=0, \hat{\phi}_{s}(0,0) \neq 0$ and $\phi_{1}(s, \bar{x})=$ $\hat{\phi}\left((-s)^{\alpha}, \bar{x}\right),(\underline{s}, \bar{x}) \in J \times \bar{\Omega}$. This is a natural condition for jump points.

Let now $\bar{\phi}(s, \bar{x}):=\bar{w}\left(s, \bar{x}, \phi_{1}(s, \bar{x})\right)$ and $\phi(s, \bar{x}):=\left(\phi_{1}, \bar{\phi}\right)$, and consider the initial value problem

$$
\begin{equation*}
\frac{d \bar{x}}{d s}=F(s, \bar{x}, \phi(s, \bar{x})), \quad \bar{x}(0)=0 . \tag{12}
\end{equation*}
$$

We suppose the following.
H4. The solution $\bar{X}(s)$ of (12) exists for $s \in J$ and there is $c_{0}>0$ such that

$$
\left|\bar{x}^{0}(\varepsilon)-\bar{X}\left(s^{0}\right)\right|<c_{0} \varepsilon, \quad\left|y^{0}(\varepsilon)-Y\left(s^{0}\right)\right|<c_{0} \varepsilon
$$

where $Y(s):=\phi(s, \bar{X}(s))$.
Remark 2. H4 is naturally satisfied (by means of Theorem 1) if we assume having a global problem (i.e. system (1) together with some initial conditions) which is of Tikhonov type away from the origin, or more precisely whose reduced trajectory is stable as long as it is in a finite distance from the origin and, moreover, is zero there. Thus, without loss of generality, we may assume that the initial conditions (6) are "small enough", i.e. such that they lie in the appropriate neighborhood of the origin considered here. In the following this will also be referred to by the expression "for $\left|s^{0}\right|$ small enough". In particular we assume $\left|s^{0}\right|<1$.

We now state the essential stability condition which, together with H 2 , replaces assumption (4) for the Tikhonov case and which is much more general than the corresponding ones given in [3], [4], [5].

H5. There are positive constants $k$ and $q$ such that

$$
G_{1, y_{1}}(s, \bar{X}(s), Y(s)) \leqq-k(-s)^{q}, \quad s \in J .
$$

Remark 3. In order to verify this assumption the asymptotic relations for ( $\bar{X}(s), Y(s))$ given in the next section may be used. The estimates (27)-(29) might, however, be sharper in a given application. We will also derive relations between $q$ and $\alpha$ stated in two lemmas in the next section.
3. Preliminaries. In this section we provide all estimates needed for proving the subsequent results.

Let the functions $u(s, \varepsilon)$ and $v(s, \varepsilon)$ be defined by means of

$$
\begin{equation*}
\bar{x}(s, \varepsilon)=\bar{X}(s)+u(s, \varepsilon), \quad y(s, \varepsilon)=Y(s)+v(s, \varepsilon) \tag{13}
\end{equation*}
$$

They satisfy the differential equations

$$
\begin{align*}
& \frac{d u}{d s}=F_{\bar{x}}(s) u+F_{y}(s) v+R(s, u, v, \varepsilon), \\
& \varepsilon \frac{d v_{1}}{d s}=G_{1, \bar{x}}(s) u+G_{1, y_{1}}(s) v_{1}+G_{1, \bar{y}}(s) \bar{v}+S_{1}(s, u, v, \varepsilon)-\varepsilon Y_{1}^{\prime}(s),  \tag{14}\\
& \varepsilon \frac{d \bar{v}}{d s}=\bar{G}_{\bar{x}}(s) u+\bar{G}_{y_{1}}(s) v_{1}+\bar{G}_{\bar{y}}(s) \bar{v}+\bar{S}(s, u, v, \varepsilon)-\varepsilon \bar{Y}^{\prime}(s),
\end{align*}
$$

where $F_{\bar{x}}(s):=F_{\bar{x}}(s, \bar{X}(s), Y(s))$ and similarly for the other coefficient functions.

For some choice of the positive constants $K>1, \theta_{1} \geqq\left|s^{0}\right|$ and $\theta$ the remainder terms $R, S_{1}$ and $\bar{S}$ in (14) satisfy the following estimate

$$
\begin{equation*}
|R(s, u, v, \varepsilon)| \leqq K\left(\varepsilon+|u|^{2}+|v|^{2}\right) \quad\left(\text { and similarly for } S_{1} \text { and } \bar{S}\right) \tag{15}
\end{equation*}
$$

if $-\theta_{1} \leqq s \leqq 0,|u|+|v|<\theta$, and $\varepsilon \in\left(0, \varepsilon_{0}\right)$. The common constant $K$ is supposed to be so large that these and later estimates hold simultaneously. We will see below that it is possible to slightly improve the estimates of $S_{1}$ and $\bar{S}$.

As initial conditions to the system (14) we have

$$
\begin{equation*}
u\left(s^{0}, \varepsilon\right)=\bar{x}^{0}(\varepsilon)-\bar{X}\left(s^{0}\right), \quad v\left(s^{0}, \varepsilon\right)=y^{0}(\varepsilon)-Y\left(s^{0}\right) \tag{16}
\end{equation*}
$$

Let $U(s, \sigma), V_{1}(s, \sigma, \varepsilon), \bar{V}(s, \sigma, \varepsilon)$ be the fundamental matrix solutions of

$$
\begin{equation*}
\frac{d U}{d s}=F_{\bar{x}}(s) U, \quad \frac{d V_{1}}{d s}=\varepsilon^{-1} G_{1, y_{1}}(s) V_{1}, \quad \frac{d \bar{V}}{d s}=\varepsilon^{-1} \bar{G}_{\bar{y}}(s) \bar{V} \tag{17}
\end{equation*}
$$

reducing to the unit matrices of dimensions $m-1,1, n-1$, respectively, when $s=\sigma$.
The initial value problem (14), (16) is equivalent to the following system of integral equations (for convenience we are dropping the $\varepsilon$ in $u(s, \varepsilon)$ etc.):

$$
\begin{align*}
u(s)= & U\left(s, s^{0}\right) u\left(s^{0}\right)+\int_{s^{0}}^{s} U(s, \sigma)\left[F_{y}(\sigma) v(\sigma)+R(\sigma, u, v, \varepsilon)\right] d \sigma, \\
v_{1}(s)= & V_{1}\left(s, s^{0}, \varepsilon\right) v_{1}\left(s^{0}\right) \\
& +\varepsilon^{-1} \int_{s^{0}}^{s} V_{1}(s, \sigma, \varepsilon)\left[G_{1, \bar{x}}(\sigma) u(\sigma)+G_{1, \overline{\bar{y}}}(\sigma) \bar{v}(\sigma)\right. \\
& \left.+S_{1}(\sigma, u, v, \varepsilon)-\varepsilon Y_{1}^{\prime}(\sigma)\right] d \sigma  \tag{18}\\
\bar{v}(s)= & \bar{V}\left(s, s^{0}, \varepsilon\right) \bar{v}\left(s^{0}\right) \quad \\
& +\varepsilon^{-1} \int_{s^{0}}^{s} \bar{V}(s, \sigma, \varepsilon)\left[\bar{G}_{\bar{x}}(\sigma) u(\sigma)+\bar{G}_{y_{1}}(\sigma) v_{1}(\sigma)\right. \\
& \left.+\bar{S}(\sigma, u, v, \varepsilon)-\varepsilon \bar{Y}^{\prime}(\sigma)\right] d \sigma .
\end{align*}
$$

We have to provide estimates for all the terms appearing on the right-hand side of (18).

Since all eigenvalues of the matrix $\bar{G}_{\bar{y}}(0)=\bar{A}$ have negative real parts there exists $\mu \in(0,1)$ for $\left|s^{0}\right|$ small enough such that $\bar{G}_{\bar{y}}(s)$ has eigenvalues with real parts smaller than $-2 \mu$ for $s \in J$. Hence, by a lemma due to Flatto and Levinson [1] we have

$$
\begin{equation*}
|\bar{V}(s, \sigma, \varepsilon)| \leqq K e^{-\mu(s-\sigma) / \varepsilon} \quad \text { for } s^{0} \leqq \sigma \leqq s \leqq 0 \tag{19}
\end{equation*}
$$

Using H5 and integrating (17) yields an estimate for $V_{1}$ :

$$
\begin{equation*}
V_{1}(s, \sigma, \varepsilon) \leqq e^{\hat{k}\left[(-s)^{\hat{q}}-(-\sigma)^{\hat{q}}\right] / \varepsilon} \quad \text { for } s^{0} \leqq \sigma \leqq s \leqq 0, \tag{20}
\end{equation*}
$$

where $\hat{q}:=q+1, \hat{k}:=k / \hat{q}$.
The fundamental matrix solution $U(s, \sigma)$ satisfies

$$
\begin{equation*}
|U(s, \sigma)| \leqq K \quad \text { for } s^{0} \leqq \sigma \leqq s \leqq 0 \tag{21}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\left|F_{y}(s)\right| \leqq K, \quad\left|\bar{G}_{\bar{x}}(s)\right| \leqq K, \quad\left|G_{1, \bar{x}}(s)\right| \leqq K \quad \text { for } s \in J . \tag{22}
\end{equation*}
$$

Remark 4. For $\alpha \geqq 1$, when $\phi(x)$ has continuous partial derivatives, $G_{1}(x, \phi(x))=0$ for $x \in J \times \bar{\Omega}$ implies $G_{1, x}(x, \phi(x))+G_{1, y}(x, \phi(x)) \phi_{x}(x)=0$, and this together with $G_{1, y}(0,0)=0$ yields $G_{1, x}(0,0)=0 . G_{1, \bar{x}}(0,0)=0$ is also true for $\alpha<1$ if $G_{1}(s, \bar{x}, y)$ has no linear terms in $\bar{x}$. Hence, in these two cases we will be able to derive a better estimate for $G_{1, \bar{x}}(s)$ than the one given in (22).

Since $G_{1, \bar{y}}(x, y)$ and $\bar{G}_{y_{1}}(x, y)$ vanish at the origin (see H2) we will also have better estimates for $G_{1, \bar{y}}(s)$ and $\bar{G}_{y_{1}}(s)$. In order to find these estimates we need the asymptotic behavior of $\bar{X}(s)$ and $Y(s)$ as $s \rightarrow 0^{-}$.

In the domain corresponding to the one introduced in (15) $F$ satisfies the estimate

$$
\begin{equation*}
\left|F\left(s, \bar{x}, y_{1}, \bar{y}\right)\right| \leqq K\left((-s)+|\bar{x}|+\left|y_{1}\right|+|\bar{y}|\right) . \tag{23}
\end{equation*}
$$

From H2 we know that

$$
\begin{align*}
& G_{1}\left(x, y_{1}, \bar{y}\right)=\sum_{i=1}^{m} c_{i} x_{i}+a y_{1}^{2}+\hat{G}_{1}\left(x, y_{1}, \bar{y}\right)  \tag{24}\\
& \bar{G}\left(x, y_{1}, \bar{y}\right)=\bar{A} \bar{y}+B x+\hat{G}\left(x, y_{1}, \bar{y}\right)
\end{align*}
$$

where the Taylor formulae of $\hat{G}_{1}$ and $\hat{G}$ begin with quadratic terms in $(x, y)$ and with a cubic term in $y_{1}$. Hence

$$
\begin{equation*}
\bar{\phi}(s, \bar{x})=\bar{w}\left(s, \bar{x}, \phi_{1}(s, \bar{x})\right)=\bar{a} s+\tilde{B} \bar{x}+\tilde{G}\left(s, \bar{x}, \phi_{1}(s, \bar{x})\right) \tag{25}
\end{equation*}
$$

where the remainder term again is at least quadratic in ( $s, \bar{x}, \phi_{1}$ ) and cubic in $\phi_{1}$. This together with (10) provides the following estimate

$$
\begin{equation*}
|\bar{\phi}(s, \bar{x})| \leqq K\left((-s)^{\tilde{\alpha}}+|\bar{x}|\right) \quad \text { where } \tilde{\alpha}:=\min (3 \alpha, 1) \tag{26}
\end{equation*}
$$

Using (23) and (26) in (12) we find for $\bar{X}(s)$ that for some $\bar{K}>0$

$$
|\bar{X}(s)| \leqq \bar{K} \int_{s}^{0}\left((-\sigma)^{\hat{\alpha}}+|\bar{X}(\sigma)|\right) d \sigma=\frac{\bar{K}}{\hat{\alpha}+1}(-s)^{\hat{\alpha}+1}+\bar{K} \int_{s}^{0}|\bar{X}(\sigma)| d \sigma
$$

where $\hat{\alpha}:=\min (\alpha, 1)$.
Applying the generalized Gronwall lemma we obtain

$$
\begin{equation*}
|\bar{X}(s)| \leqq \hat{K}(-s)^{\hat{\alpha}+1}, \quad s \in J \tag{27}
\end{equation*}
$$

for some $\hat{K}>0$. From (27) and (10) we get ${ }^{1}$

$$
\begin{equation*}
\left|Y_{1}(s)\right| \leqq K_{1}(-s)^{\alpha_{1}}, \quad s \in J \tag{28}
\end{equation*}
$$

$\alpha_{1}:=\min (\alpha, 2)$, and from (26) and (27) ${ }^{2}$

$$
\begin{equation*}
|\bar{Y}(s)| \leqq \tilde{K}(-s)^{\tilde{\alpha}}, \quad s \in J \tag{29}
\end{equation*}
$$

[^42]Finally, using (24) this allows us to state

$$
\begin{align*}
& \left|G_{1, \bar{x}}(s)\right| \leqq C(-s)^{\gamma}, \\
& \left|G_{1, \bar{y}}(s)\right| \leqq C(-s)^{\nu}, \quad s \in J,  \tag{30}\\
& \left|\bar{G}_{y_{1}}(s)\right| \leqq C(-s)^{\bar{\alpha}},
\end{align*}
$$

where $\gamma \in\{0, \hat{\alpha}\}, \nu=\hat{\alpha}, \bar{\alpha}=\min (2 \alpha, 1)$ and $C$ some positive constant depending on $K$.
Remark 5. Usually $\gamma=0$ as we have seen in (22); however, $\gamma=\hat{\alpha}$ for the two cases indicated in Remark 4.

From (24) we conclude that

$$
\begin{equation*}
|\bar{S}(s, u, v, \varepsilon)| \leqq \bar{K}\left(\varepsilon+|u|^{2}+|\bar{v}|^{2}+(-s)^{\hat{\alpha}}\left|v_{1}\right|^{2}+\left|v_{1}\right|^{3}\right) . \tag{31}
\end{equation*}
$$

An analogous estimate holds for $S_{1}$ if $G_{1}(x, y)$ has no quadratic term in $y_{1}$. (Of course, all these estimates can be improved if the vector functions $F$ and $G$ are of special form.) Here, we take into account only one such special case corresponding to bifurcation situations similar to the one considered in [4], where $\alpha<1$ and $G_{1}(x, y)$ has no linear term in $x$. Since then, substituting in the first expression of (24) the above estimates for $\bar{X}, Y_{1}, \bar{Y}$, we obtain

$$
0=a a_{1}(-s)^{2 \alpha}+o\left((-s)^{2 \alpha}\right), \quad s \rightarrow 0^{-}
$$

and this implies $a=0$. Thus

$$
\left|S_{1}(s, u, v, \varepsilon)\right| \leqq C_{1}\left(\varepsilon+|u|^{2}+|\bar{v}|^{2}+(-s)^{\beta}\left|v_{1}\right|^{2}+\left|v_{1}\right|^{3}\right)
$$

where we define

$$
\beta:= \begin{cases}\alpha & \text { if } \alpha<1 \text { and } G_{1} \text { has no linear term in } x  \tag{32}\\ 0 & \text { otherwise } .\end{cases}
$$

In order to save writing we will drop the term $\left|v_{1}\right|^{3}$ of (31) and (32) in what follows, since it can easily be verified that it is always less or equal than the preceding $\left|v_{1}\right|^{2}$-term in the case of Theorem 2 (cf. (52) and (57)) and also in the case of Theorem 3 (cf. (76)).

The estimates for $\left|Y_{1}^{\prime}(s)\right|$ and $\left|\bar{Y}^{\prime}(s)\right|$ are still missing. In the case $\alpha \geqq 1\left(\mathrm{H} 3^{\prime}\right)$ both quantities are bounded. In the case $\alpha<1$ the first estimate follows from (11) and (27):

$$
\begin{equation*}
\left|Y_{1}^{\prime}(s)\right| \leqq C(-s)^{\beta_{1}}, \quad s \in\left[s^{0}, 0\right) \tag{33}
\end{equation*}
$$

where $\beta_{1}:=\min (\alpha-1,0)$. From

$$
\bar{Y}^{\prime}(s)=\frac{d}{d s} \bar{\phi}(s, \bar{X}(s))=\frac{d}{d s} \bar{w}\left(s, \bar{X}(s), Y_{1}(s)\right)=\bar{w}_{s}(s)+\bar{w}_{\bar{x}}(s) F(s)+\bar{w}_{y_{1}}(s) Y_{1}^{\prime}(s)
$$

together with (25) and (33), we conclude

$$
\begin{equation*}
\left|\bar{Y}^{\prime}(s)\right| \leqq \bar{C}(-s)^{\bar{\beta}}, \quad s \in\left[s^{0}, 0\right) \tag{34}
\end{equation*}
$$

where $\bar{\beta}:=\min (3 \alpha-1,0)$.

Now, applying all these estimates to (18) we obtain

$$
\begin{align*}
& |u(s)| \leqq K c_{0} \varepsilon+K^{2} \int_{s^{0}}^{s}\left[|v(\sigma)|+\varepsilon+|u(\sigma)|^{2}+|v(\sigma)|^{2}\right] d \sigma  \tag{35}\\
& \left|v_{1}(s)\right| \leqq c_{0} \varepsilon+\varepsilon^{-1} \int_{s^{0}}^{s} e^{\hat{k}\left[(-s)^{\dot{q}}-(-\sigma)^{\hat{q}}\right] / \varepsilon}\left[C(-\sigma)^{\gamma}|u(\sigma)|+C(-\sigma)^{\nu}|\bar{v}(\sigma)|\right. \\
& \left.\quad+C_{1}\left(\varepsilon+|u(\sigma)|^{2}+|\bar{v}(\sigma)|^{2}+(-\sigma)^{\beta}\left|v_{1}(\sigma)\right|^{2}\right)+C(-\sigma)^{\beta_{1}} \varepsilon\right] d \sigma, \\
& |\bar{v}(s)| \leqq K c_{0} \varepsilon+\varepsilon^{-1} K \int_{s^{0}}^{s} e^{-\mu(s-\sigma) / \varepsilon}\left[K|u(\sigma)|+C(-\sigma)^{\bar{\alpha}}\left|v_{1}(\sigma)\right|\right. \\
& \left.\quad+\bar{K}\left(\varepsilon+|u(\sigma)|^{2}+|\bar{v}(\sigma)|^{2}+(-\sigma)^{\hat{\alpha}}\left|v_{1}(\sigma)\right|^{2}\right)+\bar{C}(-\sigma)^{\bar{\beta}} \varepsilon\right] d \sigma .
\end{align*}
$$

In the subsequent proofs we will also need the following two auxiliary results which are obtained by simple integration:

$$
\begin{align*}
& \int_{s^{0}}^{s} e^{-\mu(s-\sigma) / \varepsilon} d \sigma<\frac{\varepsilon}{\mu}  \tag{36}\\
& \int_{s^{0}}^{s} e^{\hat{k}\left[(-s)^{\hat{q}}-(-\sigma)^{\hat{q}}\right] / \varepsilon} k(-\sigma)^{q} d \sigma<\varepsilon, \tag{37}
\end{align*}
$$

Moreover, we are now able to state two lemmas which provide relations between $q$ and $\alpha$ that will prove useful in formulating our results.

Lemma 1. q satisfies

$$
\begin{equation*}
q \geqq \hat{\alpha} \tag{38}
\end{equation*}
$$

and if $\beta=\alpha$ (cf. (32))

$$
\begin{equation*}
q \geqq 2 \alpha \tag{39}
\end{equation*}
$$

Proof. $G_{1}\left(x, y_{1}, \bar{y}\right)$ is a smooth function with respect to all variables and satisfies $G_{1}(0,0,0)=0, G_{1, y_{1}}(0,0,0)=0$ and $G_{1, \bar{y}}(0,0,0)=0$ (cf. H2). Hence, $G_{1}$ has the following expansion in the neighborhood of the origin

$$
\begin{equation*}
G_{1}\left(x, y_{1}, \bar{y}\right)=L_{0}(x)+a y_{1}^{2}+L_{1}(x, \bar{y}) y_{1}+Q_{0}(x, \bar{y})+b y_{1}^{3}+\hat{G}_{1}\left(x, y_{1}, \bar{y}\right) \tag{40}
\end{equation*}
$$

where $L$ indicates linear terms, $Q$ quadratic terms and the terms in the remainder are at least cubic. This implies

$$
\begin{equation*}
G_{1, y_{1}}\left(x, y_{1}, \bar{y}\right)=2 a y_{1}+L_{1}(x, \bar{y})+3 b y_{1}^{2}+\hat{G}_{1, y_{1}}\left(x, y_{1}, \bar{y}\right) \tag{41}
\end{equation*}
$$

where the terms in the remainder are at least quadratic. The functions $\bar{X}(s), Y_{1}(s)$ and $\bar{Y}(s)$ satisfy

$$
\begin{equation*}
G_{1}\left(s, \bar{X}(s), Y_{1}(s), \bar{Y}(s)\right)=0 \quad \text { for } s \in J \tag{42}
\end{equation*}
$$

Moreover, H5 implies that there are positive constants $k$ and $q$ such that

$$
\begin{equation*}
\left|G_{1, y_{1}}\left(s, \bar{X}(s), Y_{1}(s), \bar{Y}(s)\right)\right| \geqq k(-s)^{q} \quad \text { for } s \in J . \tag{43}
\end{equation*}
$$

Hence, inserting the functions $\bar{X}(s), Y(s)$ in (41) and making use of their asymptotic behavior given in (27), (28) and (29), respectively, we derive that

$$
\begin{equation*}
k(-s)^{q} \leqq k_{1}(-s)^{\alpha_{1}}+k_{2}(-s)^{\tilde{\alpha}}, \quad s \in J \tag{44}
\end{equation*}
$$

for some positive constants $k_{1}, k_{2}$. And this implies that $q \geqq \min \left(\alpha_{1}, \tilde{\alpha}\right)$ which proves (38).

In the case $\beta=\alpha$ we have $\alpha<1$ and $L_{0} \equiv 0, a=0$ in (40). Hence

$$
\begin{equation*}
G_{1}\left(x, y_{1}, \bar{y}\right)=L_{1}(x, \bar{y}) y_{1}+Q_{0}(x, \bar{y})+b y_{1}^{3}+\hat{G}_{1}\left(x, y_{1}, \bar{y}\right) \tag{45}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{1, y_{1}}\left(x, y_{1}, \bar{y}\right)=L_{1}(x, \bar{y})+3 b y_{1}^{2}+\hat{G}_{1, y_{1}}\left(x, y_{1}, \bar{y}\right) . \tag{46}
\end{equation*}
$$

And by the same argument as before we obtain that $q \geqq \min (2 \alpha, \tilde{\alpha})$. This implies $q \geqq \bar{\alpha}$ and proves (39) for $\alpha \leqq \frac{1}{2}$.

Assume now that $\alpha>\frac{1}{2}$ and $q<2 \alpha$. Thus, we have $1 \leqq q<2 \alpha<1+\alpha<3 \alpha$. Inserting $\bar{X}(s), Y_{1}(s)$ and $\bar{Y}(s)$ in (46) we find that all terms not in $L_{1}$ and all terms in $L_{1}$ with $\bar{X}_{l}(s)$ are $O\left((-s)^{2 \alpha}\right)$. The remaining terms in $L_{1}$ are the terms $c_{0} s$ and $c_{i} \bar{Y}_{i}(s)$, $i=1, \cdots, n-1$, with the asymptotic behavior $\bar{Y}_{i}(s)=\bar{a}_{i} s+O\left((-s)^{2 \alpha}\right)$ as $s \rightarrow 0^{-}$. Thus, (43) can only be satisfied if

$$
c_{0}+\sum_{i=1}^{n-1} c_{i} \bar{a}_{i} \neq 0
$$

Consider now (45) ${ }_{s}$, i.e. $\bar{X}(s), Y_{1}(s), \bar{Y}(s)$ inserted in (45). Here, we have the terms $c_{0} s Y_{1}(s)$ and $c_{i} \bar{Y}_{i}(s) Y_{1}(s)$; and all the other terms are $O\left((-s)^{\rho}\right), \rho=\min (2,3 \alpha)$. Hence, (42) admits the representation

$$
0=a_{1} c_{0}(-s)^{1+\alpha}+a_{1} \sum_{i=1}^{n-1} c_{i} \bar{a}_{i}(-s)^{1+\alpha}+o\left((-s)^{1+\alpha}\right), \quad s \rightarrow 0^{-}
$$

implying $c_{0}+\sum c_{i} \bar{a}_{i}=0$ and leading to a contradiction.
Lemma 2. If $\alpha=q$, then $\alpha \geqq \frac{1}{2}$. ${ }^{3}$
Proof. We use the same arguments as in the proof of Lemma 1. If $q=\alpha<\frac{1}{2}$, the term $2 a Y_{1}(s), a \neq 0$, is the only one in (41) that can satisfy (43); all other terms are $O\left((-s)^{2 \alpha}\right)$. And, (42) admits

$$
0=a_{1} a(-s)^{2 \alpha}+o\left((-s)^{2 \alpha}\right), \quad s \rightarrow 0^{-} .
$$

This, however, implies $a=0$ and, hence, leads to a contradiction.
4. The main results in the case " $s<0$ ". In this section we state the results for the trajectories in the phase-space for the case " $s<0$ ". The proofs are given in $\S 5$.

Theorem 2 below provides an existence result for the solution $(\bar{x}(s, \varepsilon), y(s, \varepsilon))$ of the initial value problem (5), (6) as well as an estimate for the domain of validity and the error of the approximation $(\bar{X}(s), Y(s))$ which is the solution of the reduced initial value problem (12).

[^43]Theorem 2. Suppose the hypotheses $\mathrm{H} 1-\mathrm{H} 5$ hold, and let $\hat{\alpha}:=\min (\alpha, 1), \bar{\alpha}:=$ $\min (2 \alpha, 1), q_{1}:=1-\hat{\alpha}+q$. If $q$ satisfies

$$
\begin{equation*}
q<\min (1+\gamma, \bar{\alpha}+\nu) \tag{47}
\end{equation*}
$$

where $\gamma \geqq 0(\geqq 1$, if $\alpha \geqq 1)$ and $\nu \geqq \hat{\alpha}$ are defined by (30); then, if $\left|s^{0}\right|$ is taken sufficiently small, the following result holds:

There exist positive constants $c$ and $\varepsilon_{1} \leqq \varepsilon_{0}$ such that the solution $(\bar{x}(s, \varepsilon), y(s, \varepsilon))$ of the initial value problem (5), (6) exists at least for $s \in J^{*}:=\left[s^{0},-c \varepsilon^{q^{*}}\right]$, where $q^{*}:=$ $1 /\left(q_{1}+q-\beta\right), \beta \in\{0, \alpha\}$ defined in (32), and

$$
\left.\begin{aligned}
& |\bar{x}(s, \varepsilon)-\bar{X}(s)|< \begin{cases}c \varepsilon \log (-s)^{-1}, & q_{1}=1, \\
c \varepsilon(-s)^{1-q_{1}}, & q_{1}>1,\end{cases} \\
& \left|y_{1}(s, \varepsilon)-Y_{1}(s)\right|<c \varepsilon(-s)^{-q_{1}},
\end{aligned} \right\rvert\, \begin{aligned}
& \bar{y}(s, \varepsilon)-\bar{Y}(s) \left\lvert\,< \begin{cases}c \varepsilon \log (-s)^{-1}, & q_{1}=1, \\
c \varepsilon(-s)^{\bar{\alpha}-q_{1}}, & q_{1}>1\end{cases} \right.
\end{aligned}
$$

for $s \in J^{*}, \varepsilon \in\left(0, \varepsilon_{1}\right)$.
Remark 6 . Since $q \geqq \hat{\alpha}$ (cf. Lemma 1), we always have $q_{1} \geqq 1$. There are exactly two cases where $q_{1}=1$ : (i) $q=\alpha<1$ and (ii) $\alpha \geqq 1, q=1$. Note, that we have $q_{1}=q$ for $\alpha \geqq 1$, and that always $q^{*}<1 / q_{1} \leqq 1$ (cf. Lemma 1). The restriction (47) on $q$ depends on the lowest order terms of $G_{1, \bar{x}}(s)$ and $G_{1, \bar{y}}(s)$, or in other words is due to the coupling of the $y_{1}$-equation to the rest of the system (5). With the assumptions made in this paper we have seen that $\gamma=0$ or $\gamma=\hat{\alpha}$ and $\nu=\hat{\alpha}$ (see (30) and Remark 5). However, if $G_{1}(x, y)$ is of special form such that the coupling is weaker, both quantities may be greater than $\hat{\alpha}$ (compare formulas (27)-(30)).

For applications it is often useful to have the estimates of Theorem 2 in a more transparent form with respect to the dependence on $\varepsilon$. We state this slightly weaker result as Theorem $2^{\prime}$. It is obtained from Theorem 2 essentially by considering the right end-point of $J^{*}$ as being variable, i.e. by varying $q^{*}$ below its maximum.

Theorem 2'. Suppose the same assumptions are satisfied as in Theorem 2, and let $\hat{\alpha}:=\min (\alpha, 1), \bar{\alpha}:=\min (2 \alpha, 1), q_{1}:=1-\hat{\alpha}+q$ and $\left|s^{0}\right|$ be sufficiently small. Then there exist positive constants $c$ and $\varepsilon_{1} \leqq \varepsilon_{0}$ such that the solution $(\bar{x}(s, \varepsilon), y(s, \varepsilon))$ of (5), (6) exists at least for $s \in J^{*}:=\left[s^{0},-c \varepsilon^{\delta_{0} / q_{1}}\right]$, where $\delta_{0}:=q_{1} /\left(q_{1}+q-\beta\right), \beta \in\{0, \alpha\}$ defined by (32). Moreover, for every $\delta \in\left(0, \delta_{0}\right.$ ] we have

$$
\begin{aligned}
& |\bar{x}(s, \varepsilon)-\bar{X}(s)|< \begin{cases}c \varepsilon \log \varepsilon^{-1}, & q_{1}=1, \\
c \varepsilon^{1-\delta+\delta / q_{1}}, & q_{1}>1,\end{cases} \\
& \left|y_{1}(s, \varepsilon)-Y_{1}(s)\right|<c \varepsilon^{1-\delta}, \\
& |\bar{y}(s, \varepsilon)-\bar{Y}(s)|< \begin{cases}c \varepsilon \log \varepsilon^{-1}, & q_{1}=1, \\
c \varepsilon^{1-\delta+\bar{\alpha} \delta / q_{1}}, & q_{1}>1\end{cases}
\end{aligned}
$$

for $s \in\left[s^{0},-c \varepsilon^{\delta / q_{1}}\right], \varepsilon \in\left(0, \varepsilon_{1}\right)$.
Remark 7. Note that, the smaller the $s$-interval in which the approximation $(\bar{X}(s), Y(s))$ is considered the better the error estimates. Only in the case $q_{1}=1$ the estimates for the $\bar{x}$ - and $\bar{y}$-components are independent of $\delta$.
5. Proofs. In this section we give the proofs of the theorems stated in $\S 4$.

Proof of Theorem 2. (a) We first consider the case $\alpha<1$. Define

$$
\begin{align*}
& s^{*}(\varepsilon):=-k^{*} \varepsilon^{q^{*}}, \\
& r(s, \varepsilon):= \begin{cases}k_{0} \varepsilon \log (-s)^{-1}, & q_{1}=1, \\
k_{0} \varepsilon(-s)^{1-q_{1}}, & q_{1}>1,\end{cases} \\
& r_{1}(s, \varepsilon):=k_{1} \varepsilon(-s)^{-q_{1}},  \tag{48}\\
& \bar{r}(s, \varepsilon):= \begin{cases}\bar{k}_{0} \varepsilon \log (-s)^{-1}, & q_{1}=1, \\
\bar{k}_{0} \varepsilon(-s)^{\bar{\alpha}-q_{1}}, & q_{1}>1,\end{cases}
\end{align*}
$$

where all the constants involved are supposed to be positive, $q_{1} \geqq 1, q^{*} q_{1}<1$, and will be specified more precisely later. These functions are defined and continuous for $\varepsilon \in\left[0, \varepsilon_{0}\right]$ and $s \in\left[s^{0}, 0\right)$. Moreover, the positive functions $r, r_{1}, \bar{r}$ increase as $s$ increases.

Now, consider the set $\delta \subset \mathbb{R}^{m+n}$ defined by

$$
\begin{equation*}
\mathfrak{b}:=\{|u|<r\} \times\left\{\left|v_{1}\right|<r_{1}\right\} \times\{|\bar{v}|<\bar{r}\} \times\left\{s \in J^{*}\right\} \tag{49}
\end{equation*}
$$

where $J^{*}:=\left[s^{0}, s^{*}\right]$. For $\varepsilon$ small enough, $\mathfrak{b}$ lies in the domain considered.
With respect to $\mathfrak{d}$ the solution $(u(s, \varepsilon), v(s, \varepsilon))$ of the initial value problem (14), (16) is assumed to exist on $\left[s^{0}, m_{+}\right.$), where $m_{+}$may depend on $\varepsilon$.

For $\varepsilon$ and $\left|s^{0}\right|$ sufficiently small we can always achieve that

$$
\begin{equation*}
r(s) \leqq \bar{r}(s)<r_{1}(s)<1 \quad \text { for } s \in J^{*} \tag{50}
\end{equation*}
$$

Thus, from the estimates given in (35) and also using (36), (37) we derive the following estimates for the solution of (14), (16):

$$
\begin{align*}
& |u(s)| \leqq M\left[\varepsilon+\int_{s^{0}}^{s} r_{1}(\sigma) d \sigma\right] \\
& \begin{aligned}
&\left|v_{1}(s)\right| \leqq M\left[\varepsilon(-s)^{-q}+(-\tau)^{\gamma-q} r(\tau)+(-\tau)^{\nu-q} \bar{r}(\tau)\right. \\
&\left.\quad+\bar{r}^{2}(s)(-s)^{-q}+(-s)^{\beta-q} r_{1}^{2}(s)+(-\tau)^{\beta_{1}-q} \varepsilon\right] \\
&|\bar{v}(s)| \leqq M\left[\varepsilon+r(s)+(-\tau)^{\bar{\alpha}} r_{1}(\tau)+\bar{r}^{2}(s)+(-s)^{\hat{\alpha}} r_{1}^{2}(s)+(-\tau)^{\bar{\beta}} \varepsilon\right]
\end{aligned} \tag{51}
\end{align*}
$$

for $s \in\left[s^{0}, m_{+}\right)$, where $M$ is a positive constant depending on all constants appearing in (35) and on $\theta_{1}$ introduced in (15), and $\tau$ stands for $s$ or $s^{0}$, respectively, depending on whether the exponent of the corresponding expression is negative or nonnegative (e.g. $(-\tau)^{\bar{\alpha}} r_{1}(\tau)=k_{1} \varepsilon(-\tau)^{\bar{\alpha}-q_{1}} \rightarrow k_{1} \varepsilon(-s)^{\bar{\alpha}-q_{1}}$ if $\left.q_{1}>\bar{\alpha}\right)$. Since $\alpha<1$, we have $\hat{\alpha}=\alpha$ and $\beta_{1}=\alpha-1<0, \bar{\beta}=\min (3 \alpha-1,0)$ and $\gamma \geqq 0, \nu \geqq \alpha$. We may write (51) more explicitly (for simplicity we write down only the case $q_{1}>1$ ):

$$
\begin{align*}
&|u(s)| \leqq M\left[\varepsilon+k_{1} \varepsilon \int_{s^{0}}^{s}(-\sigma)^{-q_{1}} d \sigma\right] \\
&\left|v_{1}(s)\right| \leqq M\left[\varepsilon(-s)^{-q}+k_{0} \varepsilon(-\tau)^{1-q_{1}+\gamma-q}+\bar{k}_{0} \varepsilon(-\tau)^{\bar{\alpha}-q_{1}+\nu-q}\right. \\
&\left.\quad+\bar{k}_{0}^{2} \varepsilon^{2}(-s)^{2 \bar{\alpha}-2 q_{1}-q}+k_{1}^{2} \varepsilon^{2}(-s)^{\beta-2 q_{1}-q}+\varepsilon(-s)^{\alpha-1-q}\right]  \tag{52}\\
&|\bar{v}(s)| \leqq M[\varepsilon+ k_{0} \varepsilon(-s)^{1-q_{1}}+k_{1} \varepsilon(-s)^{\bar{\alpha}-q_{1}} \\
&\left.\quad+k_{1}^{2} \varepsilon^{2}(-s)^{\alpha-2 q_{1}}+\bar{k}_{0}^{2} \varepsilon^{2}(-s)^{2 \bar{\alpha}-2 q_{1}}+\varepsilon(-\tau)^{\bar{\beta}}\right], \quad \text { for } s \in\left[s^{0}, m_{+}\right) .
\end{align*}
$$

We now choose $q_{1}:=1-\alpha+q$. (By Lemma 1 we know that $q_{1} \geqq 1$.) We want to show that

$$
\begin{align*}
& |u(s)| \leqq \frac{r}{2} \\
& \left|v_{1}(s)\right| \leqq \frac{r_{1}}{2} \quad \text { for } s \in\left[s^{0}, m_{+}\right) .  \tag{53}\\
& |\bar{v}(s)| \leqq \frac{\bar{r}}{2}
\end{align*}
$$

We only have to consider the case $\tau=s$ since for $\tau=s^{0}$ the right-hand sides of (52) are always smaller (for the same choice of constants) than in the case $\tau=s$.

Let us consider the case $q_{1}>1$ first. It can easily be seen, by taking into account the assertions of Lemma 1 and Lemma 2, that if $q$ satisfies

$$
\begin{equation*}
q<1+\gamma \quad \text { and } \quad q<\bar{\alpha}+\nu \tag{54}
\end{equation*}
$$

then, for $\left|s^{0}\right|$ and $\varepsilon$ sufficiently small, (53) holds under the following conditions concerning the constants involved:

$$
\begin{equation*}
M\left(1+\frac{k_{1}}{q_{1}-1}\right) \leqq \frac{k_{0}}{2}, \quad M(6) \leqq \frac{k_{1}}{2}, \quad M\left(4+k_{0}+k_{1}\right) \leqq \frac{\bar{k}_{0}}{2} \tag{55}
\end{equation*}
$$

and

$$
\begin{equation*}
k^{*}:=k_{1}^{2}, \quad q^{*}:=\frac{1}{q_{1}+q-\beta} . \tag{56}
\end{equation*}
$$

It is obvious that (55) can be satisfied by choosing $k_{1}(\geq 1)$ first (so that the second inequality holds), $k_{0}$ second and then $\bar{k}_{0}$ large enough.

In the case $q_{1}=1$, where $\alpha=q$ and $\bar{\alpha}=1$ (by means of Lemma 2), and $\beta=0$ (cf. (39), Lemma 1), the situation is exactly the same only with $k_{1}$ having a factor 1 instead of $1 /\left(q_{1}-1\right)$ in the first inequality of (55). (54) is automatically satisfied. Having shown (53), the proof of Theorem 2, as far as the case $\alpha<1$ is concerned, is completed by applying the Global Existence Theorem for ode's; and by choosing $c$ as the maximum of $k_{0}, k_{1}, \bar{k}_{0}$ and $k^{*}$, and $\varepsilon_{1}$ sufficiently small.
(b) The case $\alpha \geqq 1$ is formally completely analogous and we therefore only point out the differences in the formulas. We have $\hat{\alpha}=1, \beta_{1}=0, \bar{\beta}=0, \beta=0$ and $\gamma \geqq 1, \nu \geqq 1$, $\bar{\alpha}=1$. Thus, for $q_{1}>1$, we obtain instead of (52)
(57)

$$
\begin{aligned}
& |u(s)| \leqq M\left[\varepsilon+k_{1} \varepsilon \int_{s^{0}}^{s}(-\sigma)^{-q_{1}} d \sigma\right] \\
& \begin{aligned}
&\left|v_{1}(s)\right| \leqq M\left[\varepsilon(-s)^{-q}+k_{0} \varepsilon(-\tau)^{1-q_{1}+\gamma-q}\right. \\
&\left.\quad+\bar{k}_{0} \varepsilon(-\tau)^{1-q_{1}+\nu-q}+k_{1}^{2} \varepsilon^{2}(-s)^{-2 q_{1}-q}\right] \\
&|\bar{v}(s)| \leqq M\left[\varepsilon+k_{0} \varepsilon(-s)^{1-q_{1}}+k_{1} \varepsilon(-s)^{1-q_{1}}+k_{1}^{2} \varepsilon^{2}(-s)^{1-2 q_{1}}+\bar{k}_{0}^{2} \varepsilon^{2}(-s)^{2-2 q_{1}}\right]
\end{aligned}
\end{aligned}
$$

for $s \in\left[s^{0}, m_{+}\right)$, where $M$ again is a common constant.

We choose $q_{1}:=q(\geqq 1$, by Lemma 1$)$; and we find, first for $q_{1}>1$, that if

$$
\begin{equation*}
q<1+\gamma \quad \text { and } \quad q<1+\nu \tag{58}
\end{equation*}
$$

then, for $\left|s^{0}\right|$ and $\varepsilon$ sufficiently small, the estimate (53) holds under the following conditions:

$$
\begin{equation*}
M\left(1+\frac{k_{1}}{q_{1}-1}\right) \leqq \frac{k_{0}}{2}, \quad M(4) \leqq \frac{k_{1}}{2}, \quad M\left(3+k_{0}+k_{1}\right) \leqq \frac{\bar{k}_{0}}{2} \tag{59}
\end{equation*}
$$

and

$$
\begin{equation*}
k^{*}:=k_{1}^{2}, \quad q^{*}:=\frac{1}{q_{1}+q} . \tag{60}
\end{equation*}
$$

The inequalities (59) can again be satisfied by choosing $k_{1}(\geqq 1)$ first such that the second inequality holds and then taking $k_{0}, \bar{k}_{0}$ large enough.

In the case $q_{1}=1$, where (58) holds anyway, again the only difference lies in the factor 1 of $k_{1}$ in the first inequality of (59).

The proof is completed in the same way as in part (a).
Proof of Theorem $2^{\prime}$. Since the functions $r(s, \varepsilon), r_{1}(s, \varepsilon)$ and $\bar{r}(s, \varepsilon)$, defined in (48), are increasing functions of $s$, Theorem 2 implies that

$$
\begin{align*}
& |\bar{x}(s, \varepsilon)-\bar{X}(s)|< \begin{cases}k_{0} q^{*} \varepsilon \log \varepsilon^{-1}, & q_{1}=1, \\
k_{0} k^{*-\left(q_{1}-1\right)} \varepsilon^{1-\left(q_{1}-1\right) q^{*}}, & q_{1}>1,\end{cases} \\
& \left|y_{1}(s, \varepsilon)-Y_{1}(s)\right|<k_{1} k^{*-q_{1} \varepsilon^{1-q_{1} q^{*}},}  \tag{61}\\
& |\bar{y}(s, \varepsilon)-\bar{Y}(s)|< \begin{cases}\bar{k}_{0} q^{*} \varepsilon \log \varepsilon^{-1}, & q_{1}=1, \\
\bar{k}_{0} k^{*-\left(q_{1}-\bar{\alpha}\right)} \varepsilon^{1-\left(q_{1}-\bar{\alpha}\right) q^{*}}, & q_{1}>1,\end{cases}
\end{align*}
$$

for $s \in\left[s^{0},-k^{*} \varepsilon^{q^{*}}\right], \varepsilon \in\left(0, \varepsilon_{1}\right)$, where we have replaced the common constant $c$ by the original constants. Now, let $\delta \in\left(0, \delta_{0}\right]$, where $\delta_{0}:=q_{1} /\left(q_{1}+q-\beta\right)$. Then, (61) also holds for $q^{*}=\delta / q_{1}$. Thus, $\delta=\delta_{0}$ gives the maximal $q^{*}$ defined in Theorem 2, $\delta<\delta_{0}$ means considering a smaller $s$-interval on which we have better estimates, however, due to Theorem 2. If we take only $q^{*}$ variable (by varying $\delta$ ) but $k^{*}$ fixed in $s^{*}(\varepsilon)=-k^{*} \varepsilon^{q^{*}}$, then we can take the same constants $c$ and $\varepsilon_{1}$ as in Theorem 2, since $q^{*}<1, k^{*} \geqq 1$, and they are independent of $\delta$.
6. The case " $s>0$ ". In this section we will deal with the case where the flow along a stable branch of the reduced manifold of (1) leads away from the point at which the stability assumption (4) is violated. This situation is encountered in bifurcation diagrams of the type sketched in Fig. 1. Another possible situation is given in Fig. 3.

In our formulation of the problem with H1 supposed to hold this second case will occur for $s>0$ in the orbit equations (5). We again want to provide a maximal domain of validity (with sharpest possible error estimates) of an approximation given by a reduced trajectory. And again we have to consider only a small neighborhood of that unstable point where Theorem 1 is not yet applicable ("not yet" instead of "no more" as in the case " $s<0$ ").


Fig. 3

The reason why this case is different from the one considered in the previous sections and in fact more involved is that the initial conditions to the orbit equations (5) can no longer be assumed, by means of Theorem 1, to satisfy a condition H 4 with an estimate $\varepsilon$. And since we want to give a general result for this case we do not know the estimates in the transition interval ${ }^{4}$ which depend on the global problem at hand. Hence, we know neither the starting point $s=s^{*}(\varepsilon)>0$ for the approximation nor the approximate size of possible initial conditions. The following questions, however, seem to be appropriate: What is the smallest possible $s^{*}(\varepsilon)$, and what estimates for the initial conditions are required in order that the reduced trajectory considered approximates the corresponding trajectory of the full system on the interval $\left[s^{*}(\varepsilon), s^{1}\right]$ for some $s^{1} \in(0,1)$, independent of $\varepsilon$ ? And what is the sharpest possible estimate that can be achieved in a given situation? Theorem 3 below will give an answer to these questions.

Let us become more precise now. Besides assumption H1 we again suppose that H 2 is satisfied. Let us denote the yet unknown initial conditions to the system (5) by

$$
\begin{equation*}
\bar{x}\left(s^{*}, \varepsilon\right)=\bar{x}^{0}(\varepsilon), \quad y\left(s^{*}, \varepsilon\right)=y^{0}(\varepsilon) \tag{62}
\end{equation*}
$$

where $s^{*}(\varepsilon)>0$ for $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and $s^{*} \rightarrow 0$ as $\varepsilon \rightarrow 0$.
The appropriate $s$-interval in H3 is now $\hat{J}:=\left[0, s^{1}\right]$ for some $0<s^{1}<1$, independent of $\varepsilon$; and in the formulas (10), (11) $(-s)$ has to be replaced by $s$. Let us denote the so adjusted hypothesis by $\hat{H} 3$, and let us assume that the hypotheses $\hat{H} 3^{\prime}$ and $\hat{H} 5$ which have to be altered in the analogous way hold, too. The assumption H4 has to be changed into the following.
$\hat{H} 4$. The solution $(\bar{X}(s), Y(s))$ of (12), where $Y(s):=\phi(s, \bar{X}(s))$, exists for $s \in \hat{J}$.
Under these hypotheses H1, H2, $\hat{\mathrm{H}} 3-\hat{\mathrm{H}} 5$ estimates for the solution corresponding to (62) of the system (14) can be derived completely analogous to those given in §3. We

[^44]only state the final assertion which corresponds to (35):
\[

$$
\begin{aligned}
& |u(s)| \leqq K\left|u\left(s^{*}\right)\right|+K^{2} \int_{s^{*}}^{s}\left[|v(\sigma)|+\varepsilon+|u(\sigma)|^{2}+|v(\sigma)|^{2}\right] d \sigma, \\
& \left|v_{1}(s)\right| \leqq e^{-\hat{k}\left(s^{q}-s^{* \hat{q}}\right) / \varepsilon}\left|v_{1}\left(s^{*}\right)\right| \\
& +\varepsilon^{-1} \int_{s^{*}}^{s} e^{-\hat{k}\left(s^{\hat{q}}-\sigma^{\hat{q}}\right) / \varepsilon}\left[C \sigma^{\gamma}|u(\sigma)|+C \sigma^{\nu}|\bar{v}(\sigma)|\right. \\
& \left.+C_{1}\left(\varepsilon+|u(\sigma)|^{2}+|\bar{v}(\sigma)|^{2}+\sigma^{\beta}\left|v_{1}(\sigma)\right|^{2}\right)+C \sigma^{\beta_{1}} \varepsilon\right] d \sigma, \\
& |\bar{v}(s)| \leqq K e^{-\mu\left(s-s^{*}\right) / \varepsilon}\left|\bar{v}\left(s^{*}\right)\right| \\
& +\varepsilon^{-1} K \int_{s^{*}}^{s} e^{-\mu(s-\sigma) / \varepsilon}\left[K|u(\sigma)|+C \sigma^{\bar{\alpha}}\left|v_{1}(\sigma)\right|\right. \\
& \left.+\bar{K}\left(\varepsilon+|u(\sigma)|^{2}+|\bar{v}(\sigma)|^{2}+\sigma^{\hat{\alpha}}\left|v_{1}(\sigma)\right|^{2}\right)+\bar{C} \sigma^{\bar{\beta}_{\varepsilon}}\right] d \sigma
\end{aligned}
$$
\]

for $s \in\left[s^{*}, s^{1}\right]$, with $\mu$ and $\hat{q}, \hat{k}$ defined in (19) and (20), respectively. And again estimates analogous to (36) and (37) hold:

$$
\begin{align*}
& \int_{s^{*}}^{s} e^{-\mu(s-\sigma) / \varepsilon} d \sigma<\frac{\varepsilon}{\mu},  \tag{64}\\
& \int_{s^{*}}^{s} e^{-k\left(s^{\hat{q}}-\sigma^{\mathfrak{q}}\right) / \varepsilon} k \sigma^{q} d \sigma<\varepsilon, \quad s \in\left[s^{*}, s^{1}\right] \tag{65}
\end{align*}
$$

The estimate (65) can also be replaced by one which is sometimes better for our purposes:

$$
\begin{equation*}
\int_{s^{*}}^{s} e^{-\hat{k}\left(s^{\hat{q}}-\sigma^{\hat{q}}\right) / \varepsilon} d \sigma \leqq \int_{s^{*}}^{s} e^{-\psi(s)(s-\sigma) / \varepsilon} d \sigma<\frac{\varepsilon}{\psi(s)} \tag{66}
\end{equation*}
$$

where $\psi(s):=\hat{k} s^{q}$.
We will also need the following estimate

$$
\begin{equation*}
\int_{s^{*}}^{s} e^{-\hat{\psi}(s-\sigma) / \varepsilon_{\sigma} \rho} d \sigma<\frac{\varepsilon}{\hat{\psi}} s^{\rho}+\hat{\rho} \frac{\varepsilon^{2}}{\hat{\psi}^{2}} s^{* \rho-1}, \quad s \in\left[s^{*}, s^{1}\right] \tag{67}
\end{equation*}
$$

where $\rho \in \mathbb{R}, \hat{\psi}=\psi(s)$ or $\hat{\psi}=\mu$, respectively, and

$$
\hat{\rho}= \begin{cases}0, & \rho \geqq 0 \\ -\rho, & \rho<0\end{cases}
$$

The two lemmas of $\S 3$ hold true, of course, also in the case " $s>0$ ". In order to be able to prove Theorem 3 we need one more estimate which we state as

Lemma 3. For every $\rho \geqq 0$ we have

$$
e^{-\hat{k}\left(s^{\hat{q}}-\sigma^{\hat{q}}\right) / \varepsilon} \leqq\left(\frac{\sigma}{s}\right)^{\rho}
$$

if $(\rho \varepsilon / k)^{1 / \hat{q}} \leqq \sigma \leqq s$.

Proof. The function $h(\tau):=e^{-k \tau^{\hat{q}} / \varepsilon} \tau^{\rho}$ is decreasing for $\tau>(\rho \varepsilon / k)^{1 / \hat{q}}$.
Remark 8. Lemma 3 holds, of course, also for the special choice $\hat{k}=\mu$ and $\hat{q}=1$ with $k=\mu$.

We now state the main result for the case " $s>0$ ". It again provides an existence statement for a solution ( $\bar{x}(s, \varepsilon), y(s, \varepsilon)$ ) of the orbit equations (5) but now to the initial conditions (62), as well as a maximal domain of validity with sharpest possible error estimates for the approximation $(\bar{X}(s), Y(s))$ which is the solution of the reduced initial value problem (12). Theorem 3, in contrast to Theorem 2, contains two free parameters due to the fact that the size of the initial values is unknown.

Theorem 3. Suppose the hypotheses H1, H2, $\hat{\mathrm{H}} 3-\hat{\mathrm{H}} 5$ hold, and let $\hat{\alpha}:=\min (\alpha, 1)$, $\bar{\alpha}:=\min (2 \alpha, 1)$ and let $\beta \in\{0, \alpha\}$ be defined by (32). Moreover, assume that $q_{1}$ and $\bar{\omega}$ are in $[0,1)$ and such that

$$
\beta \leqq \bar{\omega} \leqq q_{1} \leqq \min (\bar{\alpha}, 2 q)
$$

and let

$$
\begin{equation*}
q^{*}:=\frac{1}{1+2 q-\hat{\alpha}-\beta}, \quad \delta:=\left(q_{1}+q-\beta\right) q^{*} \tag{68}
\end{equation*}
$$

## If q satisfies

$$
\begin{equation*}
q \leqq q_{1}+\gamma \quad \text { and } \quad q \leqq \bar{\omega}+\nu \tag{69}
\end{equation*}
$$

( for $\bar{\omega}=\bar{\alpha}$ the equality sign does not apply in the second inequality) where $\gamma \geqq 0$ ( $\geqq 1$, if $\alpha \geqq 1)$ and $\nu \geqq \hat{\alpha}$ are defined by (30), then the following result holds:

There exist positive constants $c, \hat{s}^{1} \leqq s^{1}$ and $\varepsilon_{1} \leqq \varepsilon_{0}$ such that the solution $(\bar{x}(s, \varepsilon)$, $y(s, \varepsilon))$ of the initial value problem (5), (62) exists for $s \in \hat{J}^{*}:=\left[s^{*}(\varepsilon), \hat{s}^{1}\right]$, where $s^{*}(\varepsilon):=c \varepsilon^{q^{*}}$, provided the initial values at $s=s^{*}$ satisfy

$$
\begin{align*}
& \left|\bar{x}^{0}(\varepsilon)-\bar{X}\left(s^{*}\right)\right|=O\left(\varepsilon^{\delta}\right), \\
& \left|y_{1}^{0}(\varepsilon)-Y_{1}\left(s^{*}\right)\right|=o\left(\varepsilon^{\delta_{1}}\right), \quad \delta_{1}:=(q-\beta) q^{*},  \tag{70}\\
& \left|\bar{y}^{0}(\varepsilon)-\bar{Y}\left(s^{*}\right)\right|=o\left(\varepsilon^{\bar{\delta}}\right), \quad \bar{\delta}:=(\bar{\omega}+q-\beta) q^{*},
\end{align*}
$$

where the little o can be replaced by capital $O$ in the $y_{1}$-component if $q_{1}=0$ and in the $\bar{y}$-component if $\bar{\omega}=q_{1}$.

Moreover, $(\bar{x}(s, \varepsilon), y(s, \varepsilon))$ possesses the following estimates

$$
\begin{align*}
& |\bar{x}(s, \varepsilon)-\bar{X}(s)|<c \varepsilon^{\delta}, \\
& \left|y_{1}(s, \varepsilon)-Y_{1}(s)\right|<c \varepsilon^{\delta} s^{-q_{1}},  \tag{71}\\
& |\bar{y}(s, \varepsilon)-\bar{Y}(s)|<c \varepsilon^{\delta} s^{\bar{\omega}-q_{1}},
\end{align*}
$$

for $s \in \hat{J}^{*}$ and $\varepsilon \in\left(0, \varepsilon_{1}\right),(\bar{X}(s), Y(s))$ being the solution of the reduced initial value problem (12).

Remark 9. Note that $0<\delta<1$, and that $\delta_{1} \leqq \bar{\delta} \leqq \delta$, and in particular $\delta_{1}<\delta$, except if $q_{1}=0$ (which is usually excluded by (69)). This allows to have less rigid requirements for the initial value $y_{1}^{0}(\varepsilon)$ (or also for $\bar{y}^{0}(\varepsilon)$ if $\bar{\omega}$ is chosen in an appropriate way),
which is an important fact since these initial values are, in general, provided by weaker estimates in the transition interval. Applying Theorem 3, one has to choose the two parameters $q_{1}$ and $\bar{\omega}$ such that the given initial values satisfy (70) and the $q, \nu, \gamma$ at hand satisfy (69). $q_{1}$ is, of course, taken as large as possible since this increases $\delta$ and yields optimal estimates (71) (or the other way around: taking the optimal $\delta$ by means of (70) gives a possible $q_{1}$ defined by (68), if (69) as well as $q_{1}<1$ and $\leqq \min (\bar{\alpha}, 2 q)^{5}$ is satisfied). Note also that $q^{*}$, and hence the interval of validity $\hat{J}^{*}$ of the approximation $(\bar{X}(s), Y(s))$, is independent of $q_{1}, \bar{\omega}$ and $\delta$. Moreover, $q^{*}=1 / 2 q$ and $\delta=\left(q_{1}+q\right) / 2 q$ for $\alpha \geqq 1$.

There again exists the slightly weaker version of Theorem 3 with the estimates (71) not depending on $s$ but only on $\varepsilon$. We are not going to state this Theorem $3^{\prime}$ here, since it can be derived from Theorem 3 in a way completely analogous to how Theorem $2^{\prime}$ has been obtained from Theorem 2.
7. Proof of Theorem 3. The proof is analogous to the one for Theorem 2. We define

$$
\begin{align*}
& s^{*}(\varepsilon):=k^{*} \varepsilon^{q^{*}}, \\
& r(\varepsilon):=k_{0} \varepsilon^{\delta}, \quad r_{1}(s, \varepsilon):=k_{1} \varepsilon^{\delta} S^{-q_{1}}, \quad \bar{r}(s, \varepsilon):=\bar{k}_{0} \varepsilon^{\delta} S^{\bar{\omega}-q_{1}} \tag{72}
\end{align*}
$$

where $k^{*}(\geqq 1), k_{0}, k_{1}, \bar{k}_{0}$ are positive constants, and $0 \leqq q_{1}<1,0 \leqq \bar{\omega} \leqq q_{1}, 0<\delta<1$ and $q_{1} q^{*}<\delta$. All these quantities will be specified more precisely later. The positive functions $r, r_{1}, \bar{r}$ are defined and continuous for $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and $s \in\left(0, s^{1}\right]$ and decrease as $s$ increases (if they are not constant).

Furthermore, we suppose that the initial values (62) to the system (5) obey the estimates

$$
\begin{align*}
& \left|\bar{x}\left(s^{*}, \varepsilon\right)-\bar{X}\left(s^{*}\right)\right| \leqq c_{0} \varepsilon^{\lambda} \\
& \left|y_{1}\left(s^{*}, \varepsilon\right)-Y_{1}\left(s^{*}\right)\right| \leqq c_{1} \varepsilon^{\lambda_{1}}  \tag{73}\\
& \left|\bar{y}\left(s^{*}, \varepsilon\right)-\bar{Y}\left(s^{*}\right)\right| \leqq \bar{c}_{0} \varepsilon^{\bar{\lambda}}
\end{align*}
$$

where $c_{0}, c_{1}, \bar{c}_{0}$ are positive quantities and $\lambda, \lambda_{1}, \bar{\lambda}$ are positive constants $\leqq 1$.
Now, consider the set $\delta \subset \mathbb{R}^{m+n}$ defined by

$$
\begin{equation*}
\mathfrak{D}:=\{|u|<r\} \times\left\{\left|v_{1}\right|<r_{1}\right\} \times\{|\bar{v}|<\bar{r}\} \times\left\{s \in \hat{J}^{*}\right\} \tag{74}
\end{equation*}
$$

where $\hat{J}^{*}:=\left[s^{*}(\varepsilon), \hat{s}^{1}\right], \hat{s}^{1}$ independent of $\varepsilon$ and $0<\hat{s}^{1} \leqq s^{1}$. For $\varepsilon$ and $\hat{s}^{1}$ small enough, $\mathfrak{d}$ lies in the domain considered.

With respect to $\delta$ the solution $(u(s, \varepsilon), v(s, \varepsilon))$ of the initial value problem (14), (73) is assumed to exist on [ $s^{*}, m_{+}$).

For $\varepsilon$ and $\hat{s}^{1}$ small enough we can always achieve that

$$
\begin{equation*}
r \leqq \bar{r}(s) \leqq r_{1}(s)<1 \quad \text { for } s \in \hat{J}^{*} . \tag{75}
\end{equation*}
$$

[^45](a) We consider first the case $\alpha<1$. Thus, from (63) and also using (64)-(67) we derive the following estimates for the solution $(u(s, \varepsilon), v(s, \varepsilon))$ :
\[

$$
\begin{aligned}
& |u(s)| \leqq M\left[c_{0} \varepsilon^{\lambda}+k_{1} \varepsilon^{\delta} \int_{s^{*}}^{s} \sigma^{-q_{1}} d \sigma\right], \\
& \left|v_{1}(s)\right| \leqq M\left[e^{-k\left(s^{\hat{q}}-s^{* i}\right) / \varepsilon} c_{1} \varepsilon^{\lambda_{1}}+\varepsilon s^{-q}+k_{0} \varepsilon^{\delta} s^{\gamma-q}\right. \\
& +\bar{k}_{0} \varepsilon^{\delta}\left(s^{\nu+\bar{\omega}-q_{1}-q}+\varepsilon \hat{h}\left(\nu+\bar{\omega}-q_{1}\right) s^{* \nu+\bar{\omega}-q_{1}-1} s^{-2 q}\right) \\
& +k_{1}^{2} \varepsilon^{2 \delta}\left(s^{\beta-2 q_{1}-q}+\varepsilon \hat{h}\left(\beta-2 q_{1}\right) s^{* \beta-2 q_{1}-1} s^{-2 q}\right) \\
& \left.+\varepsilon\left(s^{\alpha-1-q}+\varepsilon s^{* \alpha-2} s^{-2 q}\right)\right],
\end{aligned}
$$
\]

$$
\begin{aligned}
& +k_{1}^{2} \varepsilon^{2 \delta}\left(s^{\alpha-2 q_{1}}+\varepsilon \hat{h}\left(\alpha-2 q_{1}\right) s^{* \alpha-2 q_{1}-1}\right) \\
& \left.+\bar{k}_{0}^{2} \varepsilon^{2 \delta}\left(s^{2 \bar{\omega}-2 q_{1}}+\varepsilon \hat{h}\left(\bar{\omega}-q_{1}\right) s^{* 2 \bar{\omega}-2 q_{1}-1}\right)+\varepsilon\left(s^{\bar{\beta}}+\varepsilon \hat{h}(\bar{\beta}) s^{* \bar{\beta}-1}\right)\right]
\end{aligned}
$$

for $s \in\left[s^{*}, m_{+}\right.$), where $M$ is a positive constant depending on all constants appearing in (63), and on $s^{1}$ (but not on $\hat{s}^{1}$ ),

$$
\hat{h}(z):= \begin{cases}0, & z \geqq 0 \\ -z, & z<0\end{cases}
$$

We want to show that

$$
\begin{align*}
& |u(s)| \leqq \frac{r}{2}, \\
& \left|v_{1}(s)\right| \leqq \frac{r_{1}}{2} \quad \text { for } s \in\left[s^{*}, m_{+}\right) .  \tag{77}\\
& |\bar{v}(s)| \leqq \frac{\bar{r}}{2}
\end{align*}
$$

For that, we have to get rid of the two exponential terms in (76). This can be done by applying Lemma 3 for $\sigma=s^{*}, \rho=q_{1}$ and $\rho=q_{1}-\bar{\omega}$, respectively, and yields the following two estimates

$$
\begin{gather*}
e^{-\hat{k}\left(s^{\hat{q}}-s^{* \hat{q}}\right) / \varepsilon} c_{1} \varepsilon^{\lambda_{1}} \leqq c_{1} k^{* q_{1}} \varepsilon^{\lambda_{1}+q_{1} q^{*}} s^{-q_{1}},  \tag{78}\\
e^{-\mu\left(s-s^{*}\right) / \varepsilon} \bar{c}_{0} \varepsilon^{\bar{\lambda}} \leqq \bar{c}_{0} k^{*\left(q_{1}-\bar{\omega}\right)} \varepsilon^{\bar{\lambda}+\left(q_{1}-\bar{\omega}\right) q^{*}} s^{\bar{\omega}-q_{1}}
\end{gather*}
$$

provided

$$
\begin{equation*}
q^{*} \leqq \frac{1}{1+q} \quad \text { and } \quad k^{*} \geqq \max \left(\left(\frac{q_{1}}{k}\right)^{1 /(1+q)}, \frac{q_{1}-\bar{\omega}}{\mu}\right) \tag{79}
\end{equation*}
$$

holds.
It can easily be seen, by taking into account the assertions of Lemma 1, that if

$$
\begin{equation*}
q_{1} \leqq \min (\bar{\alpha}, 2 q), \quad q \leqq q_{1}+\gamma \quad \text { and } \quad q \leqq \bar{\omega}+\nu \tag{80}
\end{equation*}
$$

then, for $\hat{s}^{1}$ and $\varepsilon$ sufficiently small, (77) holds under the following conditions concerning the constants involved

$$
\begin{align*}
& M\left(c_{0}+1\right) \leqq \frac{k_{0}}{2}, \\
& M\left(1+c_{1}+k_{0}+\bar{k}_{0}+6\right) \leqq \frac{k_{1}}{2},  \tag{81}\\
& M\left(1+\bar{c}_{0}+k_{0}+8\right) \leqq \frac{\bar{k}_{0}}{2},
\end{align*}
$$

and

$$
\begin{array}{ll}
q^{*}:=\frac{1}{1+2 q-\alpha-\beta}, & \delta:=\left(q_{1}+q-\beta\right) q^{*} \\
\beta \leqq \bar{\omega}<\bar{\alpha},  \tag{82}\\
\lambda \geqq \delta, \quad \lambda_{1} \geqq(q-\beta) q^{*}, & \bar{\lambda} \geqq(\bar{\omega}+q-\beta) q^{*}
\end{array}
$$

as well as

$$
\begin{align*}
& k^{*}:=\max \left(1, k_{1}^{2 /\left(q_{1}+q-\beta\right)}, k_{1}^{2}, \bar{k}_{0}^{2},\left(\frac{q_{1}}{k}\right)^{1 /(1+q)}, \frac{q_{1}-\bar{\omega}}{\mu}\right)  \tag{83}\\
& c_{1} \leqq k^{*-q_{1}}, \bar{c}_{0} \leqq k^{* \bar{\omega}-q_{1}} \quad \text { (only if } q_{1}>0 \text { or } \bar{\omega}<q_{1}, \text { respectively). }
\end{align*}
$$

It is obvious that (81) can be satisfied by choosing $k_{0}$ first (such that the first inequality holds), $\bar{k}_{0}$ second and finally $k_{1}$ large enough.

We have excluded $\bar{\omega}=\bar{\alpha}$ in (82). In this case everything holds true, too, if $q<\bar{\alpha}+\nu$. We only get slightly different inequalities (81), namely $\bar{k}_{0}$ in the second inequality has to be replaced by 1 and $k_{1}$ has to be added to the expression in parentheses of the third inequality. And the only effect is that $k_{1}$, instead of $\bar{k}_{0}$, has to be chosen second after $k_{0}$, in order to satisfy the three inequalities.

Having shown (77) the proof of Theorem 3, as far as the case $\alpha<1$ is concerned, is completed by applying the Global Existence Theorem for_ode's; and by taking $\varepsilon_{1}$ sufficiently small and choosing $c$ as the maximum of $k_{0}, k_{1}, \bar{k}_{0}$ and $k^{*}$.
(b) The case $\alpha \geqq 1$ is formally completely analogous to the case $\alpha<1$. Since $\beta=\bar{\beta}=\beta_{1}=0$ the last term in the right-hand side of the $v_{1}$-component of (76) as well as the last term in the right-hand side of the $\bar{v}$-component can be dropped. Moreover, $\alpha$ and $\bar{\alpha}$ have to be replaced by 1 (hence $\bar{\omega}=\bar{\alpha}$ is not possible), and we know that $\gamma \geqq 1$ and $\nu \geqq 1$ in this case. The rest is identical to part (a).
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# SAUTS DES SOLUTIONS DES ÉQUATIONS $\varepsilon \ddot{x}=\boldsymbol{f}(\boldsymbol{t}, \boldsymbol{x}, \dot{x})^{*}$ 

FRANCINE DIENER ${ }^{\dagger}$


#### Abstract

One of the main difficulties in the study of the equations $\varepsilon \ddot{x}=f(t, x, \dot{x})$ for small $\varepsilon$ is created by the existence of parts of solutions, called "jumps" for which the velocity is large. We give here precise definitions of such jumps, their extremities, and their thickness, and we show that, for most equations of the type considered, it is easy to compute, up to an infinitesimal, the position of jumps, extremities and thickness for each solution. Our methods use both nonstandard analysis and a geometrical approach consisting of, among other things, observing solutions in some convenient planes, (plans d'observabilité) of the phase space.


Nous proposons ci-dessous l'étude des sauts des solutions des équations différentielles du type

$$
\begin{equation*}
\varepsilon \ddot{x}=f(t, x, \dot{x}), \quad \varepsilon \text { infinitesimal, }{ }^{1} \text { positif, } \tag{I}
\end{equation*}
$$

c'est-à-dire l'étude des portions de solutions parcourues à vitesse grande (*). On appelle souvent ces sauts des "couches" limites, libres, ou intérieures. On sait que la présence de sauts est liée à la petitesse de $\varepsilon$ et qu'elle constitue l'une des principales difficultés dans l'étude du comportement des solutions de ces équations.

Nous montrons que, pour une classe étendue d'équations de ce type, on peut, moyennant un choix convenable d'échelle de vitesse, décrire simultanément les sauts de toutes les solutions d'une équation donnée, calculer leur équation à un infinitésimal près, et déterminer pour chacun d'eux son extrémité en fonction de son origine, ainsi que le temps nécessaire pour le parcourir.

Les équations du type envisagé ont intéressé, au cours des trente dernières années, de nombreux auteurs qui se sont principalement attachés à prouver l'existence d'une solution d'un problème aux limites (et plus rarement d"un problème de conditions initiales) qui présente certains types de sauts à des instants prescrits. Des techniques plus ou moins élaborées de développements asymptotiques, faisant intervenir un changement d'échelle du temps $t$ (là où nous utilisons un changement d'échelle de vitesse), permettent de traiter un tel problème aux limites dans les cas semi-linéaires ( $f$ ne dépend pas de $\dot{x}$ ) et quasi-linéaires ( $f$ est linéaire en $\dot{x}$ ) [24], [19], [9]. Dans les cas où $f$ n'est pas linéaire en $\dot{x}$, les études sont beaucoup plus rares [23]. Les résultats les plus importants obtenus à ce jour sont dus à Howes [12], [11], qui à l'aide de méthodes d'inéquations différentielles, retrouve facilement et étend les résultats de ses prédécesseurs dans le cas où $f$ est un polynôme en $\dot{x}$ de degré 0 , 1 , ou 2 . Quelques articles proposent également d'astucieuses généralisarions à certains cas où $f$ est "superquadratique" en $\dot{x}$ [14].

Au premier chapitre nous donnons des définitions précises des objets étudiés (sauts, leur origine, leur extrémité, leur épaisseur), définitions absentes des études précédentes et qui apparaissent très naturellement ici grâce au point de vue non

[^46]standard adopté. Nous précisons également la classe d'équations étudiée. On verra qu'elle est très générale et contient, en particulier, les cas usuels, semi-linéaires, quasilinéaires, et quadratiques. Nous présentons au second chapitre la méthode employée sur un exemple simple. Enfin, nous indiquons au troisième chapitre les principaux résultats obtenus et donnons leur démonstration.

## 1. Quelques définitions.

Sauts d'une fonction. Soit $x: I \rightarrow \mathbb{R}$ une fonction interne (*) de classe $C^{1}$. On dit que $x(t)$ présente un saut sur l'intervalle $\left[t_{1}, t_{2}\right] \subset I$ si, sur cet intervalle, la vitesse $\dot{x}(t)$ est grande et si $x\left(t_{1}\right) \neq x\left(t_{2}\right)(*)$, avec $x\left(t_{1}\right)$ et $x\left(t_{2}\right)$ limités $(*)$. On notera que l'intervalle $\left[t_{1}, t_{2}\right]$ est nécessairement petit ( $*$ ), et que, comme la variation de $x$ sur cet intervalle est supposée appréciable (*), les sauts apparaissent sur le graphe ( $t, x(t)$ ) de la fonction comme des portions de ce graphe d'ombre (*) verticale, d'où leur nom. Une fonction qui présente un saut sur l'intervalle $\left[t_{1}, t_{2}\right]$ n'est pas $S$-continue (*) sur cet intervalle.

Comme, par continuité, $\dot{x}(t)$ ne peut changer de signe sans devenir limitée, tout saut est soit croissant, soit décroissant. Sauf mention contraire, on se bornera désormais au cas des sauts croissants, celui des sauts décroissants s'en déduisant immédiatement.

Pour $t_{0}$ réel standard (*), on dit que la fonction $x$ présente un saut à l'instant $t_{0}$ s'il existe un intervalle $\left[t_{1}, t_{2}\right] \subset I$ contenu dans le halo de $t_{0}(*)$ sur lequel $x$ présente un saut. On notera que $\dot{x}$ n'est pas nécessairement grand, ni même défini au point $t_{0}$.

Origine et extrémité d'un saut. Si $x(t)$ est une fonction présentant un saut sur l'intervalle $\left[t_{1}, t_{2}\right.$ ], on peut, dans certains cas, définir l'origine de ce saut; on peut, biensûr, procéder de manière analogue pour définir l'extrémité d'un saut. Trois cas sont à envisager (Fig. 1):


Fig. 1

1) Ou bien, pour tout $t \in I$, si $t \leqq t_{1}$, alors $\dot{x}(t)$ est grand. On dit que le saut sur [ $t_{1}, t_{2}$ ] est sans origine sur I.
2) Ou bien il existe $T \in I, T<t_{1}$, tel que $\dot{x}(T)$ est limité, mais pour tout $t \in\left[T, t_{1}\right]$, si $x(t)$ est limité alors $\dot{x}(t)$ est grand. On dit que le saut sur $\left[t_{1}, t_{2}\right]$ a son origine en $x=-\infty$ (ou $+\infty$ dans le cas d'une fonction décroissante). On notera que ceci ne signifie pas que $x$ tend vers $-\infty$, mais seulement que $x$ "n'arrête pas de sauter" avant d'atteindre (à reculons) des réels grands négatifs.
3) Ou bien il existe $T \in I, T<t_{1}$, tel que $x(T)$ et $\dot{x}(T)$ sont limités, et $\dot{x}(t)$ est positif pour tout $t \in\left[T, t_{2}\right] ; x$ est donc croissante sur cet intervalle. Dans ce cas on souhaite définir l'origine du saut sur $\left[t_{1}, t_{2}\right]$ comme le standard $\left(x_{-}\right)$tel que, pour tout $t \in\left[T, t_{1}\right]$, si $x(t) \gg x_{-}(*)$, alors $\dot{x}(t)$ est grand, et au contraire, si $x(t) \ll x_{-}$, alors il
existe $\tau \in\left[t, t_{1}\right]$ tel que $\dot{x}(\tau)$ est limité. Notons que, comme les notions de "grand" et "limité" sont externes, il serait illusoire d'espérer pouvoir remplacer les "doubles chevrons" $>$ ou $\ll$ par de simples inégalités (internes) $>$ ou $<$.

Pour établir l'existence de $x_{-}$, on procède de la manière suivante: considérons tout d'abord la coupure externe $\left(C_{-}, C_{+}\right)$de $\mathbb{R}$ définie par $C_{-}=\{\xi \in \mathbb{R}$, tels qu'il existe $\tau \in\left[T, t_{1}\right]$, avec $\dot{x}(\tau)$ limité et $\left.x(\tau) \geqq \xi\right\}$ et $C_{+}=\mathbb{R} \backslash C_{-}$.

Remarquons que $x(T) \in C_{-}, x\left(t_{1}\right) \in C_{+}$, et $x(T)$ ainsi que $x\left(t_{1}\right)$ sont limités. On pose alors $S_{-}={ }^{s} C_{-}=$standardisé (*) de $C_{-}$, c'est à dire l'unique sous-ensemble standard de $\mathbb{R}$ ayant les mêmes éléments standards que $C_{-}$; de façon analogue, on pose $S_{+}={ }^{s} C_{+}$. A présent, comme tout élément de $C_{+}$domine tout élément de $C_{-}$, c'est en particulier vrai pour tout élément standard: ceci montre que tout élément standard de $S_{+}$domine tout élément standard de $S_{-}$, d'où, par transfert, $S_{+}$domine $S_{-}$. On démontre de même que $\left(S_{+}, S_{-}\right)$est une partition de $\mathbb{R}$. Comme ${ }^{0} x(T)-1 \in S_{-}$, $S_{-} \neq \varnothing$; et comme ${ }^{0} x\left(t_{1}\right)+1 \in S_{+}, S_{+} \neq \varnothing ;\left(S_{-}, S_{+}\right)$constitute donc une coupure standard de $\mathbb{R}$ : elle détermine un unique standard $x_{-}$.

Vérifions que le standard $x_{-}$a bien la propriété souhaitée. Soit $t \in\left[T, t_{1}\right]$ tel que $x(t) \ll x_{-}$. Comme $x$ est croissante, on a par ailleurs que $x(T) \leqq x(t) \leqq x\left(t_{1}\right) ; x(t)$ est donc limité; soit $x_{0}={ }^{0} x(t)$. Par hypothèse $x_{0}<x_{-}$; donc $\left(x_{0}+x_{-}\right) / 2 \in S_{-}$, et comme il est standard, $\left(x_{0}+x_{-}\right) / 2 \in C_{-}$. Il existe donc $\tau \in\left[T, t_{1}\right]$ tel que $\dot{x}(\tau)$ est limité et $\left(x_{0}+x_{-}\right) / 2 \leqq x(\tau)$. A présent $x(t) \simeq x_{0} \ll\left(x_{0}+x_{-}\right) / 2 \leqq x(\tau)$. D'où $x(t)<x(\tau)$; comme $x$ est croissante, ceci montre que $\tau \in\left[t, t_{1}\right]$. On montre tout aussi facilement que pour $t \in\left[T, t_{1}\right]$, so $x(t) \gg x_{-}$alors $\dot{x}(t)$ est grand. CQFD

Notons que d'après le principe de Fehrele (*), non seulement les $x(t) \gg x_{-}$sont tels que $\dot{x}(t)$ est grand, mais il existe $t_{-} \in\left[T, t_{1}\right]$ tel que $x\left(t_{-}\right) \simeq x_{-}$, et que $\dot{x}(t)$ est grand pour tout $t \geqq t_{-}$(inférieur à $t_{2}$ ). On ne peut espérer un résultat analogue pour les $x(t) \ll x_{-}$, comme le montre l'exemple de la Fig. 2.


Fig. 2. La solution périodique de l'équation de Van der Pol $\varepsilon \ddot{x}+\left(x^{2}-1\right) \dot{x}+x=0$ présente un saut d'origine -1 et d'extrémité 2 . La vitesse est limitée tant que $x(t) \ll-1$ et grande dès que $x(t) \simeq-1$.

Si l'on considère cette fois le problème de l'extrémité d'un saut, on sera amené à distinguer comme ci-dessus, parmi les sauts (croissants), ceux qui n'ont pas d'extrémité, ceux qui ont $+\infty$ pour extrémité, et ceux qui ont une extrémité $x_{+}$ayant la propriété analogue de celle déterminant l'origine $x_{-}$du saut. Lorsqu'un saut de $x$ possède à la fois une origine et une extrémite non infinie, on dira qu'il est borné. A l'inverse, si l'une ou l'autre est infinie, ou n'existe pas, on dira qu'il est non borné.

Epaisseur d'un saut. Outre l'origine et l'extrémité, une autre notion est utile pour la caractérisation d'un saut: c'est son "épaisseur", qui indique, grosso modo, le temps nécessaire pour accomplir le saut. Voici la définition que nous adopterons [3], généralisant celle de [16].

Nous supposerons systématiquement que la fonction $x: I \rightarrow \mathbb{R}$ considérée est monotone et qu'elle présente un saut à l'instant $t_{0}$ ayant au moins une extrémité finie. Nous supposerons en outre que ce saut est croissant: on déduit facilement la définition correspondante dans le cas d'un saut décroissant.

Considérons tout d'abord le cas d'un saut borné, d'origine $x_{-}$et d'extrémité $x_{+}$. On appelle épaisseur du saut l'ensemble

$$
\mathscr{E}=\left\{t \in I, \text { tels que } x_{-} \ll x(t) \ll x_{+}\right\} .
$$

On vérifie facilement qu'il s'agit d'un ensemble strictement externe (*), et plus précisement d'une galaxie (*) contenue dans le halo de $t_{0}$ (voir exemples ci-dessous). Il apparait donc qu'une bonne connaissance des galaxies de $\mathbb{R}$ (voir l'annexe à ce sujet) sera utile pour étudier les épaisseurs de sauts.

Considérons à présent le cas d'un saut non borné, et supposons qu'il n'a pas d'origine ou qu'il a $-\infty$ pour origine. Soit $x_{+}$son extrémité. L'épaisseur du saut sera alors l'ensemble

$$
\mathscr{E}=\left\{t \in I, \text { tels que } x(t) \ll x_{+}\right\} .
$$

C'est également une galaxie, mais elle n'est pas nécessairement petite; elle contient tout un segment initial de $I$.

Cas des solutions des équations (I). Soit $f$ une fonction interne, définie sur $\mathbb{R}^{3}$ et suffisamment régulière pour que l'équation différentielle

$$
\begin{equation*}
\varepsilon \ddot{x}=f(t, x, \dot{x}) \tag{I}
\end{equation*}
$$

possède la propriété d'existence locale et d'unicité des solutions pour $\varepsilon>0$. De n'imposer à $f$ que le fait d'être interne permet de considérer non seulement les cas où $f$ est standard, mais aussi les cas où $f=F(t, x, \dot{x}, \varepsilon)$, et plus généralement les cas où $f(t, x, \dot{x})$ $=F(t, x, \dot{x}, a)$, où $F$ est standard et $a$ est un paramètre pouvant prendre des valeurs non standard.

Considérons le champ lent-rapide (*) associé à l'équation (I) dans l'espace des phases ( $t, x, \dot{x}=v$ ):

$$
\begin{align*}
& \dot{i}=1 \\
& \dot{x}=v,  \tag{II}\\
& \varepsilon \dot{v}=f(t, x, v) .
\end{align*}
$$

La trajectoire $(t, x(t), v(t))$ de (II) correspondant à une solution $x(t)$ de l'équation (I) qui présente un saut sur l'intervalle $\left[t_{1}, t_{2}\right]$ reste entièrement contenue, pendant ce laps de temps, dans l'une des parties $H^{+}$ou $H^{-}$de $\mathbb{R}^{3}$ où $v$ est grand ( $H^{+}$si le saut est croissant, $H^{-}$s'il est décroissant). Elle reste également proche, durant ce laps de temps, du plan vertical d'équation $t=t_{0}$, où $t_{0}={ }^{0} t_{1}$. Notons que les parties $H^{+}, H^{-}$, et le complémentaire de $H^{+} \cup H^{-}$noté $G$, sont strictement externes. Lorsqu'une trajectoire de (II), correspondant à une solution présentant un saut est de coordonnées limitées en un instant $T$ antérieur au saut, il découle de ce qui précède que le saut possède une
origine $x_{-}$. Nous dirons que "la trajectoire sort de la région $G$ (des vitesses limitées) avec une abscisse $x_{-}$". De même, si le saut a une extrémité $x_{+}$, nous dirons que "la trajectoire rentre dans $G$ avec une abscisse $x_{+}$"


Fig. 3. Trajectoire du champ (II) associé à une solution de (I) présentant un saut croissant à l'instant $t_{0}$.
Voici quelques exemples de sauts de solutions et leur épaisseur:
$1^{\circ}$ ) La solution $x(t)=t h(t / \varepsilon)$ de l'équation $\varepsilon \ddot{x}=-2 x \dot{x}$ présente en $t_{0}=0$ un saut d'origine $x_{-}=-1$ et d'extrémité $x_{+}=1$. Son épaisseur est l'ensemble des réels pouvant s'écrire $t=\varepsilon s$, où $s$ est limité, ensemble qu'on appelle la $\varepsilon$-galaxie de $0(*)$.
$2^{\circ}$ ) La solution $x(t)=\sqrt{\varepsilon} /(t+\sqrt{\varepsilon}), t>-\sqrt{\varepsilon}$, de l'équation $\varepsilon \ddot{x}=2 x^{3}$ présente un saut non borné pour $t_{0}=0$, d'extrémité $x_{+}=0$. Son épaisseur est la réunion de ] $-\sqrt{\varepsilon}, 0$ ] et de la moitié positive de la galaxie des réels pouvant s'écrire $t=\sqrt{\varepsilon} s$, où $s$ est limité, encore appelée $\sqrt{\varepsilon}$-galaxie de 0 .

Dans ces deux exemples, comme dans bon nombre d'exemples classiques, les épaisseurs sont réunion d'une partie interne (éventuellement vide) et d'une galaxie très simple (la $\varepsilon$ on $\sqrt{\varepsilon}$-galaxie par example) dite galaxie linéaire (*). Cela se traduit en pratique par le fait qu'il est possible "d'étaler" ces sauts au moyen d'une homothétie. Ainsi les changements de temps $s=t / \varepsilon$ et $s=t / \sqrt{\varepsilon}$ transforment respectivement les examples précédents en $\operatorname{th}(s)$ et $1 /(s+1)$, fonctions qui ne présentent plus de saut. Cette propriété, que possèdent beaucoup de sauts, de pouvoir s'étaler au moyen d'un changement de temps linéaire $s=\left(t-t_{1}\right) / \varphi(\varepsilon)$, est en fait, à la base de plusieurs méthodes d'étude des sauts, en particulier la méthode des "développements asymptotiques recollés". Cependant, il existe également de nombreuses équations (I) dont les solutions présentent des sauts n'ayant pas cette propriété. En termes d'épaisseur, cela se traduit par le fait que $\mathscr{E}$ s'exprime à l'aide de galaxies non linéaires (*). C'est l'existence de sauts d'épaisseur non linéaire qui conduit à dépasser l'idée un peu trop naïve de caractériser l'épaisseur par un nombre ou "ordre de grandeur" ( $\varepsilon$ ou $\sqrt{\varepsilon}$ par exemple), et de lui substituer un ensemble $\mathscr{E}$ strictement externe. Voici un exemple de saut d'épaisseur non linéaire.
$3^{\circ}$ ) La solution $x(t)=-\varepsilon \log \left(t+e^{-1 / \varepsilon}\right), t>-e^{-1 / \varepsilon}$, de l'équation $\varepsilon \ddot{x}=\dot{x}^{2}$ présente un saut non borné en $t=0$, d'extrémité $x_{+}=0$. Un calcul simple montre que son épaisseur est la réunion de $\left.]-e^{-1 / \varepsilon}, 0\right]$ et de la galaxie des réels pouvant s'ecrire
$t=e^{-1 / \varepsilon s}$, avec $s>0$ limité, qu'on appelle la (moitié positive de la) $\varepsilon$-micro-galaxie (*). On notera que cette galaxie contient par exemples les deux nombres $e^{-1 / \varepsilon}$ et $e^{-1 / 2 \varepsilon}$ qui ne sont pas du "même ordre de grandeur" puisque leur rapport n'est pas appréciable.

Type de croissance de $f$ en $\dot{x}$. Voici à présent quelques définitions concernant le comportement de la fonction $f$ lorsque $\dot{x}$ est grand, qui vont nous permettre de préciser quelle classe d'équations (I) nous nous proposons d'étudier. Nous nous bornerons au cas des vitesses positives, celui des vitesses négatives s'en déduisant aisément.

Soit $F(v)$ une fonction interne de classe $S^{0}(*)$, continûment dérivable, définie pour tout $v$ positif grand, non décroissante, positive et non petite. Comme $F$ est interne, il existe nécessairement $v_{0}$ standard tel que $F$ soit définie et possède encore les propriétés ci-dessus pour tout $v \in\left[v_{0},+\infty[\right.$. On dira que $F$ est le type de croissance de $f$ par rapport à $v$ pour les $v$ positifs, s'il existe deux fonctions internes $a(t, x)$ et $r(t, x, v)$ continues et de classe $S^{0}$ telles que, pour tout $t$ et $x$ limités, on ait

$$
f(t, x, v)=a(t, x) F(v)+r(t, x, v)
$$

et

$$
r(t, x, v) / F(v) \simeq 0
$$

pour tout $v$ positif grand. On appellera la fonction $a(t, x)$ la mantisse de $f$ (pour les $v$ positifs). On remarquera que si $F$ et $\bar{F}$ sont deux types de croissance de $f$, il existe un réel positif $R$ tel que pour tout $v$ grand, $F(v) / \bar{F}(v) \simeq R$. En particulier, si $F$ et $\bar{F}$ sont standard, elles diffèrent par une constante multiplicative pour tout $v$ grand, donc, par le principe de Cauchy (*), pour tout $v \geqq v_{0}$, avec $v_{0}$ standard. Par contre le choix de $F$ est parfaitement arbitraire sur $\left[0, v_{0}\left[, v_{0}\right.\right.$ standard.

On notera également que si l'on se restreint aux fonctions $f$ et $F$ standard, il est équivalent de supposer que $f$ possède la fonction $F$ comme type de croissance par rapport à $v$ ou que, pour tout $t$ et $x$ limités, $f(t, x, \cdot)$ est un " 0 " de $F$ et que la limite, quand $v$ tend vers $+\infty$, de $f / F$ existe.

Voici quelques exemples de fonctions avec ou sans type de croissance:
$1^{\circ}$ ) Les cas classiques où $f$ est quasi-linéaire ( $f=a(t, x)$ ), semi-linéaire ( $f=$ $a(t, x) v+b(t, x)$ ), et quadratique ( $f=a(t, x) v^{2}+b(t, x) v+c(t, x)$ ) ont pour type de croissance respectivement $F(v)=1, F(v)=v$, et $F(v)=v^{2}$, et pour mantisse les fonctions $a(t, x)$.
$2^{\circ}$ ) Plus généralement, si $f$ est un polynôme de degré $n$ en $v$, ou une somme de "monômes" du type $a(t, x) v^{\nu}$ où $\nu$ est réel positif, le type de croissance de $f$ par rapport à $v$ est $v^{n}$, ou $v^{\nu_{0}}$, où $\nu_{0}$ est l'exposant le plus grand de $v$, et la mantisse est le "coefficient" de $v^{\nu_{0}}$.
$3^{\circ}$ ) Dans l'exemple suivant (étudié par Howes [13])

$$
\varepsilon \ddot{x}=\left(x-t^{2}\right)^{2 q+1}\left(1+\dot{x}^{2}\right)^{3 / 2}
$$

le type de croissance est $F(v)=v^{3}$ et la mantisse $\left(x-t^{2}\right)^{2 q+1}$.
$4^{\circ}$ ) Dans l'exemple suivant (étudié par Levinson [15])

$$
\varepsilon \ddot{x}=4 \dot{x} /\left(3-\dot{x}^{4}\right)-x,
$$

le type de croissance est $F(v)=1$ ( -1 dans le cas des vitesses négatives) et la mantisse est $-x$ (on trouvera une étude nonstandard de cet exemple dans [22]).
$5^{\circ}$ ) Dans les exemples précédents, les types de croissance sont toujours des puissances de $v$. On peut cependant fort bien envisager d'autres types de croissance. Ainsi, par exemple:

$$
\varepsilon \ddot{x}=a(t, x) \dot{x} \log \dot{x} \quad \text { ou } \quad \varepsilon \ddot{x}=a(t, x) t h \dot{x} \cdots .
$$

$6^{\circ}$ ) On construit facilement des exemples d'équations (I) pour lesquelles $f$ n'a pas de type de croissance par rapport à $\dot{x}$ (indépendent de $t$ et $x$ ), comme par exemple $\varepsilon \ddot{x}=\sin t \dot{x}$ ou $\varepsilon \ddot{x}=e^{x \dot{x}}$. Cependant, il ne semble pas que de telles équations aient fait l'objet d'études jusqu'ici (l'auteur serait intéressée de connaître une telle étude, pour autant qu'elle existe, ou à défaut une application qui la motiverait).

Les résultats principaux de cet article concernent les équations (I) pour lesquelles $f$ a un type de croissance par rapport à $\dot{x}$. Il convient en outre de supposer que ce type de croissance ne croit pas "trop" vite, et plus précisément, que

$$
\begin{equation*}
\int_{v_{0}}^{+\infty} \frac{v d v}{F(v)}=+\infty \tag{III}
\end{equation*}
$$

Cette condition est équivalente, dans le cas des fonctions puissance, au fait que le type de croissance $F$ est au plus quadratique ( $\nu_{0} \leqq 2$ ). On notera cependant qu'il existe des fonctions "sur-quadratiques", par exemple $F(v)=v^{2} \log v$, qui la vérifient également. Nous posons cette hypothèse car lorsque le type de croissance de $f$ est plus grand (par exemple $F(v)=v^{3}$ ), aucune solution de l'équation ne présente plus de saut, à l'exception éventuellement de ce qu'il est convenu d'appeler des sauts singuliers, c'est à dire des sauts tels que la trajectoire de (II) associée, soit contenue dans le halo de la surface d'équation $f(t, x, v)=0$ (la démonstration de ce fait, ainsi que l'étude des sauts singuliers fait l'objet d'une étude séparée [7]).
2. Un exemple. Dans ce chapitre nous présentons sur un exemple simple la plupart des résultats qui seront démontrés dans le cas général au chapitre suivant. Nous avons choisi pour cela la famille d'équations

$$
\begin{equation*}
\varepsilon \ddot{x}=x \dot{x}^{[s]}, \quad 0<s \leqq 2 \tag{IV}
\end{equation*}
$$

où $\dot{x}^{[s]}$ est défini par $\dot{x}^{[s]}=|\dot{x}|^{s-1} \dot{x}$.
Outre sa grande simplicité, cette famille présente l'avantage suivant: les portions de solutions ne contenant pas de saut étant toutes presque-constantes (*), les seules portions non triviales des solutions sont des sauts, qui précisément nous intéressent ici.

L'équation correspondant à $s=1$ (qui est intégrable explicitement) est souvent utilisée pour illustrer des sauts de solutions, en particulier dans le cadre des problèmes aux limites [19], [12], [16]. Comme le point de vue adopté ici permet de traiter sans plus de difficulté les cas où $0<s \leqq 2$, nous nous plaçons d'emblée dans ce cadre un peu plus général; ceci nous permet en outre de mettre en évidence, dans un cas particulier, le lien qui existe entre le type de croissance de l'équation, ici $F(v)=v^{[s]}$, et les propriétés des sauts.

Comportement des solutions à vitesse limitée. Ce n'est pas notre propos ici d'étudier les propriétés des solutions lorsque leur vitesse est limitée; cependant, il sera plus facile de comprendre le rôle joué par les sauts si l'on connait le comportement global des solutions et donc, en particulier, leur comportement à vitesse limitée.

Considérons le champ lent-rapide associé à (IV).
(V)

$$
\begin{aligned}
& \dot{i}=1, \\
& \dot{x}=v, \\
& \varepsilon \dot{v}=x v^{[s]}, \quad 0<s \leqq 2 .
\end{aligned}
$$

Bien que ce champ de vecteurs ne vérifie pas, aux points $v=0$, la condition de Lipschitz envlorsque $s<1$, on notera cependant que, par un tel point (distinct de $(t, 0,0)$ ), il passe une unique trajectoire, qui est le graphe d'une solution de l'équation

$$
\frac{d x}{d v}=\frac{\varepsilon v}{x v^{[s]}}
$$

qui vérifie, elle, la condition de Lipschitz en $x$. On a donc unicité des solutions de ce champ.

Du fait que $\varepsilon$ est supposé petit, il est facile de décrire, à un infinitésimal près, le comportement des trajectoires du champ dans la région $G$ de l'espace où $v$ est limité (Fig. 4). Par les raisonnements usuels de champs lents-rapides (voir par exemple [16]), on montre que, le long d'une trajectoire, aucune variation appréciable de $x$ n'est possible tant que $v$ (et $x$ ) sont limités.

Notons également que le comportement des trajectoires du champ (V) est le même quelque soit $s \in] 0,2]$.


Fig. 4. Les trajectoires du champ associé à l'équation $\varepsilon \ddot{x}=x \dot{x}^{[s]}$ dans l'espace des phases sont presque verticales tant qu'elles restent hors des halos des plans d'équation $v=0$ et $x=0$. Dans le halo du premier, elles sont proches de droites "horizontales", x constant, et dans le halo du second, elles sont proches de "demi-droites verticales", $t$ constant, ou de " $U$ ".

Comportement des solutions à vitesse grande. En dehors de la région $G$, c'est à dire dans l'une des régions $H^{+}$ou $H^{-}$des points d'ordonnée $v$ grande, positive ou négatives respectivement, la troisième composante du champ ( V ) cesse d'être grande par rapport aux autres; les trajectoires n'ont plus le comportement caricatural, typique des champs
lents-rapides, évoqué ci-dessus. Une étude particulière est nécessaire. Il n'est pas facile de la mener dans l'espace des phase: les portions de trajectoires sont "trop éloignée". Afin de les "rapprocher", on utilise un macroscope (*), qui est, ici, un changement d'échelle (*) de vitesse. Ce macroscope devra évidement être d'autant plus puissant que la vitesse sur les trajectoires considérées est grande. Cette vitesse dépend, comme on l'imagine, du type de croissance de l'équation et donc, ici, de $s$. On verra au paragraphe suivant qu'il convient de choisir, lorsque $F(v)=v^{[s]}$, le macroscope suivant:

$$
v= \begin{cases}(((2-s) / \varepsilon) V)^{[1 /(2-s)]} & \text { si } s \neq 2,  \tag{VI}\\ \sigma \exp (\sigma V / \varepsilon) & \text { si } s=2,\end{cases}
$$

où $\sigma$ vaut +1 ou -1 selon que $V$ est positif ou négatif. A la nouvelle échelle, le champ $(V)$ s'écrit

$$
\begin{aligned}
& \dot{i}=1 \\
& \dot{x}=v, \\
& \dot{V}=x v \quad \text { où } v \text { est donné par }(\mathrm{VI}) .
\end{aligned}
$$

Nous nous proposons de décrire, à un infinitésimal près, les portions de trajectoires de ce champ, contenues dans le région $H_{\varepsilon}^{+}$, image de $H^{+}$par le macroscope, et celles contenues dans la région $H_{\varepsilon}^{-}$, image de $H^{-}$. Notons que $H_{\varepsilon}^{+}$et $H_{\varepsilon}^{-}$contiennent, en particulier, tous les points qui, à cette échelle, ont une ordonnée $V$ non petite, positive ou négative, respectivement.

On ne change pas les trajectoires, pour $V \neq 0$, en multipliant le champ précédent par la fonction nulle part nulle $1 / v$ (où $v=v(V)$ est défini par (VI)). cette constatation élémentaire révèle le point de vue "trajectorien" (voir par example [10]) adopté ici, qui fait l'originalité de notre méthode. Il consiste à envisager les trajectoires plutôt comme des objets géométriques de $\mathbb{R}^{3}$ que comme des graphes de fonctions solutions. De ce fait, le paramétrage étant indifferent, on peut le changer de façon que les sauts, initialement parcourus à vitesse grande, le soit alors à vitesse limitee. La quantité $1 / v$ est petite sur $H^{+}$et $H^{-}$. Le champ $\mathscr{C}$ ainsi obtenu est donc équivalent, sur $H_{\varepsilon}^{+} \cup H_{\varepsilon}^{-}$, à un champ $\mathscr{C}_{0}$ standard et intégrable

$$
\mathscr{C}\left\{\begin{array} { l } 
{ t ^ { \prime } = 1 / v , } \\
{ x ^ { \prime } = 1 , } \\
{ V ^ { \prime } = x , }
\end{array} \simeq \mathscr { C } _ { 0 } \left\{\begin{array}{l}
t^{\prime}=0 \\
x^{\prime}=1 \\
V^{\prime}=x
\end{array}\right.\right.
$$

Les trajectoires de $\mathscr{C}_{0}$ (Fig. 5) sont des paraboles d'équation

$$
t=t_{0}, \quad V=x^{2} / 2+V_{0}, \quad t_{0}, V_{0} \in \mathbb{R} .
$$

On notera que $\mathscr{C}_{0}$ est indépendant de $s$. En d'autres termes, si le macroscope dépend, lui, de $s$, ce que l'on "voit" sous le macroscope, au contraire, est identique, à un petit près, pour toutes les valeurs de $s$ considérées.

Sauts des solutions des équations (IV). Ceci va permettre d'étudier les sauts des solutions des équations (IV). Soit $x(t)$ une solution de (IV) présentant un saut sur [ $t_{1}, t_{2}$ ]. La trajectoire correspondante dans l'espace des phase reste contenue dans $H$ (si le saut est croissant) ou $H^{-}$(sinon); sous le macroscope, cette trajectoire est le graphe


Fig. 5. Vues sous le macroscope (VI), les trajectoires du champ associé à l'équation $\varepsilon \ddot{x}=x \dot{x}^{[s]}$ restent proches des paraboles d'équation $V=x^{2} / 2+C_{0}$ dans les deux halos $H_{\varepsilon}^{+}$et $H_{\varepsilon}^{-}$. Leur ombre est indépendante de $s \in] 0,2]$.
d'une fonction $(t(x), V(x))$, car $x^{\prime}=1$, qui, si $V\left(x\left(t_{1}\right)\right)$ est limité, vérifie pour tout $s$, les presque-équations (*)

$$
t(x) \simeq t_{0} \quad \text { et } \quad V(x) \simeq x^{2} / 2+V_{0}
$$

où $t_{0}={ }^{0} t_{1}$ et la constante $V_{0}$ est telle que la parabole $V=x^{2} / 2+V_{0}$ passe par le point de coordonnées ${ }^{0}\left(x\left(t_{1}\right), V\left(x\left(t_{1}\right)\right)\right)$.

En revenant à l'échelle initiale, tout saut croissant d'une équation (IV) vérifie donc, pour $t \in\left[t_{1}, t_{2}\right]$, la presque-équation
ou

$$
\begin{array}{ll}
(\varepsilon /(2-s)) \dot{x}(t)^{[2-s]} \simeq x^{2}(t) / 2+V_{0}, & \text { si } s \neq 2, \\
\varepsilon \log \dot{x}(t) \simeq x^{2}(t) / 2+V_{0}, & \text { si } s=2,
\end{array}
$$

appelée équation des sauts, où $V_{0}$ est une constante qui dépend du saut considéré.
On peut également préciser les origines et extrémités des sauts. Pour cela, il convient de s'assurer que les courbes qui sont les ombres des trajectoires dans $G$ (Fig. 4) et celles qui sont les ombres des trajectoires hors de $G$ vues sous le macroscope (Fig. 5), se recollent bien les unes aux autres de la manière qu'on imagine. Plus précisement, il s'agit de vérifier qu'une trajectoire qui atteint des vitesses grandes en longeant (*) une verticale $t=t_{0}$ et $x=x_{-}$vérifiera l'équation des sauts ci-dessus avec $V_{0}=-x_{-}^{2} / 2$, c'est à dire tel que $V\left(x_{-}\right)=0$; et de même, que celle qui reprend des vitesses limitées en longeant une verticale $t=t_{0}, x=x_{+}$, la vérifiera pour $V_{0}=-x_{+}^{2} / 2$, c'est à dire que $V\left(x_{+}\right)=0$. Ces propriétés de recollement sont, comme nous le verrons au chapitre 3 , des conséquences du lemme de l'ombre courte ( $*$ ).

On en déduit facilement les deux résultats suivants:
$1^{\circ}$ ) Tout saut décroissant d'origine ou d'extrémité finie est également d'extrémité ou d'origine finie respectivement, et ces abscisses $x_{-}$et $x_{+}$sont reliées par le relation sortie-entrée $x_{-}^{2} / 2=x_{+}^{2} / 2$, c'est à dire

$$
x_{+}=-x_{-}
$$

$2^{\circ}$ ) Aucun saut croissant n'est borné. Il est soit d'origine $-\infty$ et d'extrémité $x_{-} \leqq 0$, soit d'origine $x_{+} \geqq 0$ et d'extrémité $+\infty$.

On peut également déduire de l'étude précédente l'épaisseur des sauts. Contrairement à l'équation des sauts ou à la relation sortie-entrée, l'épaisseur, elle, dépend de $s$. Calculons à titre d'exemple cette épaisseur $\mathscr{E}$ dans le cas $s=1$, pour un saut borné (donc décroissant) d'origine $x_{-}$et d'extrémité $x_{+}$. Par définition, lorsque $t$ est élément de $\mathscr{E}, \dot{x}(t)$ est grande et donc $x(t)$ vérifie l'équation des sauts

$$
\varepsilon \dot{x}(t) \simeq\left(x^{2}(t)-x_{-}^{2}\right) / 2
$$

On en déduit, en vertu de la définition de $\mathscr{E}$, que $t$ est un élément de $\mathscr{E}$ si et seulement si $\varepsilon \dot{x}(t) \neq 0$ (c'est à dire qu'au cours du saut, la vitesse est d'ordre $1 / \varepsilon$ ). Comme

$$
t=t_{1}+\int_{x\left(t_{1}\right)}^{x(t)} \frac{d x}{\dot{x}(t)}=t_{1}+\varepsilon \int_{x\left(t_{1}\right)}^{x(t)} \frac{d x}{\varepsilon \dot{x}(t)}
$$

$t$ appartient à $\mathscr{E}$ si et seulement si $t=t_{1}+\tau$ avec $\tau / \varepsilon$ limité. En d'autres termes, $\mathscr{E}$ est la $\varepsilon$-galaxie de $t_{1}$.

Dans le cas d'un saut non borné dont l'une des extrémités est finie, un raisonnement semblable conduit, toujours pour $s=1$, à la conclusion que $\mathscr{E}$ est la réunion de la galaxie précédente et de la demi-droite $\left.]-\infty, t_{1}\right]$, ou $\left[t_{1},+\infty[\right.$. Notons que l'épaisseur d'un saut borné (respectivement non borné) d'extrémité finie est identique pour tous les sauts d'une même équation. On verra au chapitre suivant que cette propriété est générale et que seul le type de croissance de l'équation détermine l'épaisseur des sauts.

Problèmes aux limites. Lutz et Sari ont indiqué [17] comment tirer profit des méthodes non standard pour l'étude de problèmes aux limites concernant certaines équations (I). Nous nous proposons d'examiner, à propos de l'exemple des équations (IV), ce que peut apporter une bonne connaissance des sauts des solutions pour la résolution d'un problème aux limites.

Considérons le problème aux limites suivant associé à (IV):

$$
\begin{array}{ll}
\varepsilon \ddot{x}=x \dot{x}^{[s]}, & 1 \leqq s \leqq 2, \\
x(-1)=a, & x(+1)=b . \tag{VII}
\end{array}
$$

Traduit en termes de trajectoires de l'espace des phases, ce problème consiste à trouver une trajectoire du champ associé qui joint un point de la verticale d'équation $t=-1, x=a$, à un point de la verticale d'équation $t=+1, x=b$. La détermination du comportement selon les valeurs de $a$ et $b$ d'une solution de (VII), si elle existe, découle facilement des quelques observations suivantes.
$1^{\circ}$ ) Les solutions de (IV) sont toutes, à l'exception des solutions constantes $x=x_{0}$, soit croissantes, soit décroissantes (i.e. les deux demi-espaces $v>0$ et $v<0$ sont invariants pour le champ (V) associé à (IV)).
$2^{\circ}$ ) Aucune variation appréciable de $x$ n'est possible à vitesse limitée, pour $x$ limité.
$3^{\circ}$ ) A l'exception des solutions dont les trajectoires associées ont pour ombre, sous le macroscope, une parabole d'équation $V=x^{2} / 2\left(V_{0}=0\right)$, aucune solution de (IV) ne peut présenter plus d'un saut, les premières présentant, quant à elles, au plus deux sauts.

La Fig. 6 indique, selon les valeurs de $a$ et de $b$ ces comportements nécessaires. En procèdant comme dans [16], on établit l'existence de solutions du problème aux limites





Fig. 6. Solutions du problème aux limites $\varepsilon \ddot{x}=x \dot{x}^{[s]}, x(-1)=a, s(+1)=b$, selon les valeurs de a et $b$. $A u$ centre, les graphes $(t, x(t))$ de ces solutions; à l'extérieur, les trajectoires associées ( $x, V(x)$ ), vues sous le macroscope (VI). Du point de vu des sauts, on peut grouper ces solutions en cinq régions:

Région 1: $a \simeq b$. Pas de saut.
Région 2: ${ }^{0} b \leqq 0, b<-a, b \neq \pm a$. Un saut à l'instant -1 , d'origine a et d'extrémité $b$, et d'équation $V(t) \simeq x^{2}(t) / 2-b^{2} / 2$.

Région 3: ${ }^{0} a \geqq 0, b>-a, b \neq \pm a$. Un saut à l'instant +1 , d'origine $a$ et d'extrémité $b$, et d'équation $V(t)=x^{2}(t) / 2-a^{2} / 2$.

Région 4: $a \simeq b, a>0$. Un saut à un instant $t_{0} \in[-1,+1] d$ 'origine $a$ et d'extrémité $b$, et d'équation $V(t) \simeq x^{2}(t) / 2-a^{2} / 2$. Si $a=b, t_{0}=0$.

Région 5: ${ }^{0} a>0,{ }^{0} b<0$. Un saut à l'instant $t=-1$ d'origine a et d'extrémité 0 et un saut à l'instant $t=+1$ d'origine 0 et d'extrémité $b$, tout deux d'équation $V(t) \simeq x^{2}(t) / 2$.
(VII) présentant chacun de ces comportements, comme un conséquence du théorème de la valeur intermédiaire (shooting) et du lemme de l'ombre courte. Les résultats obtenus ainsi sont connus lorsque $s=1$. Ce qui est remarquable est qu'ils restent valables pour les autres valeurs de $s \in] 0,2]$.

Ajoutons un commentaire concernant les solutions du problème (VII) présentant une "couche libre" (région 4 de la Fig. 6). On ne trouve pas dans les études antérieures de solutions de (VII) présentant un saut "intérieur" à l'instant $t_{0} \neq 0$. Toutefois, pour des raisons de continuité, on peut trouver de telles solutions en choisissant des conditions limités $a$ et $b$, non toutes deux standard, mais telles que $a \simeq-b$. En termes classiques, l'équivalent de telles conditions aux limites serait obtenu en considérant $a$ et $b$ comme des fonctions $a(\varepsilon)$ et $b(\varepsilon)$ de $\varepsilon$. Il serait d'ailleurs intéressant de calculer une estimation de l'instant de saut $t_{0}$ en fonctions de $a$ et de $b$ (et de $\varepsilon$ ).
3. Equation des sauts. Les solutions d'une équation de type (I) se composent, en général, à la fois de portions parcourues à vitesse limitée, et de portions parcourues à vitesse grande. Leur étude comporte donc deux parties distinctes: l'une concernant les portions lentes, l'autre concernant les sauts. La première est généralement bien connue, car on dispose dans ce cas de l'équation réduite:

$$
f(t, x, \dot{x})=0
$$

En effet, si la vitesse est limitée, les solutions sont "bien approchées" (à des sauts de vitesse près) par les solutions de cette équation du premier ordre, comme on peut le voir en examinant les trajectoires associées dans l'espace des phases. En d'autres termes, si la vitesse est limitée, "on peut négliger $\varepsilon$ ".

Par contre, il n'en est plus ainsi lorsque la vitesse est grande, et le problème se pose de trouver l'analogue, dans ce cas, de l'équation réduite, c'est à dire de trouver une équation, si possible facile à calculer à partir de (I), dont les solutions seraient de "bonnes approximations" des sauts. L'existence d'une telle équation fait l'objet du premier théorème, que nous nous bornons à énoncer dans le cas des sauts croissants.

Theoreme 1 (équation des sauts). Soit $f(t, x, v)$ une fonction ayant pour type de croissance en v la fonction $F:\left[v_{0},+\infty\left[\rightarrow \mathbb{R}^{+}\right.\right.$vérifiant la condition (III), et pour mantisse la fonction $a(t, x)$. Soit $x(t)$ une solution croissante limitée de l'équation $\varepsilon \ddot{x}=f(t, x, \dot{x})$ présentant un saut sur l'intervalle $\left[t_{1}, t_{2}\right]$. Il existe un changement d'échelle de vitesse

$$
v=h(V / \varepsilon)
$$

tel que, pour tout $t \in\left[t_{1}, t_{2}\right], x(t)$ satisfait à
(i)

$$
(V(x(t))=:) \varepsilon h^{-1}(\dot{x}(t)) \simeq V_{1}+\int_{x\left(t_{1}\right)}^{x(t)} a\left(t_{1}, s\right) d s
$$

où $V_{1}=\varepsilon h^{-1}\left(\dot{x}\left(t_{1}\right)\right)$.
La fonction $h$ est le difféomorphisme de classe $S_{0}$ de $\left[0,+\infty\left[\right.\right.$ sur $\left[v_{0},+\infty[\right.$ défini par
(ii) $h^{\prime}=F(h) / h$ et $h(0)=v_{0}$.

Preuve. Il convient tout d'abord de s'assurer que la fonction $h$ définie par (ii) satisfait bien aux propriétés indiquées: $h$ est de classe $S_{0}$, car $F$ est de classe $S_{0}$ et que $h(0)=v_{0}$ est limité; par hypothèse $F$ est strictement positive, donc $h$ est strictement croissante, et $h$ est non bornée, car l'ordonnée d'une asymptote horizontale serait un zéro de $F$. Elle est prolongeable sur tout $[0,+\infty[$ en vertu du lemme suivant:

Lemme. Soit $F:\left[v_{0},+\infty\left[\rightarrow \mathbb{R}_{*}^{+}\right.\right.$une fonction de classe $C^{1}$ et soit $h$ la solution de l'équation différentielle $h^{\prime}=F(h) / h$ telle que $h(0)=v_{0}$. Alors $h$ est prolongeable jusqu'à $+\infty$ si et seulement si $F$ vérifie la condition (III).

Preuve du lemme. Notons [ $0, y_{0}$ [ l'intervalle maximal d'existence de la solution $h$ considérée. De l'égalité $1=h h^{\prime} / F(h)$, on déduit que

$$
y=\int_{0}^{y} \frac{h(s) h^{\prime}(s)}{F(h(s))} d s
$$

pour tout $y \in\left[0, y_{0}[\right.$, ou encore, en posant $u=h(s)$,

$$
y=\int_{v_{0}}^{h(y)} \frac{u}{F(u)} d u .
$$

Or $y_{0}$ est fini si et seulement si $h(y)$ tend vers l'infini quant $y$ tend vers $y_{0}$, d'où le lemme.

La fonction $h$ a donc bien les propriétés annoncées. Il reste à montrer que les sauts vérifient la presque-équation(i). Pour cela, on considère le champ (II) associé à l'équation dans l'espace des phases. Le macroscope $h=v(V / \varepsilon)$ transforme ce champ en

$$
\begin{aligned}
& \dot{t}=1, \\
& \dot{x}=h(V / \varepsilon), \\
& \dot{V}=f(t, x, h(V / \varepsilon)) / h^{\prime}(V / \varepsilon) .
\end{aligned}
$$

Soit $x(t)$ un saut sur l'intervalle $\left[t_{1}, t_{2}\right]$ et $(t, x(t), V(t))$ la trajectoire correspondante, vue sous le macroscope. Au cours du saut, $t$ reste équivalent à $t_{1}$ et, comme $\dot{x}=v=$ $h(V / \varepsilon)$ ne peut s'annuler, la trajectoire est le graphe d'une fonction $x \mapsto(t(x), V(x))$ vérifiant $t(x) \simeq t_{1}$ et

$$
V(x) \simeq V\left(x\left(t_{1}\right)\right)+\int_{x\left(t_{1}\right)}^{x} \frac{f\left(t_{1}, s, h\right)(V(s) / \varepsilon)}{h(V(s) / \varepsilon) h^{\prime}(V(s) / \varepsilon)} d s
$$

Comme, au cours du saut, la vitesse $v=h(V / \varepsilon)$ est grande, comme $h$ vérifie l'équation (ii), et comme, par hypothèse sur $f$ on a

$$
f(t, x, v) / F(v) \simeq a(t, x)
$$

pour tout $v$ grand, on en déduit que

$$
V(x) \simeq V\left(x\left(t_{1}\right)\right)+\int_{x\left(t_{1}\right)}^{x} a\left(t_{1}, s\right) d s
$$

d'où (i). CQFD.
Commentaires. 1) Ce théorème assure l'existence d'une fonction $h$ qui ne dépend que du type de croissance de $f$ par rapport à $\dot{x}$ : elle porte le nom d'ajustement. La connaissance de $h$ permet, en effet, de "règler" le macroscope afin de "ramener dans son champ de vision" les sauts qui initialement, dans l'espace des phases, sont trop éloignés pour pouvoir être observés. On a, par exemple, si $F(v)=1$ (cas quasi linéaire) et si on choisit $v_{0}=1, h(y)=(2 y+1)^{1 / 2}$. Si $F(v)=v$ (cas semi linéaire) et si on choisit $v_{0}=1, h(y)=y+1$. Si $F(v)=v^{2}$ (cas quadratique) et si on choisit $v_{0}=1$, on a $h(y)=$ $\exp y$. Enfin, si $F(v)=v^{2} \log v$ et si on choisit $v_{0}=e$, on a $h(y)=\exp (\exp y)$. On voit sur ces exemples que le choix de $v_{0}$ est largement arbitraire, et donc aussi celui de $h$. De plus, pour les deux premiers examples, il semblerait à priori plus naturel de choisir le macroscope $v=h(V / \varepsilon)$ tel que $h$ soit la solution de "l'équation d'ajustment" $h$ ' $=$ $F(h) / h$ vérifiant $h(0)=0$, c'est à dire les macoscope $v=(V / \varepsilon)^{1 / 2}$ et $v=V / \varepsilon$ respectivement. Cependant, un tel choix de $h(0)$ conduirait à un "ajustement" identiquement nul
pour le troisième exemple, de la même façon que le choix $h(0)=1$ conduirait à un ajustement constant et égal à 1 pour le dernier exemple, ce qui ne peut évidemment pas convenir.
2) Géométriquement, ce théorème indique l'existence d'un changement d'échelle permettant de " voir" simultanément dans le plan ( $t=t_{0}, x, V$ ) les ombres de tous les sauts à l'instant $t_{0}$ de l'équation considérée. On désigne ces plans du nom de plans d'observabilité des sauts [3]. On notera que dans un tel plan d'observabilité les sauts croissants $(V>0)$ et les sauts décroissants ( $V<0$ ) n'obéissent pas nécessairement aux même règles. Cependant, si pour tous $t$ et $x$ (limités), la fonction $f(t, x, v)$ est impaire par rapport à $v$ (pour $|v| \geqq v_{0}, v_{0}$ standard), comme dans l'exemple de chapitre 2 , les ombres des sauts dans leur plan d"observabilité sont des courbes qui se déduisent l'une de l'autre par translation verticale. Si pour tout $t$ et $x$ la fonction $f(t, x, v)$ est paire par rapport à $v$ (pour $|v| \geqq v_{0}, v_{0}$ standard), les ombres des sauts dans leur plan d'observabilité pour $V>0$ se déduisent de celles pour $V<0$ par symétrie par rapport à l'axe $V=0$ (Fig. 7). On notera également que, lorsque, l'équation considérée est autonôme, les ombres des sauts dans le plan d'observabilité $t=t_{0}$ sont indépendantes de $t_{0}$. Enfin, les ombres des sauts sont des graphes de fonctions $V$ de $x$ croissantes ou décroissantes selon que $a\left(t_{0}, x\right)$ est positive ou négative, et les extréma de ces fonctions sont situés sur les droites $x=x_{0}$, où $x_{0}$ est un zéro de $a\left(t_{0}, x\right)$. Il en résulte que, si pour une solution $x(t), \dot{x}(t)$ est extrémal au cours d'un saut, alors $x(t)$ est à cet instant $t_{1}$ dans le halo d'un zéro de $a\left({ }^{0} t_{1}, x\right)$ : on a ${ }^{0}\left(a\left(t_{1}, x\left(t_{1}\right)\right)\right)=0$.


Fig. 7. a) Trajectoires de l'équation $\varepsilon \ddot{x}=x \dot{x}^{[2]}$ dans le plan d'observabilité $t=t_{0}$. b) Trajectoires de l'équation $\varepsilon \ddot{x}=x \dot{x}^{2}$ dans le plan d'observabilité $t=t_{0}$.
3) On connait depuis fort longtemps un analogue du plan d'observabilité pour l'étude globale des solutions (et donc en particulier celle des sauts) dans le cas particulier des équations quasi linéaires et autonômes, qu'on appelle encore équations de Lienard:

$$
\varepsilon \ddot{x}=a(x) \dot{x}+b(x) .
$$

On étudie en effet d'ordinaire les solutions de ces équations non dans leur plan de phases $(x, v=\dot{x})$ mais dans leur "plan de Liénard" $(x, u)$ obtenu en posant $u=\varepsilon \dot{x}-A(x)$ où $A(x)=\int_{0}^{x} a(s) d s$. A cette échelle, le champ associé est le champ lent-rapide

$$
\varepsilon \dot{x}=u+A(x), \quad \dot{u}=b(x)
$$

dont les trajectoires ont des ombres constituées de segments de demi-droites horizontales et de portions de la courbe $u=-{ }^{0} A(x)$. On vérifie facilement que les sauts de
l'équation initiale correspondent précisément aux portions presque-horizontales des trajectories de ce champ. En fait le plan de Liénard $(x, u)$, et le plan d'observabilité ( $x, V=\varepsilon v$ ) jouent des rôles tout à fait semblables dans l'étude des sauts (ils se correspondent par le difféomorphisme presque-standard $u=V-A(x)$ ). Cependant, le premier n'existe que pour des équations quasi linéaires, alors que le second peut être utilisé pour toute équation ( I ) qui vérifie les hypothèses du Théorème 1.
4) L'équation des sauts (i) renseigne également sur "l'ordre de grandeur de la vitesse" au cours des sauts: on constate qu'il existe deux types de sauts: ceux qui, dans leur plan d'observabilité sont d'ordonnée limitée en un point et qui le restent alors en tout point (cas où $V_{1}$ est limité), et ceux qui sont d'ordonnée $V$ grande quelque soit $x$ (cas où $V_{1}$ est grand). On a donc le résultat suivant:

Corollaire. Soit f vérifiant les hypothèses du théorème 1 . Si $x(t)$ est une solution de l'équation $\varepsilon \ddot{x}=f(t, x, \dot{x})$ ayant, à un instant $t$ au moins, à la fois une position et une vitesse limitées, alors la vitesse au cours du saut de $x$ reste nécessairement contenue dans la galaxie des réels pouvant s'écrire $h(\theta / \varepsilon)$, avec $\theta$ limité.

On notera que cette galaxie, qui indique l'ordre de grandeur des vitesses au cours des sauts, ne dépend que du type de croissance de $f$, et non de la solution ou du saut particulier considéré.

Le théorème 1 indique le comportement des solutions pendant les sauts. Nous allons préciser maintenant leur comportement aux "extrémités des sauts". Pour cela, nous supposerons que les sauts considérés ont au moins une extrémité finie et donc, en vertu du corollaire précédent, l'ordonnée $V=h(\dot{x}(t) / \varepsilon)$ reste limitée sur la trajectoire correspondante. Nous désignerons par $A(x)$ la quantité

$$
\begin{equation*}
A(x)={ }^{0} V_{1}+\int_{0_{x_{1}}}^{x} a\left({ }^{0} t_{1}, s\right) d s, \quad \text { où } x_{1}=x\left(t_{1}\right) \text { et } V_{1}=h^{-1}\left(\dot{x}\left(t_{1}\right)\right) . \tag{VIII}
\end{equation*}
$$

Pour chaque couple $\left(x_{1}, V_{1}\right), A$ est une fonction standard, continue, définie pour tout $x$. Le théorème 1 affirme qu'au cours des sauts, les ombres des solutions, dans leur plan d'observabilité, sont contenues dans l'une des courbes d'équation $V=A(x)$. Dans le théorème 2 ci-dessous, nous nous proposons de montrer à présent que si un saut a pour origine $x_{-}$(ou pour extrémité $x_{+}$), son ombre est contenue dans celle de ces courbes qui passe par le point $(x, V)=\left(x_{-}, 0\right)$ (ou $(x, V)=\left(x_{+}, 0\right)$ ). Réciproquement, nous établissons que, si son ombre passe par un tel point, sous de bonnes hypothèses, le saut a $x_{-}$pour origine (ou $x_{+}$pour extrémité).

Pour simplifier, le théorème 2 est énoncé dans le cas d'un saut croissant. L'énoncé pour un saut décroissant s'en déduit facilement.

Theoreme 2. Soit $f(t, x, v)$ une fonction ayant pour type de croissance par rapport à $v$ une fonction $F$ vérifiant la condition (III), et $a(t, x)$ pour mantisse. Soit $x(t)$ une solution maximale de l'équation $\varepsilon \ddot{x}=f(t, x, \dot{x})$ présentant un saut croissant sur l'intervalle $\left[t_{1}, t_{2}\right]$.

1) Si ce saut a $x_{-}$pour origine, alors $A\left(x_{-}\right)=0 ;$ s'il a $x_{+}$pour extrémité, alors $A\left(x_{+}\right)=0$.
2) Réciproquement, s'il existe $x_{-}<{ }^{0} x_{1}$ tel que $A\left(x_{-}\right)=0$, si de plus $A(x) \neq 0$ pour tout $\left.x \in] x_{-},{ }^{0} x_{1}\right]$ et si $a\left(t_{1}, x_{-}\right) \neq 0$, alors $x_{-}$est l'origine du saut.

De même, s'il existe $x_{+}>^{0} x_{1}$ tel que $A\left(x_{+}\right)=0$, si de plus $A(x) \neq 0$ pour tout $x \in\left[{ }^{0} x_{1}, x_{+}\left[\right.\right.$et si $a\left(t_{1}, x_{+}\right) \neq 0$, alors $x_{+}$est l'extrémité du saut.

Preuve. Voici la démonstration du théorème relative à l'origine du saut; on en déduit facilement la démonstration correspondante pour l'extrémité.

On utilise le macroscope $v=h(V / \varepsilon)$ introduit au théorème 1 . Sous ce macroscope, le champ associé à l'équation $\varepsilon \ddot{x}=f(t, x, \dot{x})$ dans l'espace des phases devient

$$
\begin{aligned}
& i=1, \\
& \dot{x}=h(V / \varepsilon), \\
& \dot{V}=f(t, x, h(V / \varepsilon)) / h^{\prime}(V / \varepsilon) .
\end{aligned}
$$

Désignons par $H_{\varepsilon}^{+}$et $H_{\varepsilon}^{-}$les images par le macroscope des halos $H^{+}$et $H^{-}$, des points de l'espace des phases d'ordonnée $v$ grande, positive et négative, respectivement.

Dans $H_{\varepsilon}^{-}$et $H_{\varepsilon}^{+}$, du fait que $h(V / \varepsilon)(=v)$ est non nul, le champ a les mêmes trajectoires que le champ $\mathscr{C}$, obtenu en multipliant ses composantes par $1 / h(V / \varepsilon)$, ce qui revient à effectuer un changement (non standard) de paramétrage de ses trajectoires. Or, en vertu de la définition de $h$ et des hypothèses sur $f$, ce champ $\mathscr{C}$ est proche, en tout point de $H_{\varepsilon}^{-} \cup H_{\varepsilon}^{+}$, d'un champ standard $\mathscr{C}_{0}$ :

$$
\mathscr{C}\left\{\begin{array} { l } 
{ t ^ { \prime } = 1 / h ( V / \varepsilon ) , } \\
{ x ^ { \prime } = 1 , } \\
{ V ^ { \prime } = f ( t , x , h ( V / \varepsilon ) ) / h ( V / \varepsilon ) h ^ { \prime } ( V / \varepsilon ) , }
\end{array} \simeq \mathscr { C } _ { 0 } \left\{\begin{array}{l}
t^{\prime}=0 \\
x^{\prime}=1 \\
V^{\prime}={ }^{0} a\left({ }^{0} t_{1}, x\right)
\end{array}\right.\right.
$$

Soit $x: I \rightarrow \mathbb{R}$ une solution (maximale) qui présente un saut croissant sur $\left[t_{1}, t_{2}\right] \subset I$, à l'instant $t_{0}={ }^{0} t_{1}$, d'origine $x_{-}$. Par définition de l'origine, $\dot{x}(t)$ est grand dés que $x(t) \gg x_{-}$(et que $x(t) \leqq x\left(t_{2}\right)$ ). Dans l'espace des phases, la portion de trajectoire correspondant à cette solution est donc contenue dans $H^{+}$, pourvu que $x_{-} \ll x(t) \leqq$ $x\left(t_{2}\right)$. Vu sous le macroscope, cette portion de trajectoire est une trajectoire de $\mathscr{C}$; puisque $x^{\prime}=1$, elle s'écrit donc $\gamma(x)=(t(x), x, V(x))$ avec $\gamma(x) \in H_{\varepsilon}^{+}$pour $x_{-} \ll x \leqq$ $x\left(t_{2}\right)$. Soit $\gamma_{0}(x)$ la trajectoire de $\mathscr{C}_{0}$ issue du point ${ }^{0} \gamma\left(x_{1}\right)$. En intégrant ${ }_{0}$, on constate que $\gamma_{0}(x)=\left(t_{0}, x, A(x)\right)$. Et comme $\mathscr{C}$ et $\mathscr{C}_{0}$ sont proches sur $H_{\varepsilon}^{+}$, on a évidement $\gamma(x) \simeq \gamma_{0}(x)$, et en particulier $V(x) \simeq A(x)$, pour tout $x$ tel que $x_{-} \ll x \leqq x\left(t_{2}\right)$, l'intervalle $\left[x_{-}, x\left(t_{2}\right)\right.$ ] étant limité. Comme pour ces valeurs de $x, V(x) \geqq 0$, il en sera de même de $A(x)$ et donc, par continuité de $A$, on aura $a\left(x_{-}\right) \geqq 0$. Nous allons montrer que $A\left(x_{-}\right)$ne peut être strictement positif. En effet, comme $A$ est une fonction standard et continue, il existerait sinon un voisinage standard de $x_{-}$sur lequel $A(x)>0$. Soit $[b, c]$ un tel voisinage de $x_{-}$avec $c \leqq x\left(t_{2}\right)$ (Fig. 8a). Comme $x_{-} \ll c \leqq x\left(t_{2}\right)$, on a, d'après ce qui précède, $\gamma(c) \simeq \gamma_{0}(c)$. Par ailleurs, comme $A(x)>0$ pour tout $x \in[b, c]$, $\gamma_{0}(x)\left(=\left(t_{0}, x, A(x)\right)\right)$ reste contenue dans la galaxie $G^{+}$des points d'ordonnée $V$ non petite et positive, tant que $x \in[b, c]$. Comme $G^{+}$est une galaxie contenue dans $H^{+}$(où $\mathscr{C} \simeq \mathscr{C}_{0}$ ) et contenant le halo de tous ses points, on en déduit, en vertu du lemme de l'ombre courte (*), que $\gamma(x)$ est défini pour tout $x \in[b, c]$ et qu'elle reste proche de $\gamma_{0}(x)$ sur tout cet intervalle; en particulier $V(x) \gg 0$ pour $x \in[b, c]$. On en déduit que pour tout $t$ tel que $x(t) \in[b, c], \dot{x}(t)$ est grand, ce qui contredit le fait que $x_{-}$est l'origine du saut.


Fig. 8

Montrons la réciproque: Soit $x: I \rightarrow \mathbb{R}$ une solution maximale ayant un saut sur l'intervalle $\left[t_{1}, t_{2}\right]$. Soit $\gamma(x)=(t, x, V(x))$ la trajectoire correspondante du champ $\mathscr{C}$, et $\gamma_{0}=\left(t_{0}, x, A(x)\right)$ son ombre, trajectoire du champ $\mathscr{C}_{0}$. Supposons que $A$ s'annule en $x_{-}<x_{1}\left(=x\left(t_{1}\right)\right)$ et qu'elle soit strictement positive pour tout $\left.\left.x \in\right] x_{-},{ }^{0} x_{1}\right]$. Comme $A$ est standard et continue, $A(x) \gg 0$ pour $x_{-} \ll x \leqq \leqq^{0} x_{1}$ et donc aussi $V(x)$. Il en résulte que, pour ces valeurs de $x, \gamma\left(\right.$ et $\left.\gamma_{0}\right)$ restent dans $H_{\varepsilon}^{+}$et donc $\dot{x}(t)$ est grande.

D'autre part, comme par hypothèse ${ }^{0}\left(a\left(t_{1}, x_{-}\right)\right) \neq 0$, la fonction standard $A$ a une dérivée non nulle au point standard $x_{-}$. Il existe donc un standard $b<x_{-}$tel que $A(x) \ll 0$ pour $b \leqq x \ll x_{-}$. Si, par l'absurde, il existait un voisinage standard $\mathscr{V}_{0}$ de $x_{-}$ sur lequel $\dot{x}(t)$ est grande et positive, on aurait, en vertu du théorème $1, V(x) \simeq A(x)$ pour tout $x \in \mathscr{V}_{0}$ et donc $V(x)<0$ pour $\left.x \in\right] b, x_{-}\left[\cap \mathscr{V}_{0}\right.$ tel que $x \neq x_{-}$, ce qui est absurde. CQFD

Corollaire (fonction sortie-entrée). Soit $f$ vérifiant les hypothèses du théorème 2. Si $x(t)$ est une solution de l'équation $\varepsilon \ddot{x}=f(t, x, \dot{x})$ qui présente à l'instant $t_{0}$ un saut borné, alors l'origine $x_{-}$et l'extrémité $x_{+} d u$ saut sont liées par la relation:

$$
\int_{x_{-}}^{x_{+}} a\left(t_{0}, s\right) d s=0 .
$$

Commentaires. 1) La seconde partie du théorème 2 a été établie sous l'hypothèse que le zéro de $A(x)$ considéré n'est pas également un zéro de sa dérivée ${ }^{0} a\left(t_{0}, x\right)$. En termes géométriques, cela signifie que dans le plan d'observabilité le courbe d'équation $V=A(x)$ qui contient l'ombre du saut entre $x\left(t_{1}\right)$ et $x\left(t_{2}\right)$ et qui rencontre l'axe $V=0$ au point d'abscisse $x_{-}$(ou $x_{+}$) n'est pas tangente à cet axe en ce point. Ce n'est évidemment pas une condition nécessaire pour que $x_{-}$soit l'origine du saut, comme le montre l'exemple du chapitre 2 qui présente un saut d'origine $x=0$, bien que 0 soit un zéro de $a\left(t_{0}, x\right)=x$ (Fig. 5). Généralement, lorsqu'une courbe $V=A(x)$ dans un plan d'observabilité est tangente à l'axe $V=0$ en un point d'abscisse $x_{-}$, elle contient à la fois l'ombre de sauts d'origine $x_{-}$et l'ombre de sauts pour lesquels $x_{-}$n'est pas l'origine, soit que cette origine soit strictement inférieure, soit qu'ils soient sans origine (Fig. 9).


Fig. 9. Sauts avec "rebond" ou sans "rebond" en $x_{-}$.
2) Lorsque la mantisse $a(t, x)$ est identiquement nulle pour $t=t_{0}$, ou plus généralement lorsque la fonction $x \mapsto a\left(t_{0}, x\right)$ a des zéros non isolés, les renseignements sur les sauts de l'équation à l'instant $t_{0}$ fournis par le théorème 1 sont inutilisables, et le théorème 2 ne s'applique plus. En effet, l'équation possède alors des sauts dont l'ombre, dans leur plan d'observabilité, a pour équation $V=0$. Il est impossible de déterminer, à cette échelle, l'origine ou l'extrémité de tels sauts; la fonction sortie-entrée n'existe pas
en général ( $x_{+}$dépend à la fois de $x_{-}$et de la solution considérée), (Fig. 10). Il apparait que le plan d'observabilité n'est pas la "bonne échelle" pour l'étude de ces sauts (voir à ce sujet [7]).


Fig. 10. Trajectoires du champ associé à l'équation $\varepsilon \ddot{x}=-t \dot{x}$, ( $a$ ) dans l'espace des phases ( $b$ ) dans des plans d'observabilité (l'équation des sauts est $V(x) \simeq-t_{0} x$ ). On observe qu'il ne peut y avoir de saut borné qu'à l'instant $t_{0}=0$. L'équation d'un saut borné est alors $V(x) \simeq 0$. On ne peut donc pas calculer de fonction sortie-entrée. De fait, en intégrant l'équation, on $a x(t)=\int_{x(0)}^{x}\left(C_{1} \exp \left(-t^{2} / 2\right)+C_{2}\right) d t$; on constate que pour tout couple $\left(x_{-}, x_{+}\right)$de réels standard, il existe une solution présentant un saut à l'instant $t_{0}=0$ d'origine $x_{-}$ et d'extrémité $x_{+}$.
4. Epaisseur des sauts. Nous allons voir à présent que les résultats des théorèmes 1 et 2 permettent généralement de calculer l'épaisseur des sauts en fonction de l'ajustement $h$. Une nouvelle fois, nous nous bornerons au cas des sauts croissants.

Soit $h$ un ajustement (défini au théorème 1) associé à une équation (I), c'est à dire un difféomorphisme de classe $S^{0}$ de $\left[0,+\infty\left[\right.\right.$ sur $\left[v_{0},+\infty\left[\right.\right.$ vérifiant l'équation $h h^{\prime}=$ $F(h)$. Soit $h_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ l'homéomorphisme croissant défini par

$$
h_{\varepsilon}(y)= \begin{cases}1 / h(1 / \varepsilon y) & \text { pour } y>0 \\ 0 & \text { pour } y=0 \\ -1 / h(-1 / \varepsilon y) & \text { pour } y<0\end{cases}
$$

Soit enfin $G_{h}$ l'image par $h_{\varepsilon}$ de la galaxie principale $G(*)$. L'ensemble $G_{h}$ a les propriétés suivantes:

C'est une galaxie: en effet, $G_{h}$ est par définition une prégalaxie (*); elle est strictement externe car $h_{\varepsilon}$ est continue et prend à la fois des valeurs limitées et des valeurs grandes.

Cette galaxie est convexe ( $h$ est continue et non bornée), et est symétrique par rapport à 0 ( $h$ est impaire).

Elle est contenue dans le halo de zéro: ceci découle du fait que l'ajustement $h(y)$ est grand pour toute valeur grande de $y$. En effet, $h$ est de classe $S^{0}$ et ${ }^{0} h$ est solution de l'équation standard $h^{\prime}={ }^{0} F(h) / h$. Comme $h$ et ${ }^{0} h$ sont proches pour tout $y$ limité, ils sont encore proches pour tout $y \leqq Y$ pour un $Y$ grand (principe de Fehrele). Donc $h(y)$ est grand pour tout $y$ grand inférieur à $Y$; par monotonie de $h$, cela reste donc vrai pour les $y$ supérieurs à $Y$ également.

C'est un sous-groupe (externe) de $\mathbb{R}$ : En effet, comme $G_{h}$ est convexe et symétrique par rapport à 0 , il suffit de vérifier que pour tout $t>0$, si $t \in G_{h}$ alors $2 t \in G_{h}$. Notons tout d'abord que $h^{2}$ est une fonction convexe, puisque

$$
\left(h^{2}\right)^{\prime \prime}=\left(2 h h^{\prime}\right)^{\prime}=(2 F(h))^{\prime}=2 F^{\prime}(h) h^{\prime}
$$

et donc $\left(h^{2}\right)^{\prime \prime}$ est positive car $F$ et $h$ sont croissantes. Comme $t>0$, il existe $y$ limité tel que $t=1 / h(1 / \varepsilon y)$. Comme $G_{h}$ est convexe et contient 0 , pour montrer que $2 t \in G_{h}$, il suffit de montre que $2 t$ est majoré par un élément de $G_{h}$, c'est à dire qu'il existe $Y$ limité tel que

$$
(2 t=) \quad 2 / h(1 / \varepsilon y) \leqq 1 / h(1 / \varepsilon Y)
$$

ou encore, tel que

$$
4 h^{2}(1 / \varepsilon Y) \leqq h^{2}(1 / \varepsilon y)
$$

Mais comme $h^{2}$ est convexe, on $a$, pour tout $z$,

$$
h^{2}(z) \leqq\left(h^{2}(2 z)+h^{2}(0)\right) / 2
$$

ou encore, en réappliquant deux fois cette inẽgalité,

$$
h^{2}(z) \leqq\left(h^{2}(8 z)+7 h^{2}(0)\right) / 8 .
$$

Comme $h^{2}(0)=v_{0}^{2}$ est limité et que $h^{2}(8 z)$ est grand des que $z$ est grand, on en déduit que pour tout $z$ grand,

$$
8 h^{2}(z) \leqq 2 h^{2}(8 z)
$$

Il suffit donc de poser $Y=8 y$.
Voici quelques exemples de galaxies $G_{h}$ :
Si $h(y)=y, G_{h}$ est la $\varepsilon$-galaxie de 0 . Plus généralement, si $h(y)=y^{r}, G_{h}$ est la $\varepsilon^{r}$-galaxie de 0 ; c'est donc une galaxie linéaire. Par contre, si $h(y)=\exp (y), G_{h}$ est la $\varepsilon$-micro-galaxie; c'est donc une galaxie non linéaire.

Comme les deux précédents, le théorème 3 sera énoncé dans le cas d'un saut croissant:

Theoreme 3 (épaisseur des sauts). Soit $f(t, x, v)$ une fonction ayant un type de croissance $F$ par rapport à $v$ vérifiant la condition (III). Soient $h$ un ajustement correspondant, et $G_{h}$ la galaxie associée. Soient $x(t)$ un saut borné de l'équation $\varepsilon \ddot{x}=f(t, x, \dot{x})$ d'épaisseur noté $\mathscr{E}$, et $t_{1}$ un élément de $\mathscr{E}$. Supposons que
(i) la fonction $A(x)$ définie par (VIII) ne s'annule en ancun point strictement compris entre les extrémités du saut,
(ii) la fonction $H(V)=: h(V / \varepsilon) / h(1 / \varepsilon)$ soit de classe $S^{1}$ en $V=0$.

Alors $\mathscr{E}=t_{1}+G_{h}\left(=\right.$ image de $G_{h}$ par la translation $\left.t \mapsto t+t_{1}\right)$.
Preuve. Comme $\dot{x}(t)=v$, et qu'au cours d'un saut, $v(t)$ peut s'exprimer comme fonction de $x(t)$, on a

$$
t=t_{1}+\int_{x\left(t_{1}\right)}^{x(t)} \frac{d s}{v(s)}=t_{1}+\int_{x\left(t_{1}\right)}^{x(t)} \frac{d s}{h(V(s) / \varepsilon)} \quad \text { car } v=h(V / \varepsilon) .
$$

Posons

$$
e(x)=\int_{x_{1}}^{x} \frac{d s}{h(V(s) / \varepsilon)}, \quad \text { où } x_{1}=x\left(t_{1}\right) .
$$

Soient $x_{-}$et $x_{+}$les extrémités du saut, et notons

$$
E=\left\{x \mid x_{-} \ll x \ll x_{+}\right\} \quad \text { et } \quad \mathscr{E}_{0}=e(E) .
$$

On a $\mathscr{E}=t_{1}+\mathscr{E}_{0}$, et le théorème affirme que $\mathscr{E}_{0}=G_{h}$.
Notons tout d'abord que $\mathscr{E}_{0}$ et $G_{h}$ sont des convexes contenant 0 , et donc, pour que $t$ soit un élément d'un tel ensemble, il suffit qu'il existe $t^{\prime}$ dans cet ensemble tel que $t^{\prime} / t \geqq 1$.

1) Montrons tout d'abord que $\mathscr{E}_{0} \subset G_{h}$ : Par définition des extrémités $x_{+}$et $x_{-}$, $v(x)$ est grand pour tout $x \in E$ donc, en vertu du théorème $1, V(x) \simeq A(x)$ pour $x \in E$. Du fait de l'hypothèse (i), $A(x) \neq 0$ pour tout $x \in E$ et, en fait, $A(x) \gg 0$ puisque le saut est supposé croissant et que $A$ est standard et continue. Donc $V(x) \gg 0$ pour tout $x \in E$. On en déduit que, pour tout $x \in E, 1 / h(V(x) / \varepsilon)$ est un élément de $G_{h}$. A présent, pour tout $x_{0} \in E$, on a par le théorème de la moyenne, que $e\left(x_{0}\right)=\left(x_{0}-\right.$ $\left.x_{1}\right) / h(V(x) / \varepsilon)$ pour un $x \in E$. Comme $1 / h(V(x) / \varepsilon) \in G_{h}$, que $G_{h}$ est un groupe, et que $\left(x_{0}-x_{1}\right)$ est limité, on a $e\left(x_{0}\right) \in G_{h}$. D'où l'inclusion recherchée.
2) Montrons que réciproquement $G_{h} \subset \mathscr{E}_{0}$ : Pour cela, nous allons montrer que pour tout $T \in G_{h}, T>0$, il existe $t \in \mathscr{E}_{0}$ tel que $t>T$, c'est à dire qu'il existe $x \in E$ tel que $e(x)>T$. On procèderait de manière analogue pour $T<0$.

Envisageons d'abord le cas où $G_{h}$ est une galaxie linéaire, c'est à dire qu'il existe $\alpha$ tel que $G_{h}=\alpha \mathbb{G}$, où $\mathbb{G}$ est la galaxie principale. De par la définition de $G_{h}$, on peut choisir $\alpha=1 / h(1 / \varepsilon)$. Il convient donc de prouver, sous cette hypothèse, que pour tout $y$ limité, il existe $x \in E$ tel que $h(1 / \varepsilon) \cdot e(x)>y$, ou encore, tel que

$$
\int_{x_{1}}^{x} \frac{d s}{H(V(s))}>y .
$$

Or la fonction $H(V)$ est limitée pour $V$ limité, et non petite pour $V \gg 0$. Comme par hypothèse cette fonction dérivable est de classe $S^{1}$ en $V=0$, il existe un intervalle standard $\left[0, V_{0}\right]$ sur lequel $H$ reste proche d'une fonction standard $H_{0}$, dérivable en $V=0$, et nulle en ce point car $H(0) \simeq 0$. Son inverse $1 / H_{0}$ est donc d'intégrale divergente en $V=0$. Ceci va nous permettre de conclure. En effet, comme $H$ (et donc $H_{0}$ ) est non petite pour $V \gg 0,1 / H(V(x)) \simeq 1 / H_{0}(V(x))$, pour tout $x \in E$. Or l'ensemble des $x$ pour lesquels l'équivalence ci-dessus est vérifiée est un halo qui contient la galaxie $E$. Par le principe de Fehrele, il contient également des $x \notin E$. Il existe donc $x_{0} \simeq x_{+}$tel que cette équivalence soit satisfaite pour tout $x \in\left[x_{1}, x_{0}\right]$. Mais comme $x_{+}$est l'extrémité du saut, on a $V\left(x_{+}\right) \simeq 0$ (théorème 2). Donc, pour tout $x \leqq x_{0}$, l'intégrale $\int_{x_{1}}^{x}(d s / H(V(s)))$ est équivalente à l'intégrale $\int_{x_{1}}^{x}\left(d s / H_{0}(V(s))\right)$ qui est grande dès que $x \simeq x_{+}$. En effet, si $x \simeq x_{+}, V(x) \simeq 0$ (théorème 2). Par continuité, pour tout $y$ limité, il
existe donc $x \ll x_{+}$tel que

$$
\int_{x_{1}}^{x} \frac{d s}{H(V(s))}>y
$$

ce qui achève la démonstration dans le cas où $G_{h}$ est linéaire.
Considérons à présent le cas où $G_{h}$ est une galaxie non linéaire. La non linéarité de $G_{h}$ peut s'exprimer par la propriété suivante [1]:
"Pour tout $T \in G_{h}$, il existe $T^{\prime} \in G_{h}$ tel que $T^{\prime} / T$ est grand". Comme la quantité $1 / h(V(x) / \varepsilon)$ est une fonction croissante de $x$ pour $x$ assez proche de $x_{+}$, et comme elle appartient à $G_{h}$ tant que $x \ll x_{+}$et qu'elle quitte $G_{h}$ dès que $x \simeq x_{+}(\operatorname{car} V(x) \simeq 0$, d'après le théorème 2), pour tout $T^{\prime} \in G_{h}$ il existe une valeur $x_{0} \ll x_{+}$telle que $1 / h(V(x) / \varepsilon)>T^{\prime}$ pour tout $x \in\left[x_{0}, x_{+}\right]$. Soit $x_{0}^{\prime}$ tel que $x_{0} \ll x_{0}^{\prime} \ll x_{+}$. On a

$$
\begin{equation*}
e\left(x_{0}^{\prime}\right)=\int_{x_{1}}^{x_{0}^{\prime}} \frac{d s}{h(V(s) / \varepsilon)}>\int_{x_{0}}^{x_{0}^{\prime}} \frac{d s}{h(V(s) / \varepsilon)}>\int_{x_{0}}^{x_{0}^{\prime}} T^{\prime} d s>T . \tag{CQFD}
\end{equation*}
$$

Remarque. On notera que dans le cas où $G_{h}$ est non linéaire, l'hypothèse (ii) du théorème n'intervient pas dans la démonstration. Il semble qu'elle soit toujours satisfaite dans ce cas.

Commentaires. 1) Ce théorème montre en particulier que, sous les hypothèses (i) et (ii), tout saut borné d'une équation (I) peut être "étalé" sur la galaxie principale par le changement de temps $\tau \mapsto t=t_{1}+1 / h(1 / \varepsilon \tau)$. Dans le cas quasi linéaire $(h(y)=y)$, par exemple, on retrouve le changement de variable adopté habituellement: $t-t_{1}=\varepsilon \tau$. Du théorème, il découle également que les épaisseurs de sauts bornés sont les images par des translations, de sous groupes convexes de $\mathbb{R}$ (si $\left.t \in \mathscr{E}, 2\left(t-t_{1}\right)+t_{1} \in \mathscr{E}\right)$ et qu'il s'agit de galaxies linéaires si et seulement si $G_{h}$ est linéaire. On comprend à présent pourquoi il n'est pas toujours possible "d'étaler" les sauts par des changements de temps du type $t-t_{1}=1(\varepsilon) \tau$ : ce n'est possible que lorsque $G_{h}$ est linéaire. En particulier pour les équations dont le type de croissance $F(v)$ est une fonction puissance $x \mapsto x^{s}$, la linéarité de $G_{h}$ équivaut à la condition $s<2$ ( $h$ croit "nettement moins vite" que la fonction exponentielle). Dans le cas général, il serait utile de diposer d'un critère simple sur le type de croissance $F$ de l'équation qui équivaille à la linéarité de $G_{h}$ (et donc à la linéarité de l'épaisseur des sauts). Il semble que le critère suivant devrait convenir:

$$
G_{h} \text { est linéaire } \Leftrightarrow \int_{v_{0}}^{+\infty} \frac{F(v)}{v^{3}} d v<\infty,
$$

ce qui est, par définition de $h$, équivalent à

$$
G_{h} \text { est linéaire } \Leftrightarrow \int_{0}^{+\infty}\left(\frac{h^{\prime}(y)}{h(y)}\right)^{2} d y<\infty .
$$

2) Précisons le sens des hypothèses (i) et (ii) du théorème: La première porte sur les sauts. Elle signifie géométriquement que, dans le plan d'observabilité, l'ombre du saut ne rencontre pas l'axe $V=0$ en des points d'abscisse strictement comprise entre les extrémités' $x_{-}$et $x_{+}$, et donc, en quelque sorte, qu'il s'agit d'un saut sans "rebond" Lorsqu'un saut ne vérifie pas cette hypothèse, on déduira facilement du théorème que son épaisseur $\mathscr{E}$ est alors la réunion d'un intervalle petit $I=\left[t_{1}, t_{2}\right]$ et des deux galaxies
$t_{1}+G_{h}^{-}$et $t_{2}+G_{h}^{+}$, avec $G_{h}^{ \pm}=G_{h} \cap \mathbb{R}^{ \pm}$, le saut parcourant les divers rebonds pout $t \in\left[t_{1}, t_{2}\right]$.

La seconde hypothèse porte sur l'équation. Elle signifie que la fonction $H$ (que l'on peut calculer dès que l'on connait $F$, et donc $h$ ) est équivalente sur un voisinage standard de 0 à une fonction standard $H_{0}$ dérivable au point $V=0$. Elle est vérifiée, par exemple, lorsque $h$ est l'identité (cas quasi linéaire), car $H(V)=H=V_{0}(V)$. Elle est aussi vérifiée lorsque $h$ est une exponentielle (cas quadratique) car $H(V)=e^{(V-1) / \varepsilon}$ est infinitésimale pour tout $V \ll 1$, donc $H_{0}(V)=0$, pour $V \ll 1$. Par contre elle est en défaut lorsque $h(v)=\sqrt{v}$ (cas semi-linéaire) car $H(V)=\sqrt{V}=H_{0}(V)$ n'est pas dérivable en 0 . Plus généralement, si le type de croissance est une fonction puissance $F(v)=v^{s}$, l'hypothèse (ii) est équivalente à la condition $s \geqq 1$. Il est probable qu'une condition équivalente à (ii) serait:

$$
\int_{v_{1}}^{+\infty} \frac{F(v)}{v^{2}} d v=+\infty
$$

ou encore, en fonction de $h$ :

$$
\int_{v_{1}}^{+\infty} \frac{\left(h^{\prime}(y)\right)^{2}}{h(y)} d y=+\infty
$$

On peut, cependant, se poser la question de savoir quelle est l'épaisseur des sauts lorsque la condition (ii) n'est pas remplie, par exemple pour des équations ayant un type de croissance $F(v)=v^{s}$ avec $s<1$. L'inclusion $\mathscr{E} \subset t_{1}+G_{h}$ reste valable dans tous les cas, mais il arrive que cette inclusion soit stricte. Plus précisément, on peut montrer par un affinement de la preuve précédente, que les conclusions du théorème subsistent pourvu que l'ombre du saut dans son plan d'observabilité soit tangente à l'axe $V=0$ en ses extrémités (voir [3]). Dans le cas contraire, l'épaisseur n'est plus la translaté d'une galaxie sous-groupe, mais c'est une galaxie obtenue à partir d'un intervalle auquel on retire un halo de l'extrémité concernée. Ce halo est le translaté d'un halo sous-groupe; il peut également être exprimé en fonction de $h$ ([3]).
3) Pour simplifier, le théorème précédent a été énoncé dans le cas des sauts ayant à la fois une origine et une extrémité finies. En fait, par une adaptation évidente de la preuve qui a été donnée, on établirait un résultat englobant le cas des sauts non bornés, ayant une origine ou une extrémité finie. En effet, s'il s'agit par exemple d'un saut d'extrémité finie, alors, sous les hypothèses du théorème, on a montré que

$$
\left\{t \in \mathscr{E}, t \geqq t_{2}\right\}=t_{2}+G_{h}^{+} \quad \text { où } G_{h}^{+}=G_{h} \cap \mathbb{R}^{+} .
$$

De même que, s'il s'agit d'un saut d'origine finie, alors

$$
\left\{t \in \mathscr{E}, t \leqq t_{1}\right\}=t_{1}+G_{h}^{-} \quad \text { où } G_{h}^{-}=G_{h} \cap \mathbb{R}^{-} .
$$

Les épaisseurs de sauts non bornés sont donc la réunion d'un segment (interne) et de l'image par une translation de la partie positive ou de la partie négative de $G_{h}$.

Annexe non standard. Des adjectifs tels que petit, grand, appréciable, n'étaient pas d'usage courant en mathématiques jusqu'à l'apparition récente des mathématiques non standard. Pourtant le non mathématicien, physicien ou chimiste par exemple, qui propose à notre sagacité des équations du type (I) n'hésite pas à parler de "petit" paramètre pour désigner $\varepsilon$. Pour lui, en effet, cette petitesse ne fait pas mystère: il s'agit
par exemple d'un paramètre de l'ordre de $10^{-1}$ ou $10^{-2}$ alors que les autres paramètres intervenant dans l'équation sont de l'ordre de 10 ou 100. A défaut d'un formalisme adapté, on traduisait généralement la "petitesse" de $\varepsilon$ par l'introduction d'une variable $\varepsilon$ tendant vers 0 ce qui, en rendant variable une quantité qui ne l'était pas à priori, ne contribuait pas à simplifier le problème. C'est à Reeb [20] que l'on doit l'idée d'introduire l'Analyse Non Standard dans ces questions de perturbations singulières. Ce fut le point de départ de nombre d'études d'équations de type (I), ou plus généralement, de champs lents-rapides. Aux principes originaux de l'analyse non standard, tels qu'on pourra les trouver exposés dans [21] ou [18], se sont ainsi ajoutés petit à petit divers objets ou qualificatifs liés au contexte particulier des équations différentielles, et certains raisonnements omniprésents qui portent aujourd'hui des noms particuliers. C'est l'abondance de ce vocabulaire inhabituel qui me pousse à proposer l'index ci-dessous. Le lecteur n'aura pas manqué de remarquer qu'une part importante des termes utilisés peuvent être interprétés dans un premier temps dans un sens intuitif (celui du physicien, par exemple). C'est un des mérites de l'analyse non standard que de rendre possible cet usage rigoureux de notions jusqu'ici heuristiques. Pour une véritable initiation aux méthodes non standard, nous renvoyons le lecteur à [16] ou [6].

Nous utilisons couramment les symboles suivants:

```
\simeq,\not=,>,<<: voir"équivalent".
0}(): voir "standard".
( ): voir "standardisé".
hal(a), \varepsilon-\operatorname{hal}(a): voir "halo".
G, }\varepsilon-\operatorname{gal}(a): voir "galaxie"
```

ajustement: voir théorème 1 et ses commentaires.
appréciable: Se dit d'un réel qui n'est ni petit ni grand (voir ces mots). Un vecteur de $\mathbb{R}^{n}$ est dit appréciable si ses coordonnées le sont.

Cauchy (principe de): voir "principes de permanence".
changement d'échelle: Difféomorphisme dont la dérivée est grande ou petite. Les plus simples sont les loupes, c'est-à-dire les homotéthies (ou affinités) de rapport grand, tels que $x \mapsto x / \varepsilon$. On distingue parmi les changements d'échelle les microscopes, qui "grossissent", c'est à dire par lesquels l'image d'une région petite peut être une région appréciable, et les macroscopes, qui "rappetissent", c'est à dire par lesquels l'image d'une région grande peut être une région limitée. Ainsi le difféomorphisms $x \mapsto x^{[f]}=|x|^{\ell-1} x$ est un macroscope pour $|x| \gg 1$ et un microscope pour $|x| \ll 1$.
classe $S^{0}, S^{1}$ (fonction de): Lorsqu'une fonction interne est non standard, elle peut ou non être proche d'une fonction standard. Si elle est dérivable, la question se pose également pour sa dérivée, etc... Ainsi la fonction $x \mapsto \varepsilon x$ est proche de la fonction nulle, mais la fonction $x \mapsto e^{x / \varepsilon}$ n’est proche d'aucune fonction standard si $x>0$. Une fonction interne est dite $S$-continue au point $x$ si, pour tout $y$,

$$
y \simeq x \Rightarrow f(y) \simeq f(x) .
$$

Une fonction interne est de classe $S^{0}$ sur une partie $E$ si elle prend des valeurs presque-standard (voir ce mot) aux points presque-standard de $E$ et si elle est $S$-continue en ces points. Une fonction interne est de classe $S^{1}$ sur une partie $E$ si elle est de classe $S^{0}$ sur $E$ et si pour tout $a$ presque standard de $E$, et pour tout $x$ et $y$ équivalents (voir ce mot) à $a$, le rapport

$$
\frac{f(x)-f(y)}{x-y}
$$

[^47]épaisseur (d'un saut): voir chapitre 1.
équivalent: Deux nombres réels sont dits équivalents s'ils différent l'un de l'autre par un infinitésimal (voir ce mot). Ainsi, si $\varepsilon$ est petit, 1 et $1+\varepsilon$ sont équivalents. On note $\simeq$ pour "équivalent" et $\neq$ pour "non équivalent" $(2 \neq 3)$. La notation $a \ll b$ signifie $a<b$ et $a \neq b$. On dit que $a$ est nettement inférieur à $b$. De même pour $a \gg b$. Deux fonctions $f$ et $g$ sont dites équivalentes sur $E$ si pour tout $x \in E, f(x)$ est équivalent à $g(x)$. Si $f$ est interne, l'ensemble des $x$ pour lesquels $f(x) \simeq g(x)$ est un préhalo (voir "halo"). [infinitely close]
externe: Le mathématicien non standard travaille avec deux sortes d'ensembles: les premiers sont les ensembles usuels de la théorie des ensembles de Zermelo-Fraenkel (par exemple): on les appelle internes. Ce sont par exemple $\mathbb{N}, \mathbb{R}$, ou $[-\omega,+\alpha]$. Les seconds sont ceux qu'on définit en faisant usage de l'adjectif "standard" (ou de ses dérivés "petit", "grand", "limité", $\simeq, \ll$ ) et qu’on appelle externes, ou strictement externes quand il est établi que le fait de les supposer internes conduirait à une contradiction. Ainsi l'ensemble des réels standard, ou l'ensemble des infinitésimaux sont des ensembles strictement externes (ils sont majorés et n'ont pas de borne supérieure). Une fonction est dite interne si son graphe est un ensemble interne. Ainsi $x \mapsto \varepsilon x$ est interne, mais la fonction qui à $x$ associe la valeur 0 si $x$ est petit, et la valeur 1 sinon est externe.

Extrémité (d'un saut): voir chapitre 1.
Fehrele (principe de): voir "principes de permanence".
galaxie: On appelle galaxie principale, et on note $\mathbb{G}$, l'ensemble (strictement externe) des réels limités (voir ce mot). Une prégalaxie est l'image réciproque de $\mathbb{G}$ par une fonction $f$ interne. Elle peut être interne (par exemple si $f(x)=1$ ), ou strictement externe (par exemple si $f(x)=x / \varepsilon$ ). Dans ce dernier cas, la prégalaxie est appelée une galaxie [2], [8]. Si $a$ est un réel standard, on appelle $\varepsilon$-galaxie de $a$, et on note $\varepsilon-\operatorname{gal}(a)$, l'image réciproque de $\mathbb{G} \operatorname{par} f(x)=(x-a) / \varepsilon$, et $\varepsilon$-microgalaxie de a, l'image réciproque de $\mathbb{G} \operatorname{par} f(x)=1 /(\varepsilon \log |x-a|)$. Le complémentaire, dans un interne, d'une galaxie, est un halo (voir également ce mot).
grand: Un réel est dit grand s'il est plus grand que tout entier standard. L'existence d'entiers (et donc de réels) grands est une conséquence du principe d'idéalisation (voir ce mot). [infinite/unlimited]
halo: On appelle halo de 0 , noté hal( 0 ), l'ensemble strictement externe des infinitésimaux (voir ce mot). Un préhalo est l'image réciproque de hal( 0 ) par une fonction interne $f$. Il peut être interne (si par exemple $f$ est constante), ou strictement externe (si par exemple $f(x)=x / \varepsilon$ ). Dans ce dernier cas, le préhalo est appelé un halo [2], [8]. Si $a$ est un réel, on appelle $\varepsilon$-halo de $a$, et on note $\varepsilon$-hal $(a)$, l'image réciproque de hal(0) par $f(x)=(x-a) / \varepsilon$, et $\varepsilon$-microhalo de $a$, la préimage de hal( 0 ) par $f(x)=1 /(\varepsilon \log |x-a|)$. Si $A$ est une partie d'un espace métrique, le halo de $A$, noté hal $(A)$, est l'ensemble des points à distance petite de $A$. [monad]
idéalisation: C'est l'un des trois principes fondamentaux de l'analyse non standard I.S.T. [18], [6]. Il s'énonce ainsi: Pour toute formule interne $B$, contenant au moins deux variables libres $x$ et $y$, on a:

$$
(\forall z, z \text { standard et fini } \Rightarrow \exists x, \forall y \in z, B(x, y)) \Leftrightarrow\left(\exists x_{0}, \forall y, y \text { standard } \Rightarrow B\left(x_{0}, y\right)\right)
$$

On déduit de ce principe l'existence d'entiers grands, et donc de réels petits non nuls.
infinitésimal: Synonyme de "réel petit" (voir ce mot).
interne: voir "externe".
lemme de l'ombre courte: Soient $X$ et $X_{0}$ deux champs de vecteurs localement lipschitziens, définis sur un ouvert de $\mathbb{R}^{n}$, le premier interne, le second standard. Soit $H$ le (pré)halo où $X \simeq X_{0}$. Soit $I$ un intervalle compact standard, $t_{0}$ un point standard de $I$, et $u_{0}$ une trajectoire de $X_{0}$, définie sur $I$. Soit $u$ une trajectoire de $X$ telle que $u\left(t_{0}\right) \simeq u_{0}\left(t_{0}\right)$. S'il existe une galaxie $G$ limitée, contenant $u_{0}(I)$, contenue dans $H$, et si $G$ contient le halo de tous ses points, alors $u(t)$ est prolongeable à tout $I$, et on a, pour tout $t \in I, u(t) \simeq u_{0}(t)$ [3].
lemme de Robinson: voir "principes de permanence".
limité: Un réel est dit limité s'il n'est pas grand. Tout réel limité $x$ est équivalent à un unique réel standard, qu'on appelle sa partie standard, et qu'on note ${ }^{0} x$. [finite/limited]
linéaire (galaxie ou halo): Une galaxie (voir ce mot) est dite linéaire si elle est l'image réciproque de $\mathbb{G}$ par une application affine. Ainsi les $\varepsilon$-galaxies d'un point sont linéaires, mais les $\varepsilon$-microgalaxies ne le sont pas. On définit de même les halos linéaires [2], [8].
longer: Une courbe $t \mapsto x(t)$ dans $\mathbb{R}^{2}$ ou $\mathbb{R}^{3}$ longe une courbe ou une surface si son image reste à distance petite de cette courbe ou surface.
loupe: voir "changement d'échelle".
macroscope: voir "changement d'échelle".
microscope: voir "changement d'échelle".
ombre courte: voir "lemme de 1 ".
ombre: L'ombre d'une partie interne $A$ de $\mathbb{R}^{n}$, notée [ $A$ ], est le standardisé (voir ce mot) du halo de $A$. Si la partie $A$ est limitée, son ombre est l'unique ensemble standard compact proche (voir ce mot) de $A$. Si une fonction est de classe $S^{0}$, l'ombre de son graphe est le graphe d'une fonction standard continue. [standard part]
partie standard: voir "limité" et "standard".
petit: Un réel est dit petit si sa valeur absolue est plus petite que tout réel standard strictement positif. [infinitesimal]
plan de Liénard: voir [3] et chapitre 3, commentaire du théorème 1.
plan d'observabilité: voir chapitre 3, commentaire du théorème 1.
prégalaxie: voir "galaxie".
préhalo: voir "halo".
presque-: Dans des expressions telles que "presque-verticale", "presque-horizontale", cet adverbe prend le sens de "à un infinitésimal près". Une presque équation est une relation $R(x)$ obtenue en exprimant que deux termes internes $f(x)$ et $g(x)$ sont équivalents: $f(x) \simeq g(x)$.
principes de permanence: Le plus connu est le lemme de Robinson [21]: "Soit ( $u_{n}$ ) une suite interne de réels. Si $u_{n} \simeq 0$ pour tout $n$ limité, alors il existe un $N$ grand tel que $u_{n} \simeq 0$ pour tout $n \leqq N$ ". Deux autres principes de permanence sont très utiles: Le principe de Cauchy, "aucun ensemble strictement externe n'est interne", n'est rien d'autre que la définition des ensembles strictement externes, et le principe de Fehrele, "aucun halo n'est une galaxie", est une généralisation du lemme de Robinson [8], [6].
proche: Deux parties de $\mathbb{R}^{n}$ sont dites proches si tout point de l'une est équivalent à au moins un point de l'autre. [infinitely close (for sets)]

Robinson (lemme de): voir "principes de permanence".
$S$-continue: voir "classe $S^{0}$ "
saut: voir chapitre 1.
standard: C'est un prédicat indéfini (comme $\in$ en théorie des ensembles), dont l'usage (et le sens) est gouverné par trois axiomes: idéalisation, standardisation, et transfert. Tout ensemble est soit standard, soit non standard. Les ensembles $\mathbb{R}, \mathbb{Q}, \mathbb{C},[0,1], \phi(=0),\{\phi\}(=1), \cdots, \sin x, e^{x}, \cdots$, sont standard; un infinitésimal $\varepsilon(\neq 0)$, la fonction $x \mapsto \varepsilon x$, l'intervalle $[\omega, \omega+1]$ pour $\omega$ grand sont non standard. La partie standard d'un réel $x$, notée ${ }^{0} x$, est l'unique standard (s'il existe, voir "limité") qui est équivalent à $x$. La partie standard d'une fonction $f$ est l'unique fonction standard, notée ${ }^{0} f$, si elle existe, telle que $f(x) \simeq^{0} f(x)$ pour tout $x$ presque standard.
standardisation: C'est l'un des trois principes fondamentaux de l'analyse non standard (voir idéalisation et transfert). Il peut s'énoncer ainsi: "Pour tout ensemble $E$ (interne ou non), il existe un unique ensemble standard, noté ${ }^{s} E$, ayant précisement les mêmes éléments standard que $E$ ". Cet ensemble est appelé le standardisé de $E$. L'existence de la partie standard d'un réel limité et de l'ombre d'une partie découle de ce principe.
strictement externe: voir "externe".
transfert: C'est l'un des trois principes fondamentaux de l'analyse non standard. Il s'énonce ainsi: Pour toute formule standard $F(x, t)$, on a, pour $t$ standard:

$$
\forall x(x \text { standard } \Rightarrow F(x, t)) \Leftrightarrow \forall x(F(x, t)) .
$$

## REFERENCES

[1] I. Van den Berg, Permanence principles in non standard analysis, A paraître.
[2] I. Van den Berg, et M. Diener, Diverses applications du lemme de Robinson, C. R. Acad Sci. Paris, 293 (1981), pp. 501-504.
[3] F. Diener, Méthode du plan d'observabilité, Thèse, Strasbourg, 1981.
[4] $\qquad$ , Les équations $\varepsilon \ddot{x}+\left(x^{2}-1\right) \dot{x}^{[s]}+x=a$, Collectanea Mathematica, 24, 1978, pp. 217-247.
[5] $\qquad$ , Famille d'équations à cycle limite unique, C. R. Acad. Sci. Paris, 289 (1979), pp. 571-574.
[6] ___ Cours d'analyse non standard, Office des Publications Universitaires, Alger, 1983.
[7] ___ Equations différentielles surquadratiques, et disparition des sauts, en préparation.
[8] M. Diener et I. Van den Berg, Halos et galaxies. Une extension du lemme de Robinson, C. R. Acad. Sci. Paris, 293 (1979), pp. 385-388.
[9] W. Eckhaus, Asymptotic Analysis of Singular Perturbations, North-Holland Studies in Mathematics, vol. 9, Amsterdam, 1979.
[10] C. Godbillon, Géométrie différentielle et mécanique analytique, Hermann, Paris, 1969.
[11] F. A. Howes, Singularly perturbed non linear boundary-value problems whose reduced equations have singular points. Studies Appl. Math., 57 (1977), pp. 137-180.
[12] ___ Boundary-interior layer interactions in non linear singular perturbation theory, Memoirs Amer. Math. Soc., 203, 1978.
[13] ___ Singularly perturbed superquadratic boundary value problems, Nonlinear Anal., 3 (1979), pp. 175-192.
[14] ___ , Some singularly perturbed superquadratic boundary value problems whose solutions exhibit boundary and shock layer behaviour, Nonlinear Anal., 4 (1980), pp. 683-698.
[15] N. Levinson, An ordinary différential équation with an interval of stability, a separation point and an interval of instability, J. Math. Phys. 28 (1949), pp. 215-222.
[16] R. Lutz et M. Goze, Nonstandard Analysis. A Practical Guide With Applications, Lecture Notes in Mathematics 881, Springer, Berlin, 1981.
[17] R. LuTZ ET T. SARI, Application of nonstandard analysis to boundary value problems in singular perturbation theory, Theory and Applications of Singular Perturbations, W. Eckhaus and E. M. de Jager, eds., Lecture Notes in Mathematics, 942, Springer, Berlin, 1982, pp. 113-135.
[18] E. Nelson, Internal Set Theory, Bull. Amer. Math. Soc., 83 (1977), pp. 1165-1198.
[19] R. E. O'Malley, Introduction to Singular Perturbations, Academic Press, New York, 1974.
[20] G. Reeb, Mathématiques non standard (Essai de vulgarisation), Bulletin A.P.M.E.P., 328 (1981), pp. 259-273.
[21] A. Robinson, Nonstandard Analysis, North-Holland, Amsterdam, 1966.
[22] E. Urlacher, Oscillations de relaxation et analyse non standard, Thèse, Strasbourg, 1981.
[23] H. I. Vishik et L. A. Lyusternik, Initial jump for nonlinear differential equations containing a small parameter, Soviet Math. Dokl., 1 (1960), pp. 719-752.
[24] W. R. Wasow, Asymptotic Expansions for Ordinary Differential Equations, Interscience, New York, 1965.

# ASYMPTOTIC ANALYSIS OF SINGULAR SINGULARLY PERTURBED BOUNDARY VALUE PROBLEMS* 

CHRISTIAN SCHMEISER ${ }^{\dagger}$ and RICHARD WEISS ${ }^{\dagger}$


#### Abstract

Singularly perturbed systems ordinary differential equations for which the reduced system has a manifold of solutions are called singular singularly perturbed. Boundary value problems for a general class of such systems are examined. Conditions are derived which ensure the existence of a locally unique solution, which can be approximated by an asymptotic expansion. The main tool for our analysis is the theory of boundary value problems on long intervals.
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1. Introduction. We consider boundary value problems of the form

$$
\begin{align*}
& \varepsilon y^{\prime}=f(y, t, \varepsilon) \quad 0 \leqq t \leqq 1,  \tag{1.1}\\
& b(y(0), y(1))=0, \tag{1.2}
\end{align*}
$$

where $y$ is an $n$-vector, $\varepsilon$ is small and positive, and $f$ and $b$ are nonlinear mappings.
The asymptotic analysis of (1.1), (1.2) starts with an investigation of the reduced system

$$
\begin{equation*}
0=f(y, t, 0) . \tag{1.3}
\end{equation*}
$$

If there is a locally unique solution $y=Y(t)$ to (1.3) and the matrix $f_{y}(Y(t), t, 0)$ has just strictly stable and strictly unstable eigenvalues, then (1.1), (1.2) is called a regular singular-perturbation problem. Problems of this type are quite well understood. Combining the results of Vasileva and Butuzov (1973) and Esipova (1975) yields a complete asymptotic analysis, even if equations for "slow" components are added to (1.1).

We want to treat the case of the existence of a solution manifold $y=\phi(\alpha, t)$ of (1.3), with $\alpha$ being an $n_{0}$-dimensional parameter. We wish to consider problems satisfying an additional assumption:

The matrix $f_{y}(\phi(\alpha, t), t, 0)$ has an $n_{0}$-dimensional null space with the real parts of the remaining $n-n_{0}$ eigenvalues being bounded away from zero.

This assumption rules out the existence of turning points, highly oscillatory solutions and boundary layer variables different from $\tau=t / \varepsilon$ and $\sigma=(1-t) / \varepsilon$. Note that regular singularly perturbed systems of the form

$$
\varepsilon y^{\prime}=g(y, z, t, \varepsilon), \quad z^{\prime}=h(y, z, t, \varepsilon)
$$

obviously fit into our theory if the equations for $z$ are multiplied by $\varepsilon$.

[^48]Singular singularly perturbed problems have received a significant amount of attention recently. General nonlinear initial value problems satisfying the above assumptions have been treated by O'Malley and Flaherty (1980) and Vasileva and Butuzov (1978). In the work by Vasileva and Butuzov also boundary value problems of a special structure are analysed. To the knowledge of the authors no complete classification of problems violating the above assumptions on the eigenstructure of $f_{y}$ ( $\phi(\alpha, t), t, 0)$ is available. One of the possible effects in this case is the occurrence of multiple layers. This has been demonstrated on a linear problem by O'Malley (1979).

The asymptotic analysis of (1.1), (1.2) proceeds in two steps: The construction of a formal approximation of the solution and the proof of validity of this approximation.

The first step is contained in $\S 2$, where the method of matched asymptotic expansions is used to construct a sequence of formal approximations. The problem defining the first term in the sequence, i.e. the leading term in the asymptotic expansion, is nonlinear in general if (1.1), (1.2) is nonlinear. A key assumption in this paper is the existence of an isolated solution of this problem. It is then shown that this assumption implies the existence and uniqueness of terms of arbitrary order in the asymptotic expansion, since the linear operator in the equations defining these terms is the linearization of the nonlinear problem defining the leading term.

In the proof of the validity of the asymptotic expansion in $\S 4$ the contraction principle is used. Thus it is necessary to obtain stability estimates for the linearization of (1.1), (1.2) at the formal approximation, i.e. we have to obtain estimates for the solutions of linear singular singularly perturbed problems, where the coefficients contain boundary layer terms. For the analysis of these problems the theory of boundary value problems on infinite and "long" intervals is used extensively. It is one of the key points of this paper to stress the applicability of this theory to singularly perturbed problems. Some results of this theory are collected in §3. In the proofs given in the Appendix the methods of de Hoog and Weiss $(1980)$ and Markowich $(1982,1983)$ are used.

The solution of the problem defining the leading term in the expansion is demonstrated on an example from semiconductor theory in §5. The singular perturbation approach to semiconductor problems was originated by Vasileva, Kardosysoev and Stelmakh (1976). Recently the great importance of semiconductor device simulation caused intensive work on the subject. References to some papers using singular perturbation theory are given in §5.

Another nonlinear example can be found in Schmeiser (1985) where a problem modelling large deflections of a thin beam, suggested by Flaherty and O'Malley (1981), is analyzed in the framework of the theory of this paper.

For a class of singular singularly perturbed boundary value problems considered in Vasileva and Butuzov (1978), contraction mapping techniques are employed to establish the validity of the formal asymptotic expansion. The structure of this class is simple enough to a priorily guarantee the existence and uniqueness of an isolated solution to the problem defining the leading term of the expansion and to allow the reduction of the analysis of the linearized problem to that of a scalar second order equation whose coefficients have boundary layers. The stability results employed for this equation have been previously developed in Vasileva (1972).
2. Asymptotic expansion. We consider problems of the form (1.1), (1.2) which satisfy

Hypothesis H1. Denoting the $n_{0}$-dimensional solution manifold of the reduced equation by $\phi(\alpha, t)$, the matrix $\phi_{\alpha}(\alpha, t)$ has constant rank $n_{0}$. The Jacobian
$f_{y}(\phi(\alpha, t), t, 0)$ has $n_{-}$strictly stable and $n_{+}$strictly unstable eigenvalues with $n_{-}+n_{+}$ $+n_{0}=n$, for $0 \leqq t \leqq 1$.

Differentiation of

$$
f(\phi(\alpha, t), t, 0)=0
$$

with respect to $\alpha$ implies

$$
\begin{equation*}
\bar{f}_{y} \phi_{\alpha}(\alpha, t)=0 \tag{2.1}
\end{equation*}
$$

where from now on the bar above partial derivatives of $f$ indicates the argument ( $\phi(\alpha, t), t, 0)$. Thus $\bar{f}_{y}$ has an $n_{0}$-dimensional null space spanned by the columns of $\phi_{\alpha}(\alpha, t)$. By adding $n_{+}+n_{-}$columns which span the stable and unstable subspaces of $\bar{f}_{y}$ we obtain a transformation matrix $E(\alpha, t)=\left(E_{ \pm}(\alpha, t), \phi_{\alpha}(\alpha, t)\right)$ which blockdiagonalizes $\bar{f}_{y}$ :

$$
E^{-1} \bar{f}_{y} E=\Lambda=\left(\begin{array}{ccc}
\Lambda_{-} & & \\
& \Lambda_{+} & \\
& & 0
\end{array}\right)
$$

Denoting the last $n_{0}$ rows of $E^{-1}(\alpha, t)$ by $H(\alpha, t)$ it follows that

$$
\begin{equation*}
H(\alpha, t) \phi_{\alpha}(\alpha, t)=I_{n_{0}} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
H(\alpha, t) \bar{f}_{y}=0 \tag{2.3}
\end{equation*}
$$

where $I_{r}$ is the $r \times r$ identity matrix.
For solutions $y(t, \varepsilon)$ of (1.1),(1.2) we use the ansatz

$$
\begin{equation*}
y(t, \varepsilon) \sim \sum_{i=0}^{\infty}\left(\bar{y}_{i}(t)+L_{i} y(\tau)+R_{i} y(\sigma)\right) \varepsilon^{i}, \tag{2.4}
\end{equation*}
$$

where $\tau=t / \varepsilon, \sigma=(1-t) / \varepsilon$ and

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} L_{i} y(\tau)=0, \quad \lim _{\sigma \rightarrow \infty} R_{i} y(\sigma)=0, \quad i=0,1, \cdots \tag{2.5}
\end{equation*}
$$

2.1. The construction of the leading term. Substituting (2.4) into (1.1) and setting $\varepsilon=0$ yields

$$
\begin{equation*}
\bar{y}_{0}(t)=\phi(\alpha, t) . \tag{2.6}
\end{equation*}
$$

Differential equations determing the as yet unknown parameter $\alpha$ as a function of $t$ are obtained from the relations we get by collecting the terms of order $\varepsilon$ in (1.1), i.e.

$$
\begin{equation*}
\bar{y}_{0}^{\prime}=\bar{f}_{y} \bar{y}_{1}+\bar{f}_{\varepsilon} . \tag{2.7}
\end{equation*}
$$

Using (2.6), (2.7) reads

$$
\begin{equation*}
\phi_{\alpha} \alpha^{\prime}+\phi_{t}=\bar{f}_{y} \bar{y}_{1}+\bar{f}_{\varepsilon} . \tag{2.8}
\end{equation*}
$$

Multiplying (2.8) by $H(\alpha, t)$ and using (2.2) and (2.3) yields the relations for $\alpha$,

$$
\begin{equation*}
\alpha^{\prime}=H\left(\bar{f}_{\varepsilon}-\phi_{t}\right), \quad 0 \leqq t \leqq 1 . \tag{2.9}
\end{equation*}
$$

Note that in practice (2.9) is usually obtained from (2.8) without the explicit use of $H$ by eliminating $\bar{y}_{1}$ from $n_{0}$ equations in (2.8).

The equations for the layer corrections are

$$
\begin{equation*}
\frac{d L_{0} y}{d \tau}=f\left(\phi(\alpha(0), 0)+L_{0} y, 0,0\right), \quad 0 \leqq \tau<\infty, \quad L_{0} y(\infty)=0 \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d R_{0} y}{d \sigma}=-f\left(\phi(\alpha(1), 1)+R_{0} y, 1,0\right), \quad 0 \leqq \sigma<\infty, \quad R_{0} y(\infty)=0 \tag{2.11}
\end{equation*}
$$

Equating coefficients of order zero in (1.2) yields

$$
\begin{equation*}
b\left(\phi(\alpha(0), 0)+L_{0} y(0), \phi(\alpha(1), 1)+R_{0} y(0)\right)=0 \tag{2.12}
\end{equation*}
$$

We can now state our second fundamental assumption.
Hypothesis H2. The boundary value problem (2.9)-(2.12) has an isolated solution.
Because of the boundary conditions at infinity in (2.10), (2.11) stable manifolds naturally enter our discussion. There is an extensive literature on the subject of invariant manifolds. Some basic results, which can be found in Kelley (1967), imply the existence of an $n_{-}$-dimensional stable manifold for (2.10) and an $n_{+}$-dimensional stable manifold for (2.11). The boundary conditions at infinity require $L_{0} y$ and $R_{0} y$ to be trajectories on these manifolds. Then Lemma 3 in Kelley (1967) implies the estimates

$$
\begin{align*}
& \left\|L_{0} y(\tau)\right\| \leqq \text { const } e^{-\kappa \tau},  \tag{2.13}\\
& \left\|R_{0} y(\sigma)\right\| \leqq \text { const } e^{-\kappa \sigma}
\end{align*}
$$

with a positive constant $\kappa$. Subsequently $\|\cdot\|$ will denote a vector norm or the induced matrix norm.

In general, trying to solve problem (2.9)-(2.12) is quite unpleasant. The differential equations on finite and infinite intervals have to be solved simultaneously because there is a coupling by boundary conditions. In applications, however, some knowledge about the structure of the stable manifolds of (2.10) and (2.11) often enables us to obtain from (2.12) $n_{0}$ "reduced" boundary conditions for (2.9) alone which do not contain $L_{0} y(0)$ and $R_{0} y(0)$. This is the case in all of the above mentioned applications, where the problems on the interval $[0,1]$ and the problems on the infinite interval $[0, \infty)$ can be solved consecutively.

Hypothesis H2 implies that the linearized system

$$
\begin{align*}
& w^{\prime}=\left[H_{\alpha}\left\langle\cdot, \tilde{f}_{\varepsilon}-\phi_{t}\right\rangle+H\left(\bar{f}_{y \varepsilon} \phi_{\alpha}-\phi_{\alpha t}\right)\right] w,  \tag{2.14a}\\
& \frac{d u}{d \tau}=f_{y}\left(\phi(\alpha(0), 0)+L_{0} y, 0,0\right)\left(u+\phi_{\alpha}(\alpha(0), 0) w(0)\right),  \tag{2.14b}\\
& \frac{d v}{d \sigma}=-f_{y}\left(\phi(\alpha(1), 1)+R_{0} y, 1,0\right)\left(v+\phi_{\alpha}(\alpha(1), 1) w(1)\right),  \tag{2.14c}\\
& b_{0}\left(\phi_{\alpha}(\alpha(0), 0) w(0)+u(0)\right)+b_{1}\left(\phi_{\alpha}(\alpha(1), 1) w(1)+v(0)\right)=0,  \tag{2.14d}\\
& u(\infty)=0, \quad v(\infty)=0 \tag{2.15}
\end{align*}
$$

has only the trivial solution. In (2.14d) $b_{0}$ and $b_{1}$ are the partial derivatives of $b$ with respect to the first and second argument respectively at $\phi(\alpha(0), 0)+L_{0} y(0), \phi(\alpha(1), 1)$ $+R_{0} y(0)$ ). For bilinear forms $B$ we use the notation $B\langle\cdot, \cdot\rangle$.
2.2. The construction of higher order terms. (2.8) is a linear equation for the smooth part $\bar{y}_{1}$ of the first order term. The coefficient matrix $\bar{f}_{y}$ is singular. By (2.9) we have chosen the inhomogeneity $\phi_{\alpha} \alpha^{\prime}+\phi_{t}-f_{\varepsilon}$ in a way that a solution to (2.8) exists. The
general solution of (2.8) can be written in the form

$$
\bar{y}_{1}(t)=\phi_{\alpha}(\alpha, t) \beta_{1}(t)+\bar{y}_{1 p}(t),
$$

where $\bar{y}_{1 p}(t)$ is a particular solution and $\beta_{1}$ is an $n_{0}$-dimensional parameter. To determine $\beta_{1}(t)$ we equate coefficients of $\varepsilon^{2}$ in (1.1) and obtain

$$
\begin{equation*}
\phi_{\alpha} \beta_{1}^{\prime}+\phi_{\alpha}^{\prime} \beta_{1}+\bar{y}_{1 p}^{\prime}=\bar{f}_{y} \bar{y}_{2}+\frac{1}{2} \bar{f}_{y y}\left\langle\bar{y}_{1}, \bar{y}_{1}\right\rangle+\bar{f}_{y \varepsilon} \bar{y}_{1}+\frac{1}{2} \bar{f}_{\varepsilon \varepsilon} . \tag{2.16}
\end{equation*}
$$

Analogously to the determination of $\alpha$, multiplying (2.16) by $H$ yields

$$
\begin{equation*}
\beta_{1}^{\prime}=H\left[\frac{1}{2} \bar{f}_{y y}\left\langle\bar{y}_{1}, \bar{y}_{1}\right\rangle+\bar{f}_{y \varepsilon} \bar{y}_{1}-\phi_{\alpha}^{\prime} \beta_{1}\right]+H\left[\frac{1}{2} \bar{f}_{\varepsilon \varepsilon}-\bar{y}_{1 p}^{\prime}\right] . \tag{2.17}
\end{equation*}
$$

Vasileva and Butuzov (1978, p. 68) show that (2.17) is a linear equation for $\beta_{1}$. Since we require the coefficient matrix explicitly, we will reproduce their argument. In (2.17) we write

$$
\begin{equation*}
\frac{1}{2} H \bar{f}_{y y}\left\langle\bar{y}_{1}, \bar{y}_{1}\right\rangle=\frac{1}{2} H \bar{f}_{y y}\left\langle\phi_{\alpha} \beta_{1}, \phi_{\alpha} \beta_{1}\right\rangle+H \bar{f}_{y y}\left\langle\phi_{\alpha} \beta_{1}, \bar{y}_{1 p}\right\rangle+\frac{1}{2} \bar{f}_{y y}\left\langle\bar{y}_{1 p}, \bar{y}_{1 p}\right\rangle, \tag{2.18}
\end{equation*}
$$

which follows from the fact that $\bar{f}_{y y}$ is a symmetric bilinear form. Differentiating (2.3) with respect to $\alpha$ yields

$$
\begin{equation*}
H_{\alpha}\left\langle\cdot, \bar{f}_{y} \cdot\right\rangle+H \bar{f}_{y y}\left\langle\phi_{\alpha} \cdot, \cdot\right\rangle=0 . \tag{2.19}
\end{equation*}
$$

Multiplying (2.19) with $\phi_{\alpha}$ gives

$$
H_{\alpha}\left\langle\cdot, \bar{f}_{y} \phi_{\alpha} \cdot\right\rangle+H \bar{f}_{y y}\left\langle\phi_{\alpha} \cdot, \phi_{\alpha} \cdot\right\rangle=0
$$

Due to (2.1) $\left(\bar{f}_{y} \phi_{\alpha}=0\right)$ the first term on the right-hand side of (2.18) disappears and (2.17) can be written in the form

$$
\begin{equation*}
\beta_{1}^{\prime}=H\left[\bar{f}_{y y}\left\langle\phi_{\alpha} \cdot, \bar{y}_{1 p}\right\rangle+\bar{f}_{y \varepsilon} \phi_{\alpha}-\phi_{\alpha}^{\prime}\right] \beta_{1}+\bar{G}_{1}, \tag{2.20}
\end{equation*}
$$

where $\bar{G}_{1}$ depends on $\alpha$ and $t$ only. Next we will show that the coefficient matrix $S$ in (2.20) is equal to that in (2.14a). Obviously

$$
\begin{equation*}
S=H\left[\bar{f}_{y y}\left\langle\phi_{\alpha} \cdot, \bar{y}_{1 p}\right\rangle-\phi_{\alpha \alpha}\left\langle\alpha^{\prime}, \cdot\right\rangle\right]+H\left[\bar{f}_{y \varepsilon} \phi_{\alpha}-\phi_{\alpha t}\right] . \tag{2.21}
\end{equation*}
$$

Differentiation of (2.2) with respect to $\alpha$ gives

$$
\begin{equation*}
H_{\alpha}\left\langle\cdot, \phi_{\alpha} \cdot\right\rangle+H \phi_{\alpha \alpha}\langle\cdot, \cdot\rangle=0 . \tag{2.22}
\end{equation*}
$$

It follows from (2.19), (2.21) and (2.22) that

$$
S=H_{\alpha}\left\langle\cdot, \phi_{\alpha} \alpha^{\prime}-\bar{f}_{y} \bar{y}_{1 p}\right\rangle+H\left[\bar{f}_{y \varepsilon} \phi_{\alpha}-\phi_{\alpha t}\right] .
$$

Using the fact that $\bar{y}_{1 p}$ is a particular solution of (2.8) it is now obvious that the coefficient matrices in (2.14a) and (2.20) are the same.

Suppose we have constructed $\bar{y}_{0}, \cdots, \bar{y}_{n-1}, n \geqq 2$. Then we determine $\bar{y}_{n}$ from an equation of the form

$$
\begin{equation*}
\bar{f}_{y} \bar{y}_{n}=F_{n}\left(\bar{y}_{0}, \cdots, \bar{y}_{n-1}\right), \tag{2.23}
\end{equation*}
$$

where the inhomogeneity satisfies the solvability condition $H F_{n}=0$. Thus the general solution of (2.23) can be written as

$$
\bar{y}_{n}=\phi_{\alpha} \beta_{n}+\bar{y}_{n p} .
$$

Equating coefficients of $\varepsilon^{n+1}$ in (1.1) gives

$$
\phi_{\alpha} \beta_{n}^{\prime}+\phi_{\alpha}^{\prime} \beta_{n}=\bar{f}_{y} \bar{y}_{n+1}+\bar{f}_{y y}\left\langle\bar{y}_{1}, \bar{y}_{n}\right\rangle+\bar{f}_{y \varepsilon} \bar{y}_{n}+\tilde{G}_{n},
$$

with $\tilde{G}_{n}$ depending only on $\bar{y}_{0}, \cdots, \bar{y}_{n-1}$. Multiplying by $H$ and repeating the argument we used for proving the linearity of the equations for $\beta_{1}$ we get

$$
\begin{equation*}
\beta_{n}^{\prime}=H\left[\bar{f}_{y y}\left\langle\bar{y}_{1 p}, \phi_{\alpha}\right\rangle+\bar{f}_{y \varepsilon} \phi_{\alpha}-\phi_{\alpha}^{\prime}\right] \beta_{n}+\bar{G}_{n}, \tag{2.24}
\end{equation*}
$$

which has the same coefficient matrix as (2.20). $\bar{G}_{n}$, like $\tilde{G}_{n}$, depends only on $\bar{y}_{0}, \cdots, \bar{y}_{n-1}$. Suppose we have constructed $\bar{y}_{0}, \cdots, \bar{y}_{n-1} ; L_{0} y, \cdots, L_{n-1} y$; $R_{0} y, \cdots, R_{n-1} y$, where the layer corrections $L_{i} y, R_{i} y$ satisfy exponential estimates of the type (2.13). Then $L_{n} y$ and $R_{n} y$ satisfy

$$
\begin{align*}
& \frac{d L_{n} y}{d \tau}=f_{y}\left(\phi(\alpha(0), 0)+L_{0} y, 0,0\right)\left(L_{n} y+\phi_{\alpha}(\alpha(0), 0) \beta_{n}(0)\right)+L_{n} G  \tag{2.25a}\\
& \frac{d R_{n} y}{d \sigma}=-f_{y}\left(\phi(\alpha(1), 1)+R_{0} y, 1,0\right)\left(R_{n} y+\phi_{\alpha}(\alpha(1), 1) \beta_{n}(1)\right)+R_{n} G  \tag{2.25b}\\
& L_{n} y(\infty)=0, \quad R_{n} y(\infty)=0 \tag{2.25c}
\end{align*}
$$

where $L_{n} G$ and $R_{n} G$ depend on the terms in the expansion up to order $n-1$. Besides, $L_{n} G$ and $R_{n} G$ satisfy exponential estimates of the type (2.13). (2.25a) and (2.25b) differ from (2.14b), (2.14c) only in the terms $L_{n} G$ and $R_{n} G$. Equating coefficients of $\varepsilon^{n}$ in (1.2) yields the boundary conditions

$$
\begin{equation*}
b_{0}\left(\phi_{\alpha}(\alpha(0), 0) \beta_{n}(0)+L_{n} y(0)\right)+b_{1}\left(\phi_{\alpha}(\alpha(1), 1) \beta_{n}(1)+R_{n} y(0)\right)=c_{n} \tag{2.26}
\end{equation*}
$$

where $c_{n}$ depends on the same terms as $L_{n} G$ and $R_{n} G$. These boundary conditions differ from ( 2.14 d ) only in the right-hand side $c_{n}$. The unique solvability of the problem (2.24) ( 2.20 ) for $n=1$ ), (2.25) and (2.26) follows from the fact that (2.14), (2.15) has only the trivial solution. $L_{n} y$ and $R_{n} y$ are exponentially decaying functions, which is a consequence of Lemma 3.2 in the next section. Thus, the terms in the formal asymptotic expansion (2.4) can be constructed consecutively up to arbitrary order.
3. BVP's on infinite and "long" intervals. In this section we investigate linear problems of the type

$$
\begin{align*}
& y^{\prime}=A(t) y+g(t), \quad t \geqq 0, \quad y \in R^{n},  \tag{3.1a}\\
& y(\infty)=0, \quad \text { i.e. } \lim _{t \rightarrow \infty} y(t)=0,  \tag{3.1b}\\
& B y(0)=\beta . \tag{3.1c}
\end{align*}
$$

Also we shall derive results on the well-posedness of problems obtained from (3.1) by cutting the infinite interval at a large $T$ and replacing (3.1b) by an appropriate boundary condition at $T$.

The proofs of the results we state will be given in the Appendix and follow along the lines of de Hoog and Weiss (1980) and Markowich (1982, 1983). In these papers instead of (3.1b) the weaker condition $y \in C[0, \infty]$, i.e. $\lim _{t \rightarrow \infty} y(t)$ exists and is finite, is used. However, in the singular perturbation context, (3.1b) is relevant (cf. condition (2.5)). Thus the results are slightly different, but the methods of proof are similar.
3.1. Problems with constant coefficients. We consider the problem

$$
\begin{align*}
& y^{\prime}=M y+g(t), \quad t \geqq 0,  \tag{3.2a}\\
& y(\infty)=0,  \tag{3.2b}\\
& B y(0)=\beta, \tag{3.2c}
\end{align*}
$$

where the matrix $M$ has a splitting

$$
E^{-1} M E=\Lambda=\left(\begin{array}{lll}
\Lambda_{-} & & \\
& \Lambda_{+} & \\
& & 0
\end{array}\right)
$$

with the eigenvalues of the $n_{-}$-dimensional square matrix $\Lambda_{-}$having negative real parts, the eigenvalues of the $n_{+}$-dimensional matrix $\Lambda_{+}$having positive real parts and the zero matrix having dimension $n_{0}=n-n_{-}-n_{+}$. We denote the column decomposition of $E$ corresponding to the diagonal blocks of $\Lambda$ by $E=\left(E_{-}, E_{+}, E_{0}\right)$ and the row decomposition of $E^{-1}$ by $\left(E^{-1}\right)^{T}=\left(\left(E_{-}^{-1}\right)^{T},\left(E_{+}^{-1}\right)^{T},\left(E_{0}^{-1}\right)^{T}\right)$.

To satisfy (3.2b), we pose the following restrictions on $g(t)$ :

$$
\begin{equation*}
g \in C[0, \infty], \quad g(\infty)=0 \quad \text { and } \quad\left\|E_{0}^{-1} g(t)\right\|=O\left(t^{-1-\nu}\right), \quad \nu>0 . \tag{3.3}
\end{equation*}
$$

Regarding the unique solvability of (3.2), we have
Theorem 3.1. The boundary value problem (3.2) has a unique solution for all $\beta \in R^{n_{-}}$and for all $g(t)$ satisfying (3.3), iff the matrix $B$ has $n_{-}$rows and $B E_{-}$is regular.

Lemma 3.1. Let the assumptions of Theorem 3.1 and

$$
\begin{equation*}
\|g(t)\|=O\left(e^{-\kappa t}\right), \quad \kappa>0 \tag{3.4}
\end{equation*}
$$

be valid. Then the solution $y(t)$ of (3.2) satisfies

$$
\begin{equation*}
\|y(t)\|=O\left(e^{-\kappa t}\right), \quad \kappa>0 . \tag{3.5}
\end{equation*}
$$

(Henceforth in exponential estimates of the type (3.4), (3.5) $\kappa$ will denote a generic constant.)

Next we consider a problem on the finite interval $[0, T]$ :

$$
\begin{align*}
& x_{T}^{\prime}=M x_{T}+g(t), \quad 0 \leqq t \leqq T,  \tag{3.6a}\\
& \binom{E_{+}^{-1}}{E_{0}^{-1}} x_{T}(T)=\gamma,  \tag{3.6b}\\
& B x_{T}(0)=\beta . \tag{3.6c}
\end{align*}
$$

Theorem 3.2. Let the assumptions of Theorem 3.1 be valid. Then (3.6) has a unique solution $x_{T}(t)$ for all $T>0$ and for all $g \in C[0, T], \beta \in R^{n_{-}}$and $\gamma \in R^{n_{+}+n_{0}}$. $x_{T}$ satisfies the estimate

$$
\begin{equation*}
\left\|x_{T}\right\|_{[0, T]} \leqq \operatorname{const}\left(T\|g\|_{[0, T]}+\|\beta\|+\|\gamma\|\right), \tag{3.7}
\end{equation*}
$$

where the norm $\|\cdot\|_{\left[t_{1}, t_{2}\right]}$ on the space $C\left[t_{1}, t_{2}\right]$ is defined by

$$
\|f\|_{\left[t_{1}, t_{2}\right]}:=\sup _{s \in\left[t_{1}, t_{2}\right]}\|f(s)\| .
$$

3.2. Problems with variable coefficients. We consider problem (3.1) with

$$
\begin{equation*}
A(t)=M+F(t), \quad \text { where }\|F(t)\|=O\left(e^{-\kappa t}\right) \tag{3.8}
\end{equation*}
$$

In the Appendix we will show that the general solution of the homogeneous problem (3.1a), (3.1b), with $A(t)$ defined by (3.8), is of the form $y(t)=\Phi_{-}(t) \eta_{-}$with $\eta_{-} \in R^{n_{-}}$, where the $n \times n_{-}$-matrix $\Phi_{-}(t)$ is defined in the Appendix. We then have

Theorem 3.3. The boundary value problem (3.1) with $A(t)$ given by (3.8) has a unique solution for all $\beta \in R^{n_{-}}$and for all $g(t)$ satisfying (3.3), iff $B$ has $n_{-}$rows and $B \Phi_{-}(0)$ is regular.

The analogue to Lemma 3.1 is
Lemma 3.2. Let the assumptions of Theorem 3.3 and (3.4) be valid. Then the solution $y(t)$ of (3.1) satisfies (3.5).

Again we consider the "finite" problem

$$
\begin{align*}
& x_{T}^{\prime}=A(t) x_{T}+g(t), \quad 0 \leqq t \leqq T  \tag{3.9a}\\
& \binom{E_{+}^{-1}}{E_{0}^{-1}} x_{T}(T)=\gamma  \tag{3.9b}\\
& B x_{T}(0)=\beta \tag{3.9c}
\end{align*}
$$

Theorem 3.4. Let the assumptions of Theorem 3.3 be valid. Then (3.9) has a unique solution $x_{T}(t)$ for $T$ big enough and for all $g \in C[0, T], \beta \in R^{n_{-}}$and $\gamma \in R^{n_{+}+n_{0}} . x_{T}$ satisfies the estimate $\left\|x_{T}\right\|_{[0, T]} \leqq \operatorname{const}\left(T\|g\|_{[0, T]}+\|\beta\|+\|\gamma\|\right)$.

Theorem 3.5. There exists a fundamental solution $\psi_{T}(t)$ of (3.9a) which satisfies

$$
\begin{equation*}
\left\|\psi_{T}(t)-X_{T}(t)\right\|=O\left(e^{-\kappa t}\right) \tag{3.10}
\end{equation*}
$$

where

$$
X_{T}(t)=E\left(\begin{array}{ccc}
e^{\Lambda_{-} t} & & \\
& e^{\Lambda_{+}(t-T)} & \\
& & I
\end{array}\right)
$$

is a fundamental solution of (3.6a).
4. Existence and uniqueness result. Let $Y_{i}(t, \varepsilon)$ denote the $i$ th partial sum in (2.1), i.e.

$$
Y_{i}(t, \varepsilon)=\sum_{j=0}^{i}\left(\bar{y}_{j}(t)+L_{j} y\left(\frac{t}{\varepsilon}\right)+R_{j} y\left(\frac{1-t}{\varepsilon}\right)\right) \varepsilon^{j}
$$

Let the space $C^{1}[0,1]$ be equipped with the norm $\|\cdot\|_{*}$ defined by

$$
\|y\|_{*}=\|y\|_{[0,1]}+\varepsilon\left\|y^{\prime}\right\|_{[0,1]} .
$$

Then $\left(C^{1}[0,1],\|\cdot\|_{*}\right)$ is a Banach space. Balls in this space will be denoted by

$$
B_{\delta}\left(y_{0}\right)=\left\{y \in C^{1}[0,1] \mid\left\|y-y_{0}\right\|_{*} \leqq \delta\right\} .
$$

We now prove the main result of this paper.
ThEOREM 4.1. Let $f$ and $b$ in (1.1), (1.2) be infinitely differentiable and let hypotheses $\mathrm{H} 1, \mathrm{H} 2$ be valid. Then there are constants $c, \varepsilon_{0}>0$ such that for $0<\varepsilon \leqq \varepsilon_{0}$ a solution $y(t, \varepsilon)$ to (1.1), (1.2) exists which is unique in the ball $B_{c \varepsilon}\left(Y_{1}\right)$ and satisfies

$$
\left\|y-Y_{i}\right\|_{*}=O\left(\varepsilon^{i+1}\right), \quad i \geqq 0 .
$$

Proof. Common methods for proving results like Theorem 4.1 are based on the fixed point theorem for contraction mappings in Banach spaces (cf., e.g. Eckhaus (1979) for general results in perturbation theory and Vasileva and Butuzov (1973), (1978) for applications in singular perturbations). We shall apply a theorem due to Van Harten (1978) stated by Eckhaus (1979, p. 237 f). Using his notation, (1.1), (1.2) is written as

$$
\begin{equation*}
L_{\varepsilon} y=0 . \tag{4.1}
\end{equation*}
$$

In our case $L_{\varepsilon}$ is an operator from the Banach space ( $C^{1}[0,1],\|\cdot\|_{*}$ ) to $\left(C[0,1] \times R^{n}\right.$, $\|\cdot\|_{* *}$ ), where we define the norm $\|\cdot\|_{* *}$ as the sum of the supremum norm on $C[0,1]$ and the maximum norm on $R^{n}$. Our method of constructing the formal approximation $Y_{i}$ yields

$$
\begin{equation*}
L_{\varepsilon} Y_{i}=\rho_{i} \tag{4.2}
\end{equation*}
$$

where $\left\|\rho_{i}\right\|_{* *}=O\left(\varepsilon^{i+1}\right)$. Subtracting (4.2) from (4.1) yields the following problem for the remainder term $R_{i}=y-Y_{i}$ :

$$
\begin{equation*}
\hat{L}_{\varepsilon} R_{i}:=L_{\varepsilon}\left(R_{i}+Y_{i}\right)-L_{\varepsilon} Y_{i}=-\rho_{i} . \tag{4.3}
\end{equation*}
$$

Denoting the linearization of $L_{\varepsilon}$ at $Y_{i}$ by $A_{\varepsilon}$, we obtain that decomposition

$$
\hat{L}_{\varepsilon}=A_{\varepsilon}+P_{\varepsilon} .
$$

The above mentioned theorem requires us
a) to obtain an estimate

$$
\left\|A_{\varepsilon}^{-1}\right\|_{*} \leqq \lambda(\varepsilon)
$$

b) to prove a Lipschitz condition for $P_{\varepsilon}$ of the form

$$
\left\|P_{\varepsilon} v_{1}-P_{\varepsilon} v_{2}\right\|_{* *} \leqq \mu(\varepsilon, \delta)\left\|v_{1}-v_{2}\right\|_{*}
$$

for $v_{1}, v_{2} \in B_{\delta}(0)$, where $\lim _{\delta \rightarrow 0} \mu(\varepsilon, \delta)=0$. Then we have to determine $\bar{\delta}=\bar{\delta}(\varepsilon)$, such that

$$
\lambda(\varepsilon) \mu(\varepsilon, \delta) \leqq 1-\gamma, \quad \gamma \in(0,1)
$$

for all $\delta \leqq \bar{\delta}$. If

$$
\left\|\rho_{i}\right\|_{* *}<\frac{\gamma \bar{\delta}}{\lambda(\varepsilon)}
$$

then there is a solution $R_{i}$ of (4.3) which is unique in the ball $B_{\bar{\delta}}(0)$ and satisfies

$$
\left\|R_{i}\right\|_{*} \leqq \frac{1}{\gamma} \lambda(\varepsilon)\left\|\rho_{i}\right\|_{* *}
$$

We will show that in our case

$$
\begin{align*}
\mu(\varepsilon, \delta) & =c_{1} \delta,  \tag{4.4}\\
\lambda(\varepsilon) & =\frac{c_{2}}{\varepsilon} . \tag{4.5}
\end{align*}
$$

Thus, we obtain $\bar{\delta}=\varepsilon(1-\gamma) / c_{1} c_{2}$ and the following condition for $\rho_{i}$

$$
\left\|\rho_{i}\right\|_{* *}<\frac{\varepsilon^{2} \gamma(1-\gamma)}{c_{1} c_{2}^{2}}
$$

This certainly holds for $i \geqq 2$ and $\varepsilon$ small enough. We then have a solution $R_{i}$ of (4.3), which is unique in $B_{c \varepsilon}(0)$ with $c=(1-\gamma) / c_{1} c_{2}$ and satisfies

$$
\left\|R_{i}\right\|_{* \leqq} \leqq \frac{c_{2}}{\gamma \varepsilon}\left\|\rho_{i}\right\|_{* *}=O\left(\varepsilon^{i}\right)
$$

By the argument

$$
\left\|R_{i-1}\right\|_{*} \leqq\left\|R_{i}\right\|_{*}+\left\|Y_{i}-Y_{i-1}\right\|_{*}=O\left(\varepsilon^{i}\right)
$$

the results of Theorem 4.1 are established. It remains to show (4.4) and (4.5): Using a formula for $P_{\varepsilon} v_{1}-P_{\varepsilon} v_{2}$ (Eckhaus (1979, p. 239)) (4.4) follows immediately.

To establish (4.5), we have to analyze the linearization of (1.1), (1.2), which reads

$$
\begin{align*}
& \varepsilon \hat{y}^{\prime}=f_{y}\left(Y_{i}, t, \varepsilon\right) \hat{y}+g(t)  \tag{4.6}\\
& \hat{b}_{0}\left(Y_{i}(0), Y_{i}(1)\right) \hat{y}(0)+\hat{b}_{1}\left(Y_{i}(0), Y_{i}(1)\right) \hat{y}(1)=\beta
\end{align*}
$$

or

$$
\begin{align*}
& \varepsilon \hat{y}^{\prime}=f_{y}\left(\phi(t)+\varepsilon \bar{y}_{1}+L_{0} y+R_{0} y, t, \varepsilon\right) \hat{y}+\omega\left(\varepsilon^{2}+\varepsilon e^{-\kappa \tau}+\varepsilon e^{-\kappa \sigma}\right) \hat{y}+g(t),  \tag{4.7}\\
& b_{0} \hat{y}(0)+b_{1} \hat{y}(1)=\omega(\varepsilon)(\hat{y}(0), \hat{y}(1))+\beta
\end{align*}
$$

where $\phi(t)$ stands for $\phi(\alpha(t), t), b_{0}$ and $b_{1}$ are like in $\S 2$ and $\omega$ is used generically to denote linear operators satisfying $\|\omega(r(\varepsilon, t))\|=O(r(\varepsilon, t))$. As in Vasileva and Butuzov (1973) we introduce a partition of the interval $[0,1]$ into three parts $\left[0, t_{0}\right],\left[t_{0}, t_{1}\right]$ and [ $t_{1}, 1$ ], where

$$
t_{0}=-\frac{2}{\kappa} \varepsilon \ln \varepsilon, \quad t_{1}=1+\frac{2}{\kappa} \varepsilon \ln \varepsilon,
$$

and $\kappa$ is taken from the estimate (2.13). We define

$$
\tau_{0}=\frac{t_{0}}{\varepsilon}, \quad \sigma_{1}=\frac{1-t_{1}}{\varepsilon}
$$

With (2.13) we obtain

$$
\left\|L_{0} y(\tau)\right\|=O\left(\varepsilon^{2}\right), \quad \tau \geqq \tau_{0}, \quad\left\|R_{0} y(\sigma)\right\|=O\left(\varepsilon^{2}\right), \quad \sigma \geqq \sigma_{1}
$$

Introducing the independent variables $\tau$ and $\sigma$ on the short intervals $\left[0, t_{0}\right]$ and $\left[t_{1}, 1\right]$, we obtain a problem equivalent to (4.7),

$$
\begin{equation*}
\frac{d \hat{y}_{1}}{d \tau}=f_{y}\left(\phi(0)+L_{0} y, 0,0\right) \hat{y}_{1}+\omega(\varepsilon \ln \varepsilon) \hat{y}_{1}+g(\varepsilon \tau), \quad 0 \leqq \tau \leqq \tau_{0} \tag{4.8a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d \hat{y}_{2}}{d \sigma}=-f_{y}\left(\phi(1)+R_{0} y, 1,0\right) \hat{y}_{2}+\omega(\varepsilon \ln \varepsilon) \hat{y}_{2}+g(1-\varepsilon \sigma), \quad 0 \leqq \sigma \leqq \sigma_{1} \tag{4.8b}
\end{equation*}
$$

(4.8c) $\left.\quad \varepsilon \hat{y}_{3}^{\prime}=f_{y}\left(\phi(t)+\varepsilon \bar{y}_{1}, t, \varepsilon\right) \hat{y}_{3}+\omega\left(\varepsilon^{2}\right) \hat{y}_{3}\right)+g(t), \quad t_{0} \leqq t \leqq t_{1}$,
(4.8d) $\quad b_{0} \hat{y}_{1}(0)+b_{1} \hat{y}_{2}(0)=\omega(\varepsilon)\left(\hat{y}_{1}(0), \hat{y}_{2}(0)+\beta\right.$,
$(4.8 \mathrm{e}) \quad \hat{y}_{1}\left(\tau_{0}\right)=\hat{y}_{3}\left(t_{0}\right), \quad \hat{y}_{2}\left(\sigma_{1}\right)=\hat{y}_{3}\left(t_{1}\right)$.
The transformation

$$
\hat{y}_{3}=E \xi, \quad \text { where } \xi=\binom{\xi_{ \pm}}{\xi_{0}}
$$

changes (4.8c) to

$$
\begin{equation*}
\varepsilon \xi^{\prime}=\left(E^{-1} f_{y}\left(\phi(t)+\varepsilon \bar{y}_{1}, t, \varepsilon\right) E-\varepsilon E^{-1} E^{\prime}\right) \xi+\omega\left(\varepsilon^{2}\right) \xi+E^{-1} g(t) . \tag{4.9}
\end{equation*}
$$

From

$$
f_{y}\left(\phi(t)+\varepsilon \bar{y}_{1}, t, \varepsilon\right)=\bar{f}_{y}+\varepsilon\left(\bar{f}_{y y}\left\langle\cdot, \bar{y}_{1}\right\rangle+\bar{f}_{y \varepsilon}\right)+\omega\left(\varepsilon^{2}\right) .
$$

It follows on using (2.19) and (2.1) that (4.9) can be written as

$$
\begin{align*}
\varepsilon \xi_{ \pm}^{\prime}= & \Lambda_{ \pm} \xi_{ \pm}+\omega(\varepsilon) \xi+E_{ \pm}^{-1} g(t)  \tag{4.10a}\\
\xi_{0}^{\prime}= & \left(H \bar{f}_{y y}\left\langle\phi_{\alpha} \cdot, \bar{y}_{1 p}\right\rangle+H \bar{f}_{y \varepsilon} \phi_{\alpha}-H \phi_{\alpha}^{\prime}\right) \xi_{0} \\
& +H\left[\bar{f}_{y y}\left\langle E_{ \pm} \cdot, \bar{y}_{1}\right\rangle+\bar{f}_{y \varepsilon} E_{ \pm}-E_{ \pm}^{\prime}\right] \xi_{ \pm}+\omega(\varepsilon) \xi+\frac{1}{\varepsilon} H g(t)
\end{align*}
$$

With the decoupling transformation

$$
\xi_{0}=\tilde{\xi}_{0}+\varepsilon H\left[\bar{f}_{y y}\left\langle E_{ \pm} \cdot, \bar{y}_{1}\right\rangle+\bar{f}_{y \varepsilon} E_{ \pm}-E_{ \pm}^{\prime}\right] \Lambda_{ \pm}^{-1} \xi_{ \pm}, \quad \tilde{\xi}=\binom{\xi_{ \pm}}{\tilde{\xi}_{0}}
$$

(4.10b) becomes

$$
\begin{equation*}
\tilde{\xi}_{0}^{\prime}=\left(H \bar{f}_{y y}\left\langle\phi_{\alpha} \cdot, \bar{y}_{1 p}\right\rangle+H \bar{f}_{y \varepsilon} \phi_{\alpha}-H \phi_{\alpha}^{\prime}\right) \tilde{\xi}_{0}+\omega(\varepsilon) \tilde{\xi}+\omega\left(\frac{1}{\varepsilon}\right) g(t) \tag{4.11}
\end{equation*}
$$

Introducing the transformation

$$
\begin{align*}
& \hat{y}_{1}=\mu+\phi_{\alpha}(0) \tilde{\xi}_{0}\left(t_{0}\right),  \tag{4.12}\\
& \hat{y}_{2}=\nu+\phi_{\alpha}(1) \tilde{\xi}_{0}\left(t_{1}\right),
\end{align*}
$$

up to $O(\varepsilon \ln \varepsilon)$ terms, (4.8) takes the form

$$
\begin{align*}
& \tilde{\xi}_{0}^{\prime}=\left[H_{\alpha}\left\langle\cdot, \bar{f}_{\varepsilon}-\phi_{t}\right\rangle+H\left(\bar{f}_{y \varepsilon}-\phi_{\alpha t}\right)\right] \tilde{\xi}_{0}+k_{1}(t), \quad t_{0} \leqq t \leqq t_{1},  \tag{4.13a}\\
& \frac{d \mu}{d \tau}=f_{y}\left(\phi(0)+L_{0} y, 0,0\right)\left(\mu+\phi_{\alpha}(0) \tilde{\xi}_{0}\left(t_{0}\right)\right)+k_{2}(\tau), \quad 0 \leqq \tau \leqq \tau_{0},  \tag{4.13b}\\
& \frac{d \nu}{d \sigma}=-f_{y}\left(\phi(1)+R_{0} y, 1,0\right)\left(\nu+\phi_{\alpha}(1) \tilde{\xi}_{0}\left(t_{1}\right)\right)+k_{3}(\sigma), \quad 0 \leqq \sigma \leqq \sigma_{1}, \tag{4.13c}
\end{align*}
$$

$$
\begin{equation*}
b_{0}\left(\mu(0)+\phi_{\alpha}(0) \tilde{\xi}_{0}\left(t_{0}\right)\right)+b_{1}\left(\nu(0)+\phi_{\alpha}(1) \tilde{\xi}_{0}\left(t_{1}\right)\right)=\beta_{1}, \tag{4.13d}
\end{equation*}
$$

$$
\begin{equation*}
\varepsilon \xi_{ \pm}^{\prime}=\Lambda_{ \pm} \xi_{ \pm}+k_{4}(t), \quad t_{0} \leqq t \leqq t_{1} \tag{4.14a}
\end{equation*}
$$

$$
\begin{align*}
& \mu\left(\tau_{0}\right)+\phi_{\alpha}(0) \tilde{\xi}_{0}\left(t_{0}\right)=E\left(t_{0}\right) \tilde{\xi}\left(t_{0}\right)+\beta_{2}, \nu\left(\sigma_{1}\right)+\phi_{\alpha}(1) \tilde{\xi}_{0}\left(t_{1}\right)  \tag{4.14b}\\
& \quad=E\left(t_{1}\right) \tilde{\xi}\left(t_{1}\right)+\beta_{3} .
\end{align*}
$$

where we now employ arbitrary inhomogeneities $k_{i}$ and $\beta_{j}$. The equality of the coefficient matrices in (4.11) and (4.13a) has been proven in $\S 2$. Thus, the homogeneous equations (4.13) correspond to (2.14), and the solvability of (2.14), (2.15) will now be employed to conclude unique solvability of (4.13), (4.14). The general solutions of the
differential equations in (4.13), (4.14) have the form

$$
\begin{align*}
& \mu(\tau)=M(\tau) \eta+P(\tau) \tilde{\xi}_{0}\left(t_{0}\right)+\mu_{p}(\tau), \\
& \nu(\sigma)=N(\sigma) \delta+Q(\sigma) \tilde{\xi}_{0}\left(t_{1}\right)+\nu_{p}(\sigma),  \tag{4.15}\\
& \xi_{ \pm}(t)=G_{ \pm}(t) \gamma_{ \pm}+\xi_{ \pm p}(t), \\
& \tilde{\xi}_{0}(t)=G_{0}(t) \gamma_{0}+\tilde{\xi}_{0 p}(t) .
\end{align*}
$$

From Theorem 3.5 we obtain for $M(\tau)$ and $N(\sigma)$,

$$
\left\|M(\tau)-E(0)\left(\begin{array}{lll}
\exp \left(\Lambda_{-}(0) \tau\right) & &  \tag{4.16a}\\
& \exp \left(\Lambda_{+}(0)\left(\tau-\tau_{0}\right)\right) & \\
&
\end{array}\right)\right\|=O\left(e^{-\kappa \tau}\right)
$$

(4.16b) \|N( $\boldsymbol{r})-E(1)\left(\begin{array}{lll}\exp \left(-\Lambda_{-}(1)\left(\sigma-\sigma_{1}\right)\right) & & \\ & \exp \left(-\Lambda_{+}(1) \sigma\right) & \\ & \end{array}\right) \|=O\left(e^{-\kappa \sigma}\right)$,
and it follows from the proof of Theorem 3.4 that

$$
\begin{aligned}
& \left\|\mu_{p}\right\|_{\left[0, \tau_{0}\right]} \leqq \operatorname{const} \tau_{0}\left\|k_{2}\right\|_{\left[0, \tau_{0}\right]}=\operatorname{const} \ln \frac{1}{\varepsilon}\left\|k_{2}\right\|_{\left[0, \tau_{0}\right]}, \\
& \left\|\nu_{p}\right\|_{\left[0, \sigma_{1}\right]} \leqq \operatorname{const} \sigma_{1}\left\|k_{3}\right\|_{\left[0, \sigma_{1}\right]}=\operatorname{const} \ln \frac{1}{\varepsilon}\left\|k_{3}\right\|_{\left[0, \sigma_{i}\right]}
\end{aligned}
$$

Due to (2.1), $f_{y}\left(\phi(0)+L_{0} y, 0,0\right) \phi_{\alpha}(0)$ and $f_{y}\left(\phi(1)+R_{0} y, 1,0\right) \phi_{\alpha}(1)$ decay exponentially. Lemma 3.2 therefore implies

$$
\begin{equation*}
\|P(\tau)\|=O\left(e^{-\kappa \tau}\right), \quad\|Q(\sigma)\|=O\left(e^{-\kappa \sigma}\right) \tag{4.17}
\end{equation*}
$$

Standard results yield

$$
G_{ \pm}(t)=\left(\begin{array}{cc}
\exp \left(\Lambda_{-}\left(t_{0}\right) \frac{t-t_{0}}{\varepsilon}\right) & \exp \left(\Lambda_{+}\left(t_{1}\right) \frac{t-t_{1}}{\varepsilon}\right)
\end{array}\right)+O(\varepsilon),
$$

and

$$
\left\|\tilde{\xi}_{o_{p}}\right\|_{\left[t_{0}, t_{1}\right]} \leqq \operatorname{const}\left\|k_{1}\right\|_{\left[t_{0}, t_{1}\right]} .
$$

Substituting the representation (4.15) into the boundary conditions (4.13d) and (4.14b), we obtain

$$
\begin{aligned}
& b_{0}\left[M(0) \eta+P(0) G_{0}\left(t_{0}\right) \gamma_{0}+\phi_{\alpha}(0) G_{0}\left(t_{0}\right) \gamma_{0}\right] \\
& \quad+b_{1}\left[N(0) \delta+Q(0) G_{0}\left(t_{1}\right) \gamma_{0}+\phi_{\alpha}(1) G_{0}\left(t_{1}\right) \gamma_{0}\right]=\bar{\beta}_{1}, \\
& M\left(\tau_{0}\right) \eta+P\left(\tau_{0}\right) G_{0}\left(t_{0}\right) \gamma_{0}+\phi_{\alpha}(0) G_{0}\left(t_{0}\right) \gamma_{0}-E_{ \pm}\left(t_{0}\right) G_{ \pm}\left(t_{0}\right) \gamma_{ \pm}-\phi_{\alpha}\left(t_{0}\right) G_{0}\left(t_{0}\right) \gamma_{0}=\bar{\beta}_{2}, \\
& N\left(\sigma_{1}\right) \delta+Q\left(\sigma_{1}\right) G_{0}\left(t_{1}\right) \gamma_{0}+\phi_{\alpha}(1) G_{0}\left(t_{1}\right) \gamma_{0}-E_{ \pm}\left(t_{1}\right) G_{ \pm}\left(t_{1}\right) \gamma_{ \pm}-\phi_{\alpha}\left(t_{1}\right) G_{0}\left(t_{1}\right) \gamma_{0}=\bar{\beta}_{3},
\end{aligned}
$$

where the $\bar{\beta}_{j}$ contain the contributions of the $\beta_{j}$ and the particular solutions. Denoting the coefficient matrix of this linear system by $C(\varepsilon)$, the estimates (4.16)-(4.18) imply that $C(\varepsilon)=C(0)+\omega(\varepsilon \ln \varepsilon)$, where

$$
C(0)=\left[\begin{array}{c:c:c:c}
b_{0} M(0) & b_{1} N(0) & 0 & S  \tag{4.19}\\
0 E_{+}(0) E_{0}(0) & 0 & -E_{-}(0) & 0 \\
0 & E_{-}(1) 0 E_{0}(1) & 0 & -E_{+}(1) \\
0
\end{array}\right]
$$

and

$$
S=b_{0}\left[P(0)+\phi_{\alpha}(0)\right] G_{0}(0)+b_{1}\left[Q(0)+\phi_{\alpha}(1)\right] G_{0}(1)
$$

Here the ordering of the unknowns is $\boldsymbol{\eta}, \delta, \gamma_{ \pm}, \gamma_{0}$, with the partitions $\boldsymbol{\eta}^{T}=\left(\eta_{-}^{T}, \eta_{+}^{T}, \boldsymbol{\eta}_{0}^{T}\right)$, $\delta^{T}=\left(\delta_{-}^{T}, \delta_{+}^{T}, \delta_{0}^{T}\right), \gamma_{ \pm}^{T}=\left(\gamma_{-}^{T}, \gamma_{+}^{T}\right)$. Permutation of the columns in (4.19), corresponding to the ordering $\eta, \delta_{+}, \gamma_{0},-\gamma_{-}, \eta_{+}, \eta_{0}, \delta_{-},-\gamma_{+}, \delta_{0}$ yields the matrix

$$
\left(\begin{array}{ccc}
\bar{C} & X_{1} & X_{2}  \tag{4.20}\\
0 & E(0) & 0 \\
0 & 0 & E(1)
\end{array}\right)
$$

where $\bar{C}, X_{1}, X_{2}$ are square matrices. It follows on employing Theorem 3.3 that the unique solvability of (2.14), (2.15) is equivalent to $C$ being nonsingular, which implies that the matrix (4.20) is nonsingular. Thus, $C(\varepsilon)$ is nonsingular as well and has a bounded inverse for $\varepsilon$ small enough. This and the estimates on the particular solutions imply that (4.13), (4.14) is uniquely solvable for small $\varepsilon$ and that

$$
\begin{aligned}
\|\tilde{\xi}\|_{\left[t_{0}, t_{1}\right]}, & \|\mu\|_{\left[0, \tau_{0}\right]},\|\nu\|_{\left[0, \sigma_{1}\right]} \\
& \leqq \operatorname{const}\left(\sum_{i=1}^{3}\left\|\beta_{i}\right\|+\left\|k_{1}\right\|_{\left[t_{0}, t_{1}\right]}+\left\|k_{4}\right\|_{\left[t_{0}, t_{1}\right]}+\ln \frac{1}{\varepsilon}\left(\left\|k_{2}\right\|_{\left[0, \tau_{0}\right]}+\left\|k_{3}\right\|_{\left[0, \sigma_{1}\right]}\right)\right) .
\end{aligned}
$$

This allows the application of a contraction mapping argument to obtain unique solvability of (4.8), which is equivalent to (4.6). We thus have unique solvability of (4.6) for $\varepsilon$ small enough, with the estimate

$$
\|\hat{y}\|_{[0,1]} \leqq \operatorname{const}\left(\|\beta\|+\varepsilon^{-1}\|g\|_{[0,1]}\right) .
$$

The differential equation in (4.6) can be used to obtain an estimate on $\varepsilon\left\|\hat{y}^{\prime}\right\|_{[0,1]}$ which finally yields

$$
\|\hat{y}\|_{*} \leqq \operatorname{const}\left(\|\beta\|+\varepsilon^{-1}\|g\|_{[0,1]}\right) \leqq \operatorname{const}^{-1}\|(\beta, g)\|_{* *} .
$$

This establishes (4.5) and completes the proof of the theorem.
5. Example. We consider the fundamental semiconductor device equations for the case of a symmetric $p-n$ junction with piecewise constant doping. The singular perturbation approach for this problem was originated by Vasileva, Kardosysoev and Stelmakh (1976). We assume that recombination-generation effects are negligible and that the total current is kept at a prescribed value $J$. For the scaling which leads to the formulation as a singular perturbation problem, see also Markowich et al. (1982). The
governing equations are

$$
\begin{align*}
& \varepsilon \psi^{\prime}=E, \\
& \varepsilon E^{\prime}=n-p-1, \\
& \varepsilon n^{\prime}=n E+\frac{\varepsilon J}{2},  \tag{5.1}\\
& \varepsilon p^{\prime}=-p E-\frac{\varepsilon J}{2} .
\end{align*}
$$

$$
\begin{aligned}
& \psi(0)=0, \\
& n(0)=p(0), \\
& p(1)=\frac{1}{2}\left(-1+\sqrt{1+4 \delta^{4}}\right)=p_{1}, \\
& n(1)=p_{1}+1 .
\end{aligned}
$$

The variables $\psi, E, n$ and $p$ are scaled and proportional to the potential, the electric field, the electron density and the hole density in the device. $\varepsilon$ and $\delta$ result from the scaling. $\varepsilon$ is equal to the Debye length, and is small when the doping is large. Thus (5.1) is singularly perturbed in this situation.

In Vasileva and Stelmakh (1977) and Vasileva and Butuzov (1978) (5.1), (5.2) is considered with $\delta=0$. Smith (1980) treats the case of a symmetric $p-n$ junction where the doping and the given electron and hole current densities are not constant. In all these papers results are proven which are more or less equivalent to the one we will obtain below by an application of the general result Theorem 4.1.

The reduced equations

$$
\begin{equation*}
0=\bar{E}, \quad 0=\bar{n}-\bar{p}-1, \quad 0=\bar{n} \bar{E}, \quad 0=-\bar{p} \bar{E} \tag{5.3}
\end{equation*}
$$

have the solution

$$
\begin{equation*}
\bar{\psi}=\alpha_{1}, \quad \bar{E}=0, \quad \bar{n}=\alpha_{2}+1, \quad \bar{p}=\alpha_{2} . \tag{5.4}
\end{equation*}
$$

The Jacobian of the right-hand side of (5.1) at the solution of (5.3) is

$$
\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & -1 \\
0 & \alpha_{2}+1 & 0 & 0 \\
0 & -\alpha_{2} & 0 & 0
\end{array}\right)
$$

with the eigenvalues $\lambda_{1,2}=0$ and $\lambda_{3,4}= \pm \sqrt{2 \alpha_{2}+1}$. Obviously, the matrix has rank 2 . Thus hypothesis H 1 is fulfilled with the assumption $\alpha_{2} \geqq 0$ which is natural because $\bar{p}=\alpha_{2}$ denotes a density. As in chapter 2 we find differential equations for $\alpha_{1}$ and $\alpha_{2}$ :
a) $\quad \alpha_{1}^{\prime}=-\frac{J}{2 \alpha_{2}+1}$,
b)

$$
\begin{equation*}
\alpha_{2}^{\prime}=-\frac{J}{2\left(2 \alpha_{2}+1\right)} . \tag{5.5}
\end{equation*}
$$

The equations for the left layer terms are
a)

$$
\frac{d L \psi}{d \tau}=L E,
$$

b)

$$
\begin{equation*}
\frac{d L E}{d \tau}=L n-L p \tag{5.6}
\end{equation*}
$$

c)

$$
\frac{d L n}{d \tau}=\left(\alpha_{2}(0)+1+L n\right) L E
$$

d)

$$
\frac{d L p}{d \tau}=-\left(\alpha_{2}(0)+L p\right) L E
$$

The zeroth order right layer terms disappear. This is due to the fact that the last condition in (5.2) is consistent with (5.3), and will be proved by showing that there is a unique solution of (5.5), (5.6) satisfying the boundary conditions
a) $\quad \alpha_{1}(0)+L \psi(0)=0$,
b) $\quad \operatorname{Ln}(0)+1=L p(0)$,
c) $\quad \alpha_{2}(1)=p_{1}$,
d) $\quad L \psi(\infty)=L E(\infty)=L p(\infty)=\operatorname{Ln}(\infty)=0$.

Introducing $L \psi$ as a new independent variable in (5.6c), (5.6d) and solving the resulting linear equations yields with (5.7d)

$$
\begin{align*}
& L n=\left(\alpha_{2}(0)+1\right)\left(e^{L \psi}-1\right)  \tag{5.8}\\
& L p=\alpha_{2}(0)\left(e^{-L \psi}-1\right)
\end{align*}
$$

Now we substitute (5.8) in (5.6b) and solve this equation again with $L \psi$ as independent variable. We obtain

$$
\begin{equation*}
L E=-\sqrt{2}\left[\left(\alpha_{2}(0)+1\right) e^{L \psi}+\alpha_{2}(0) e^{-L \psi}-L \psi-2 \alpha_{2}(0)-1\right]^{1 / 2} \operatorname{sgn} L \psi \tag{5.9}
\end{equation*}
$$

where the sign of $L E$ is determined by the condition that the remaining equation for $L \psi$ has to have decaying solutions. (5.8), (5.9) represent the stable manifold of (5.6). Using (5.8) in (5.7b-c) gives

$$
\begin{align*}
& \left(\alpha_{2}(0)+1\right) e^{-\alpha_{1}(0)}=\alpha_{2}(0) e^{\alpha_{1}(0)},  \tag{5.10}\\
& \alpha_{2}(1)=p_{1}
\end{align*}
$$

The solution of (5.5), (5.10) is

$$
\begin{align*}
& \alpha_{1}(t)=\sqrt{1+4 \delta^{4}+2 J(1-t)}-\sqrt{1+4 \delta^{4}+2 J}+\ln \frac{1+\sqrt{1+4 \delta^{4}+2 J}}{\sqrt{4 \delta^{4}+2 J}},  \tag{5.11}\\
& \alpha_{2}(t)=\frac{1}{2}\left(-1+\sqrt{1+4 \delta^{4}+2 J(1-t)}\right) .
\end{align*}
$$

(5.7a) and (5.11) yield an initial value for $L \psi$ :

$$
L \psi(0)=-\ln \frac{1+\sqrt{1+4 \delta^{4}+2 J}}{\sqrt{4 \delta^{4}+2 J}}
$$

The proof of the isolatedness of this solution, i.e. the invertibility of the linearization of (5.5)-(5.7), is now outlined. We denote the linearization of the equation $(a, b)$ by $(a, b)_{1}$ and proceed as follows: The terminal value problem (5.5b) ${ }_{1}$, $(5.7 \mathrm{c})_{1}$ has a unique solution. The equations ( $5.6 \mathrm{c}, \mathrm{d})_{1}$ can be integrated similarly to $(5.6 \mathrm{c}, \mathrm{d})$, and jointly with $(5.7 \mathrm{a}, \mathrm{b})_{1}$ lead to an initial condition for $(5.5 \mathrm{a})_{1}$. It remains to determine a decaying solution of $(5.6 \mathrm{a}, \mathrm{b})_{1}$ with an initial value defined by $(5.7 \mathrm{a})_{1}$. Writing (5.6a, b) ${ }_{1}$ as a scalar second order equation, we can use the results of Fife (1974) on such problems to conclude existence and uniqueness of the desired solution.

Thus Hypothesis H 2 has been verified and the validity of the formal approximation follows from Theorem 4.1.

## Appendix: Proofs of the Results in $\S 3$.

Proof of Theorem 3.1. The general solution of (3.2a) is

$$
y(t)=Y(t) \eta+y_{p}(t)
$$

where $Y(t)=E e^{\Lambda t}$ and

$$
y_{p}(t)=H^{\delta} g(t)=E\left(\begin{array}{l}
\int_{\delta}^{t} e^{\Lambda_{-}(t-s)} E_{-}^{-1} g(s) d s \\
\int_{\infty}^{t} e^{\Lambda_{+}(t-s)} E_{+}^{-1} g(s) d s \\
\int_{\infty}^{t} E_{0}^{-1} g(s) d s
\end{array}\right) \quad \text { with } \delta \geqq 0
$$

Lemma A.1. $H^{\delta} g(\infty)=0$ holds for $g(t)$ satisfying (3.3). Proof.
a) $\left\|\int_{\delta}^{t} e^{\Lambda_{-}(t-s)} E_{-}^{-1} g(s)\right\| \leqq$ const $\int_{\delta}^{t} e^{-\kappa(t-s)}\|g(s)\| d s$

$$
\begin{aligned}
& =\operatorname{const}\left(\int_{\delta}^{(t+\delta) / 2}+\int_{(t+\delta) / 2}^{t}\right) e^{-\kappa(t-s)}\|g(s)\| d s \\
& \leqq \operatorname{const}\left(\left(e^{-\kappa(t-\delta) / 2}-e^{-\kappa(t-\delta)}\right)\|g\|_{[\delta,(t+\delta) / 2]}+\|g\|_{[(t+\delta) / 2, t]}\right) \\
& \rightarrow 0 \text { for } t \rightarrow \infty
\end{aligned}
$$

b) $\left\|\int_{\infty}^{t} e^{\Lambda_{+}(t-s)} E_{+}^{-1} g(s) d s\right\| \leqq$ const $\|g\|_{[t, \infty]} \int_{t}^{\infty} e^{\kappa(t-s)} d s$

$$
\leqq \text { const }\|g\|_{[t, \infty]} \rightarrow 0 \text { for } t \rightarrow \infty
$$

c) $\left\|\int_{\infty}^{t} E_{0}^{-1} g(s) d s\right\| \leqq$ const $\int_{\infty}^{t} s^{-1-\nu} d s=$ const $t^{-\nu} \rightarrow 0$ for $t \rightarrow \infty$.

In $Y(t)$ the components corresponding to zero eigenvalues and eigenvalues with positive real parts do not satisfy (3.2b). Therefore, the general solution of (3.2a),(3.2b) is

$$
\begin{equation*}
y(t)=E_{-} e^{\Lambda_{-} t} \eta_{-}+H^{\delta} g(t) . \tag{A.1}
\end{equation*}
$$

Substituting (A.1) into (3.2c) shows the validity of Theorem 3.1.
Proof of Lemma 3.1. The proof is similar to that of Lemma A. 1 and therefore omitted.

Proof of Theorem 3.2. The general solution of (3.6a) reads

$$
\begin{align*}
& x_{T}(t)=X_{T}(t) \eta+H_{T}^{\delta} g(t),  \tag{A.2}\\
& X_{T}(t)=E\left(\begin{array}{lll}
e^{\Lambda_{-} t} & & \\
& e^{\Lambda_{+}(t-T)} & \\
& & I
\end{array}\right)
\end{align*}
$$

and

$$
H_{T}^{\delta} g(t)=E\left(\begin{array}{l}
\int_{\delta}^{t} e^{\Lambda_{-}(t-s)} E_{-}^{-1} g(s) d s \\
\int_{T}^{t} e^{\Lambda_{+}(t-s)} E_{+}^{-1} g(s) d s \\
\int_{T}^{t} E_{0}^{-1} g(s) d s
\end{array}\right)
$$

Similarly to the proof of Lemma A. 1 we derive the estimate

$$
\begin{equation*}
\left\|H_{T}^{\delta} g\right\|_{[0, T]} \leqq \text { const }\|g\|_{[0, T]} \text { for all } g \in C[0, T] \tag{A.3}
\end{equation*}
$$

Applying the boundary conditions (3.6b), (3.6c) to (A.2) yields

$$
\begin{aligned}
& B X_{T}(0) \eta+B H_{T}^{\delta} g(0)=\beta, \\
& \binom{E_{+}^{-1}}{E_{0}^{-1}} X_{T}(T) \eta+\binom{E_{+}^{-1}}{E_{0}^{-1}} H_{T}^{\delta} g(T)=\gamma .
\end{aligned}
$$

The coefficient matrix in these equations for $\eta$ is

$$
\left(\begin{array}{ccc}
B E_{-} & B E_{+} e^{-\Lambda_{+} T} & B E_{0} \\
0 & I_{n_{+}} & 0 \\
0 & 0 & I_{n_{0}}
\end{array}\right)
$$

Obviously, this matrix is regular since $B E_{-}$is regular, and has a bounded inverse for all $T>0$. This fact together with (A.3) yields unique solvability and the estimate (3.7).

Proof of Theorem 3.3. For solutions of (3.1a), (3.1b)

$$
y(t)=E_{-} e^{\Lambda_{-} t} \eta_{-}+H^{\delta} F y(t)+H^{\delta} g(t)
$$

must hold, which can be written as

$$
\begin{equation*}
\left(I-H^{\delta} F\right) y(t)=E_{-} e^{\Lambda_{-} t} \eta_{-}+H^{\delta} g(t), \tag{A.4}
\end{equation*}
$$

where $I-H^{\delta} F$ is considered as an operator from the space $A_{\delta}=\{f \in C[\delta, \infty] \mid f(\infty)=0\}$ to itself.

Lemma A.2. $\left\|H^{\delta} F f(t)\right\| \leqq$ const $e^{-\kappa t}\|f\|_{[\delta, \infty]}, t \geqq \delta$, holds for all $f \in A_{\delta}$ (with the constants independent of $\delta$ ).

Proof. The proof is similar to that of Lemma A. 1 and is therefore omitted.
It follows from Lemma A. 2 that

$$
\left\|H^{\delta} F\right\|_{[\delta, \infty]} \leqq \text { const } e^{-\kappa \delta} .
$$

Hence

$$
\begin{equation*}
\left\|H^{\delta_{1}} F\right\|_{\left[\delta_{1}, \infty\right]} \leqq \frac{1}{2} \tag{A.5}
\end{equation*}
$$

for some $\delta_{1}$ big enough. Thus, the operator $I-H^{\delta_{1}} F$ on $A_{\delta_{1}}$ is invertible and (A.4) yields

$$
\begin{equation*}
y(t)=\Phi_{-}(t) \eta+\tilde{H} g(t), t \geqq \delta_{1}, \tag{A.6}
\end{equation*}
$$

where $\Phi_{-}(t)=\left(I-H^{\delta_{1}} F\right)^{-1} E_{-} e^{\Lambda_{-} t}$ and $\tilde{H} g(t)=\left(I-H^{\delta_{1}} F\right)^{-1} H^{\delta_{1}} g(t)$. As solutions of (3.1a) $\Phi_{-}$and $\tilde{H} g$ can be extended to [ $0, \infty$ ). Applying the boundary conditions (3.1c) to (A.6) confirms the results of Theorem 3.3.

Proof of Lemma 3.2. The result immediately follows from Lemma 3.1, if we can prove

Lemma A.3. $\left\|\left(\left(I-H^{\delta_{1}} F\right)^{-1}-I\right) f(t)\right\| \leqq$ const $e^{-\kappa t}$ holds for all $f \in A_{\delta_{1}}$.
Proof. We use the identity $\left(I-H^{\delta_{1}} F\right)^{-1}=\sum_{i=0}^{\infty}\left(H^{\delta_{1}} F\right)^{i}$. It follows from Lemma A. 2 and from (A.5) that

$$
\left\|\left(H^{\delta_{1}} F\right)^{i} f(t)\right\| \leqq \text { const } e^{-\kappa t} 2^{1-i}\|f\|_{\left[\delta_{1}, \infty\right]} \text { for } i \geqq 1
$$

Thus

$$
\left\|\left(\left(I-H^{\delta_{1}} F\right)^{-1}-I\right) f(t)\right\| \leqq \sum_{i=1}^{\infty} \text { const } e^{-\kappa t} 2^{1-i}\|f\|_{\left[\delta_{1}, \infty\right]}=\text { const } e^{-\kappa t} .
$$

Proof of Theorem 3.4. Solutions of (3.9a) satsify

$$
x_{T}(t)=X_{T}(t) \eta+H_{T}^{\delta} F x_{T}(t)+H_{T}^{\delta} g(t)
$$

which implies

$$
\left(I-H_{T}^{\delta} F\right) x_{T}(t)=X_{T}(t) \eta+H_{T}^{\delta} g(t)
$$

where we consider $I-H_{T}^{\delta} F$ as an operator from $C[\delta, T]$ to itself. An analogous result to Lemma A. 2 is

Lemma A.4. For $f \in C[\delta, T]$ the estimate

$$
\left\|H_{T}^{\delta} F f(t)\right\| \leqq \text { const } e^{-\kappa t}\|f\|_{[\delta, T]}, \quad t \geqq \delta
$$

holds (with the constants independent of $\delta$ and $T$ ).
Proof. Again the proof is similar to that of Lemma A. 1 and is therefore omitted. Lemma A. 4 yields

$$
\left\|H_{T}^{\delta_{2}} F\right\|_{\left[\delta_{2}, T\right]} \leqq \frac{1}{2}
$$

for $\delta_{2}$ big enough and all $T \geqq \delta_{2}$. Thus, $\left(I-H_{T}^{\delta_{2}} F\right)$ is invertible and we have

$$
\begin{equation*}
x_{T}(t)=\psi_{T}(t) \eta+\tilde{H}_{T} g(t), \quad \delta_{2} \leqq t \leqq T \tag{A.7}
\end{equation*}
$$

where $\psi_{T}(t)=\left(I-H_{T}^{\delta_{2}} F\right)^{-1} X_{T}(t)$ and $\tilde{H}_{T} g(t)=\left(I-H_{T}^{\delta_{2}} F\right)^{-1} H_{T}^{\delta_{2}} g(t)$. $\psi_{T}$ and $\tilde{H}_{T} g$ are defined on $[0, T]$ by continuation. An argument as in the proof of Lemma A. 3 yields the estimate

$$
\begin{equation*}
\left\|\psi_{T}(t)-X_{T}(t)\right\| \leqq \text { const } e^{-\kappa t} . \tag{A.8}
\end{equation*}
$$

Let $\psi_{T}^{-}$be defined by $\psi_{T}^{-}(t)=\left(I-H_{T}^{\delta_{2}} F\right)^{-1} E_{-} e^{\Lambda \pm t}$ for $t \in\left[\delta_{2}, T\right]$, and by continuation for $t \in\left[0, \delta_{2}\right]$. We will now prove that

$$
\begin{equation*}
\lim _{T \rightarrow \infty}\left\|\psi_{T}-\Phi_{-}\right\|_{[0, T]}=0 \tag{A.9}
\end{equation*}
$$

We define $Z=\psi_{T}^{-}-\Phi_{-}$and substitute $\bar{\delta}=\max \left\{\delta_{1}, \delta_{2}\right\}$ for $\delta$ in the definitions of $H^{\delta}$ and $H_{T}^{\delta}$. The definitions of $\psi_{T}^{-}$and $\Phi_{-}$imply that $Z$ is defined on $[0, \bar{\delta}]$ by continuation as a solution of $Z^{\prime}=A(t) Z$. Thus, it suffices to show that

$$
\begin{equation*}
\lim _{T \rightarrow \infty}\|Z\|_{[\bar{\delta}, T]}=0 \tag{A.10}
\end{equation*}
$$

The definitions of $\psi_{T}^{-}$and $\Phi_{-}$on $[\bar{\delta}, T]$ yield

$$
Z=H_{T}^{\bar{\delta}} F \psi_{T}^{-}-H^{\bar{\delta}} F \Phi_{-}=H_{T}^{\bar{\delta}} F Z+H_{T}^{\bar{\delta}} F \phi_{-}-H^{\bar{\delta}} F \phi_{-}
$$

Thus

$$
Z=\left(I-H_{T}^{\bar{\delta}} F\right)^{-1}\left(H_{T}^{\bar{\delta}} F \Phi_{-}-H^{\bar{\delta}} F \Phi_{-}\right)
$$

This implies (A.10), since obviously

$$
\lim _{T \rightarrow \infty}\left\|H_{T}^{\bar{\delta}} F \Phi_{-}-H^{\bar{\delta}} F \Phi_{-}\right\|_{[\bar{\delta}, T]}=0
$$

Now we apply the boundary conditions (3.9b), (3.9c) to (A.7) and obtain equations for $\eta$ with the coefficient matrix

$$
C(T)=\left(\begin{array}{l}
B \psi_{T}(0) \\
E_{+}^{-1} \psi_{T}(T) \\
E_{0}^{-1} \psi_{T}(T)
\end{array}\right)
$$

The relations (A.8) and (A.9) imply that

$$
\lim _{T \rightarrow \infty} C(T)=\left(\begin{array}{cc}
B \Phi_{-}(0) & D  \tag{A.11}\\
0 & I_{n_{+}+n_{0}}
\end{array}\right)
$$

where $D$ is some rectangular matrix. The matrix $B \Phi_{-}(0)$ is regular which implies regularity of $C(T)$ and boundedness of $\left\|C^{-1}(T)\right\|$ for $T$ big enough. An argument similar to the proof of Lemma A. 3 and (A.3) yields the estimate

$$
\left\|\tilde{H}_{T} g\right\|_{[0, T]} \leqq \operatorname{const} T\|g\|_{[0, T]}
$$

This completes the proof of Theorem 3.4.
Proof of Theorem 3.5. It follows from the proof of Theorem 3.4 that $\psi_{T}(t)$ in (A.7) is a fundamental solution of (3.9a). The inequality (3.10) has been shown during the proof of Theorem 3.4.
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# SECOND ORDER NONLINEAR SINGULAR PERTURBATION PROBLEMS WITH BOUNDARY CONDITIONS OF MIXED TYPE* 
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#### Abstract

We study nonlinear turning point problems that admit boundary and/or interior layers at positions that are not determined a priori. Our study differs from previous investigations in that for positive "viscosity" first order derivative terms are allowed in the boundary operator. Under certain conditions, shown in a sense to be sharp, we characterize the viscous limit of such problems and prove that they are identical to those limit solutions obtained from the pure Dirichlet problem.


AMS(MOS) subject classifications. Primary 34E20, 34B15, 34A40
Key words. singular perturbations, turning points, bifurcation, viscosity method, mixed boundary conditions

1. Introduction. In this paper we study boundary value problems of the form:

$$
\begin{gather*}
T_{\varepsilon} u \equiv-\varepsilon u^{\prime \prime}+f(u)^{\prime}+b(x, u)=0, \quad 0 \leqq x \leqq 1,  \tag{1.1a}\\
R_{\varepsilon} u \equiv\binom{u(0)-\alpha \varepsilon u^{\prime}(0)}{u(1)+\beta \varepsilon u^{\prime}(1)}=\binom{\gamma_{0}}{\gamma_{1}}, \tag{1.1b}
\end{gather*}
$$

where $\varepsilon>0$ is destined to vanish. For simplicity we assume that $f \in C^{2}(\mathbb{R})$ and $b \in$ $C^{1}([0,1] \times \mathbb{R})$ though weaker smoothness assumptions would be sufficient for most of our results. Throughout we define ${ }^{\prime}=d / d x$ and $f(u)^{\prime}=a(u) u^{\prime}$. We also allow $a(u)$ to vanish at arbitrarily many $u$ values, i.e. turning points. If (1.1b) is of Dirichlet type, that is $\alpha=\beta=0$, and if

$$
\begin{equation*}
b_{u}(x, u) \geqq \mu>0 \quad \text { for all }(x, u) \in[0,1] \times \mathbb{R} \tag{1.2}
\end{equation*}
$$

then the following basic problem has been solved: For $\varepsilon>0$, (1.1) has a unique solution $u_{\varepsilon}$ and for $\varepsilon$ tending to zero, these functions $u_{\varepsilon}$ tend boundedly a.e. to a limit function $u$. The limit function $u$ has bounded variation and is characterized by a variational inequality. See [12], [13]; also see [1] for time dependent problems in many space dimensions and see [6], [9] for a treatment of examples.

When $\alpha$ and $\beta$ are nonzero, the study of the limit behavior of solutions to (1.1) becomes more involved. The difficulty is essentially due to the fact that $u_{\varepsilon}^{\prime}$ may be of order $1 / \varepsilon$ at either boundary; thus the influence of the additional terms in (1.1b) cannot be neglected as $\varepsilon$ tends to zero. We shall consider (1.1) under condition (1.2) and also assume that

$$
\begin{equation*}
\alpha \geqq 0, \quad \beta \geqq 0 . \tag{1.3a}
\end{equation*}
$$

[^49]The main results of this paper are now summarized:
(i) Suppose that $\alpha$ and $\beta$ satisfy (1.3a) as well as

$$
\begin{equation*}
-1 / \beta \leqq a(u) \leqq 1 / \alpha \tag{1.3b}
\end{equation*}
$$

for all $u$ in an a priori interval $[m, M$ ]. The interval $[m, M$ ] is determined by the maximum principle developed in $\S 2$. Then, (1.1) has a unique solution, $u_{\varepsilon}$, for all $\varepsilon>0$ and $u_{\varepsilon}$ tends boundedly a.e. to a limit solution of bounded variation. Furthermore, this limit $u$ is independent of $\alpha$ and $\beta$ and is in fact the same function (a.e.) as the one coming from the Dirichlet problem (i.e. the limit of solutions to (1.1) with $\alpha=\beta=0$ ).
(ii) If (1.3b) is relaxed, that is if either $\max a(u)>1 / \alpha$ or $\min a(u)<-1 / \beta$, then (1.1) may have multiple solutions even when $\varepsilon>0$. Two solutions of (1.1) are presented in $\S 3$ via a bifurcation argument.

The final paragraphs of this section are devoted to a heuristic argument demonstrating the necessity of (1.3b) for uniqueness. First consider the following specific example:

$$
\begin{equation*}
-\varepsilon u^{\prime \prime}+\left(\frac{1}{2} u^{2}\right)^{\prime}+u=0, \quad u(0)-\alpha \varepsilon u^{\prime}(0)=2, \quad u(1)=-2 . \tag{1.4}
\end{equation*}
$$

Note that the functions

$$
u_{0}(x)=-x+\text { const } .
$$

are outer solutions, i.e. they solve the reduced differential equation. (The singular outer solutions $u \equiv 0$ does not play a role in our argument.) There are (at least) two candidates of global outer solutions, namely the discontinuous function

$$
\bar{u}_{0}(x)= \begin{cases}-x+2, & 0 \leqq x<\frac{1}{2},  \tag{1.5}\\ -x-1, & \frac{1}{2}<x \leqq 1\end{cases}
$$

and the continuous function $\hat{u}_{0}(x)=-x-1,0<x \leqq 1 . \bar{u}_{0}$ satisfies the boundary conditions up to order $\varepsilon$. In the stretched variable $s=\left(x-x_{0}\right) / \varepsilon$ one obtains the inner differential equation

$$
\begin{equation*}
-U^{\prime \prime}+\left(\frac{1}{2} U^{2}\right)^{\prime}=0, \quad \prime=\frac{d}{d s} \tag{1.6}
\end{equation*}
$$

when neglecting terms of order $\varepsilon$. In order to match the inner solution with an outer solution $u_{0}$ at an interior discontinuity, say at $x_{0}$, we require that

$$
\begin{equation*}
\bar{U}(-\infty)=u_{0}\left(x_{0}-0\right), \quad \bar{U}(+\infty)=u_{0}\left(x_{0}+0\right) \tag{1.7}
\end{equation*}
$$

and when $u_{0}$ violates the boundary condition at $x=0$ by $0(1)$, we require that

$$
U(0)-\alpha U^{\prime}(0)=\gamma_{0}, \quad U(+\infty)=u_{0}(0)
$$

Integration of (1.6) yields

$$
U^{\prime}(s)=\frac{1}{2}\left(U^{2}(s)-c_{0}^{2}\right)
$$

Hence with $c_{0}=\frac{3}{2}$ the matching condition (1.7) is fulfilled for the specific outer solution $\bar{u}_{0}$ given in (1.5) which satisfies the boundary conditions up to order $\varepsilon$. Therefore $\bar{u}_{0}$ is a candidate limit solution for all values of $\alpha$. (It follows from the results proved below that $\bar{u}_{0}$ is the only limit solution for $0 \leqq \alpha \leqq \frac{1}{2}$.) When can we fulfill the matching condition at $x=0$ with $\hat{u}_{0}(x)=-x-1$ ? The condition $U(+\infty)=\hat{u}_{0}(0)$ yields

$$
U^{\prime}(s)=\frac{1}{2}\left(U^{2}(s)-1\right)
$$

Therefore, if $\alpha$ is a value for which the equation

$$
U(0)-\frac{\alpha}{2}\left(U^{2}(0)-1\right)=2
$$

has a solution $U(0)$ in $(-1,1)$, the matching condition can be satisfied. Thus for large values of $\alpha$ other candidates of limit solutions are obtained.

If we generalize the considerations of this specific example slightly, we see that limit solutions different from the Dirichlet limit can possibly occur if $\alpha$ or $\beta$ are so large that the functions

$$
U \rightarrow U-\alpha f(u) \quad \text { or } U \rightarrow U+\beta f(U)
$$

are not monotonically increasing in the range of $U$-values of interest. But condition (1.3b) exactly requires monotonicity of the above functions.

As we would like to mention, David Brown, California Institute of Technology, found multiple solutions numerically of the type presented here while this paper was written. He used his code described in [10]. We also like to mention that Howes [5] has considered singularly perturbed problems with non-Dirichlet boundary conditions (1.1b) using the method of upper and lower solutions. His assumptions do not allow for turning points, however.
2. Existence and uniqueness for positive $\varepsilon$. In this section we show the problem (1.1) has a solution given that (1.2) and (1.3a) are satisfied. In addition, we show that this solution is unique given (1.3b). We begin with the maximum principle.

Lemma 2.1. Assume (1.2) and (1.3a), and let $u_{\varepsilon}$ denote a solution of (1.1). Then

$$
\begin{equation*}
m \leqq u_{\varepsilon}(x) \leqq M \tag{2.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& m=\min \left(\gamma_{0}, \gamma_{1}, \min \{c(x): 0 \leqq x \leqq 1\}\right) \\
& M=\max \left(\gamma_{0}, \gamma_{1}, \max \{c(x): 0 \leqq x \leqq 1\}\right)
\end{aligned}
$$

Above, $c(x)$ is determined by $b(x, c(x))=0$. The function $c(x)$ is bounded since $b(x, 0)$ is bounded and $b_{u}(x, u) \geqq \mu>0$.

Proof. Let $d=\max \left\{u_{\varepsilon}(x): 0 \leqq x \leqq 1\right\}$, and let $y \in[0,1]$ be such that $u_{\varepsilon}(y)=d$. If $y=0$ we have $u_{\varepsilon}^{\prime}(0) \leqq 0$ and (1.1b) implies that $u_{\varepsilon}(0) \leqq \gamma_{0}$. If $0<y<1$, the differential equation (1.1a) shows that $b\left(y, u_{\varepsilon}(y)\right) \leqq 0=b(y, c(y))$. Thus using (1.2), we have $d=$ $u_{\varepsilon}(y) \leqq c(y)$. The other estimates follow in a similar manner.

Existence of a solution of (1.1) follows directly from a generalization of the classical Nagumo theorem (see [7], [14]) which has been observed in [4]. Obviously we can apply [4, Thm. 1] using the constant upper and lower functions identically to $M$ and $m$, respectively, and obtain:

Lemma 2.2. Under the conditions (1.2) and (1.3a), the differential equation (1.1a) with boundary conditions (1.1b) has a solution $u_{\varepsilon}(x)$ for any $\varepsilon>0$ satisfying the estimate (2.1).

As remarked earlier, conditions (1.2) and (1.3a) are not sufficient to guarantee uniqueness of solutions to (1.1). However, if (1.3b) is also imposed, a solution of (1.1) is unique. We use $L^{1}$ techniques to show this. The $L^{1}$ techniques used below motivate the characterization of the limit solution presented in §4. Another uniqueness proof is given in an appendix. The second proof, which uses adjoints and an inverse monotonicity
argument, yields additional information; in particular, it shows that solutions $u_{\varepsilon}$ constitute a smooth branch w.r.t. $\varepsilon$. This justifies continuation techniques with $\varepsilon$ as a parameter in numerical computations.

Theorem 2.3. Suppose conditions (1.2), (1.3a) and (1.3b) are satisfied. Then the problem (1.1) has a unique solution for any $\varepsilon>0$. (When $\alpha=0$ or $\beta=0$ the corresponding estimate in condition (1.3b) is considered satisfied.)

Proof. The method of proof is standard. Define the sign function $\operatorname{sgn}(s)$ by

$$
\operatorname{sgn}(s)= \begin{cases}-1 & s<0 \\ 0, & s=0 \\ 1, & s>0\end{cases}
$$

and denote by $\operatorname{sgn}_{\delta}(s), \delta>0$, a smooth nondecreasing function with $\operatorname{sgn}_{\delta}(s)=\operatorname{sgn}(s)$ when $|s| \geqq \delta$ and $s=0$, and $(d / d s) \operatorname{sgn}_{\delta}(s) \leqq 2 / \delta$ when $|s| \leqq \delta$. For fixed $\varepsilon>0$ suppose $u$ and $v$ are two solutions of (1.1) and define $w=u-v$. Applying integration by parts to

$$
\int_{0}^{1} \operatorname{sgn}_{\delta}(w)\left(T_{\varepsilon} u-T_{\varepsilon} v\right) d x=0
$$

one obtains

$$
\begin{align*}
& \left.\operatorname{sgn}_{\delta}(w)\left(-\varepsilon w^{\prime}+f(u)-f(v)\right)\right|_{0} ^{1} \\
& \quad-\int_{0}^{1} \operatorname{sgn}_{\delta}(w)^{\prime}(f(u)-f(v)) d x  \tag{2.2}\\
& \quad+\int_{0}^{1} \operatorname{sgn}_{\delta}(w)(b(x, u)-b(x, v)) d x \leqq 0
\end{align*}
$$

Sending $\delta$ to zero and using Lebesgue's dominated convergence theorem, we find that the third term above approaches

$$
\int_{0}^{1}|b(x, u)-b(x, v)| d x
$$

The second term can be shown to approach zero using Lebesgue's theorem again. With the boundary conditions (1.1b) and condition (1.3b) we find that the first term above approaches a nonnegative value. Therefore, we have that any two solutions of (1.1) must satisfy

$$
\mu \int_{0}^{1}|u-v| d x \leqq \int_{0}^{1}|b(x, u)-b(x, v)| d x \leqq 0
$$

and are necessarily the same.
We later need $L^{1}$ continuity with respect to the boundary conditions:
Lemma 2.4. Suppose $u_{1}$ and $u_{2}$ are two solutions of (1.1a); $u_{1}$ (resp. $u_{2}$ ) satisfying the boundary conditions (1.1b) where $\alpha, \beta$ are replaced by $\alpha_{1}, \beta_{1}\left(\right.$ resp. $\left.\alpha_{2}, \beta_{2}\right)$. Further suppose that $\alpha_{1}>0, \beta_{1}>0$ satisfy (1.3b). We then have for $\alpha_{2}>0, \beta_{2}>0$

$$
\int_{0}^{1}\left|u_{1}-u_{2}\right| d x \leqq \text { const. }\left(\left|\frac{1}{\alpha_{1}}-\frac{1}{\alpha_{2}}\right|+\left|\frac{1}{\beta_{1}}-\frac{1}{\beta_{2}}\right|\right)
$$

where the constant above does not depend on $\varepsilon>0, \alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}$.

Proof. Sending $\delta$ to zero in (2.2) and using the boundary conditions, one obtains

$$
\begin{aligned}
& \operatorname{sgn}(w(1))\left\{\frac{u_{1}(1)-\gamma_{1}}{\beta_{1}}-\frac{u_{2}(1)-\gamma_{1}}{\beta_{2}}+f\left(u_{1}(1)\right)-f\left(u_{2}(1)\right)\right\} \\
& \quad-\operatorname{sgn}(w(0))\left\{\frac{\gamma_{0}-u_{1}(0)}{\alpha_{1}}-\frac{\gamma_{0}-u_{2}(0)}{\alpha_{2}}+f\left(u_{1}(0)\right)-f\left(u_{2}(0)\right)\right\}+\mu \int_{0}^{1}\left|u_{1}-u_{2}\right| d x \leqq 0
\end{aligned}
$$

with $w=u_{1}-u_{2}$. Now use monotonicity of the functions

$$
u \rightarrow \frac{u}{\beta_{1}}+f(u), \quad U \rightarrow \frac{u}{\alpha_{1}}-f(u)
$$

in the a priori domain to obtain the result.
3. Rigorous proof of nonuniqueness for (1.3b) violated. If (1.3b) is violated, we show that bifurcation can-and under special assumptions will-occur for problems where (1.2), (1.3a) holds. We actually construct a problem with a nonsingular $u_{\varepsilon}(x)$ at which sufficient conditions for bifurcation are satisfied. First note that a necessary condition for bifurcation at $u_{\varepsilon}(x)$ is the following: The linear problem

$$
\begin{align*}
& \left(T_{\varepsilon}^{\prime} u_{\varepsilon}\right) v \equiv-\varepsilon v^{\prime \prime}-\left(a\left(u_{\varepsilon}(x)\right) v\right)^{\prime}+b_{u}\left(x, u_{\varepsilon}(x)\right) v=0,  \tag{3.1}\\
& R_{\varepsilon} v=0
\end{align*}
$$

has a nontrivial solution $v$. The following lemma is crucial:
Lemma 3.1. Given $\alpha>0, \beta \geqq 0$ and $p_{0}>1 / \alpha$. There is $\varepsilon_{0}>0$ and a smooth function $p(x)$ with $-1 / \beta \leqq p(x) \leqq p_{0}$ such that the eigenvalue problem

$$
\begin{equation*}
L_{\varepsilon} v \equiv-\varepsilon v^{\prime \prime}+(p(x) v)^{\prime}=\sigma v, \quad R_{\varepsilon} v=0 \tag{3.2}
\end{equation*}
$$

has a smallest eigenvalue $\sigma_{1}=\sigma_{1}(\varepsilon)$ which is less than 0 for $0<\varepsilon \leqq \varepsilon_{0}$.
Proof. (i) First assume that $p(x)$ in (3.2) is an arbitrary $C^{1}$-function. As is well-known, multiplication of the equation $L_{\varepsilon} v=\sigma v$ by

$$
\exp \left(-\frac{1}{\varepsilon} \int_{0}^{x} p(s) d s\right)
$$

transforms the eigenvalue problem (3.2) into a symmetric problem to which the classical Sturm-Liouville theory applies. Thus all eigenvalues of (3.2) are real, and there is a smallest eigenvalue $\sigma_{1}$. To decide upon the sign of $\sigma_{1}$, it suffices to study the homogeneous equation $L_{\varepsilon} v=0$, which has the general solution

$$
v(x)=c_{1} \phi_{1}(x)+c_{2} \phi_{2}(x)
$$

with

$$
\begin{aligned}
& \phi_{1}(x)=\exp (r(x) / \varepsilon), \quad r(x)=\int_{0}^{x} p(s) d s \\
& \phi_{2}(x)=\phi_{1}(x) \int_{0}^{x} \exp (-r(y) / \varepsilon) d y
\end{aligned}
$$

If we take $c_{1}=1, c_{2}=(1 / \varepsilon)(1 / \alpha-p(0))$ we obtain the function

$$
\begin{equation*}
\bar{v}(x)=\phi_{1}(x)\left\{1+\frac{1}{\varepsilon}\left(\frac{1}{\alpha}-p(0)\right) \int_{0}^{x} \exp (-r(y) / \varepsilon) d y\right\} \tag{3.3}
\end{equation*}
$$

which satisfies $L_{\varepsilon} \bar{v}=0, R_{\varepsilon}^{(0)} \bar{v}=0, \bar{v}(0)>0$. Here $R_{\varepsilon}^{(0)}$ denotes the first component of the boundary operator $R_{\varepsilon}$. With $R_{\varepsilon}^{(1)}$ we will denote the second component.
(ii) We claim now that the smallest eigenvalue $\sigma_{1}$ of (3.2) is negative if $\bar{v}(1)<0$. To show this, assume that $\bar{v}(1)<0$ and first assume $\sigma_{1}>0$. If $\sigma_{1}>0$ then the pair $\left(L_{\varepsilon}, R_{\varepsilon}\right)$ must be inverse monotone, i.e. for any $w \in C^{2}[0,1]$ the implication

$$
\begin{equation*}
L_{\varepsilon} w \geqq 0, R_{\varepsilon}^{(0)} w \geqq 0, R_{\varepsilon}^{(1)} w \geqq 0 \Rightarrow w \geqq 0 \tag{3.4}
\end{equation*}
$$

holds. (See e.g. [15, Chap. 1, Thm. 17].) But since $L_{\varepsilon} \bar{v}=0, R_{\varepsilon}^{(0)} \bar{v}=0$ we find that $v \geqq 0$ if $R_{\varepsilon}^{(1)} v \geqq 0$ and $\bar{v} \leqq 0$ if $R_{\varepsilon}^{(1)} v \leqq 0$, a contradiction to $\bar{v}(0) \bar{v}(1)<0$. We also arrive at a contradiction if $\bar{v}(1)<0, \sigma_{1}=0$. If $\sigma_{1}=0$, then $\bar{v}$ is an eigenfunction to $\sigma_{1}$, but the eigenfunction to the smallest eigenvalue is known to be of one sign. (See e.g. [15, Chap. 1, Thm. 16].)
(iii) To conclude the proof of the lemma, note that we allow for $1 / \alpha-p(0)<0$ in (3.3). Thus for appropriate $p(x)$ we obtain $\bar{v}(1)<0$ for $0<\varepsilon \leqq \varepsilon_{0}$ (e.g., take a function $p(x)$ with $\left.p(0)=p_{0},-1 / \beta \leqq p(x) \leqq p_{0}, \int_{0}^{1} \mathrm{p}(\mathrm{x}) \mathrm{dx}<0\right)$.

Assume now $\alpha>0, \beta \geqq 0, p_{0}>1 / \alpha$ are given and $p(x)$ and $\varepsilon_{0}>0$ are determined according to Lemma 3.1. We fix $\varepsilon \in\left(0, \varepsilon_{0}\right]$; thus the eigenvalue problem (3.2) has a smallest eigenvalue $\sigma_{1}<0$. Now take

$$
f(u)=\frac{u^{2}}{2}, \quad a(u)=u
$$

and set $u_{\varepsilon}(x):=p(x)$,

$$
\begin{aligned}
& B(x):=-\varepsilon u_{\varepsilon}^{\prime \prime}(x)+f\left(u_{\varepsilon}(x)\right)^{\prime}-\sigma_{1} u_{\varepsilon}(x), \\
& b(x, u):=-\sigma_{1} u-B(x), \\
& \gamma:=R_{\varepsilon} u_{\varepsilon} .
\end{aligned}
$$

By construction the problem

$$
\begin{aligned}
& T_{\varepsilon} \equiv-\varepsilon u^{\prime \prime}+f(u)^{\prime}+b(x, u)=0, \\
& R_{\varepsilon} u=\gamma
\end{aligned}
$$

has $p(x)=u_{\varepsilon}(x)$ as a solution, and the linearization at $u_{\varepsilon}(x)$ is

$$
\left(T_{\varepsilon}^{\prime} u_{\varepsilon}\right) v=-\varepsilon v^{\prime \prime}-\left(a\left(u_{\varepsilon}(x)\right) v\right)^{\prime}-\sigma_{1} v=-\varepsilon v^{\prime \prime}+(p(x) v)^{\prime}-\sigma_{1} v .
$$

Thus by construction the eigenvalue problem

$$
\begin{equation*}
\left(T_{\varepsilon}^{\prime} u_{\varepsilon}\right) v=\sigma v, \quad R_{\varepsilon} v=0 \tag{3.5}
\end{equation*}
$$

has $\sigma=0$ as smallest eigenvalue. Therefore $u_{\varepsilon}$ is a potential bifurcation point if we introduce a parameter $\lambda$ in the boundary value problem. To make this precise, we use the following theorem from bifurcation theory (see e.g. [16] and see [2], [8] for earlier versions).

Theorem 3.2. Let $X, Y$ be real Banach spaces and let

$$
A: \mathbb{R} \times X \rightarrow Y
$$

denote a twice continuously differentiable operator. Assume $\bar{z}=(\bar{\lambda}, \bar{u}) \in \mathbb{R} \times X$ is a point with $A(\bar{z})=0$ at which the following conditions hold:
(i) $\operatorname{ker}\left(A^{\prime}(\bar{z})\right)=\operatorname{span}\{\eta, \xi\}$ with linear independent $\eta, \xi \in \mathbb{R} \times X$.
(ii) There is a continuous linear functional $\psi: Y \rightarrow \mathbb{R}$ with $\operatorname{range}\left(A^{\prime}(\bar{z})\right)=\operatorname{ker}(\psi)$.
(iii) For the numbers

$$
\bar{a}=\psi\left(A^{\prime \prime}(\bar{z}) \eta \cdot \eta\right), \quad \bar{b}=\psi\left(A^{\prime \prime}(\bar{z}) \eta \cdot \xi\right), \quad \bar{c}=\psi\left(A^{\prime \prime}(\bar{z}) \xi \cdot \xi\right)
$$

the hyperbolicity condition $\bar{a} \bar{c}<\bar{b}^{2}$ holds.
Then the solution set of

$$
A(z)=0
$$

in a neighborhood of $\bar{z}=(\bar{\lambda}, \bar{u})$ consists of exactly two branches which intersect in $\bar{z}$. Especially, given any $\delta>0$ there is $\lambda$ with

$$
|\lambda-\bar{\lambda}|<\delta
$$

for which the equation

$$
A(\lambda, \cdot)=0
$$

has at least two solutions.
We now claim
Lemma 3.3. The abstract Theorem 3.2 can be applied if we take $X=C^{2}[0,1]$, $Y=C[0,1] \times \mathbb{R}^{2}$,

$$
A(\lambda, u)=\left(T_{\varepsilon} u+\lambda\left(u-u_{\varepsilon}\right), R_{\varepsilon} u-\gamma\right)
$$

and $(\bar{\lambda}, \bar{u})=\left(0, u_{\varepsilon}\right)$, where $T_{\varepsilon}, R_{\varepsilon}, u_{\varepsilon}, \gamma$ are constructed as above. Especially, for any $\delta>0$ there is $\lambda$ with $|\lambda|<\delta$ such that the boundary value problem

$$
-\varepsilon u^{\prime \prime}+\left(\frac{u^{2}}{2}\right)^{\prime}+b(x, u)+\lambda\left(u-u_{\varepsilon}\right)=0, \quad R_{\varepsilon} u=\gamma
$$

has at least two solutions.
Proof. To check conditions (i), (ii), (iii) of Theorem 3.2 first note:

$$
\begin{aligned}
& A_{\lambda}(\lambda, u) \alpha=\left(\alpha\left(u-u_{\varepsilon}\right), 0\right) \\
& A_{u}(\lambda, u) v=\left(\left(T_{\varepsilon}^{\prime} u\right) v+\lambda v, R_{\varepsilon} v\right) \\
& A_{\lambda \lambda}(\lambda, u) \equiv 0 \\
& A_{\lambda u}(\lambda, u) \alpha \cdot v=A_{u \lambda}(\lambda, u) v \cdot \alpha=(\alpha v, 0), \\
& A_{u u}(\lambda, u) v \cdot w=\left(\left(T_{\varepsilon}^{\prime \prime} u\right) v \cdot w, 0\right)
\end{aligned}
$$

for $\lambda, \alpha \in \mathbb{R}, u, v, w \in C^{2}[0,1]$. By $r(x)$ and $l(x)$ we denote right and left eigenfunctions of (3.5) to $\sigma=0$, i.e.

$$
\begin{array}{ll}
\left(T_{\varepsilon}^{\prime} u_{\varepsilon}\right) r=0, & R_{\varepsilon} r=0 \\
\left(T_{\varepsilon}^{\prime} u_{\varepsilon}\right)^{*} l=0, & R_{\varepsilon}^{*} l=0
\end{array}
$$

One can assume

$$
r(x)>0, \quad l(x)>0 \quad \text { for } 0<x<1
$$

since by construction $\sigma=0$ is the smallest eigenvalue of (3.3).

Determination of $\operatorname{ker} A^{\prime}\left(0, u_{\varepsilon}\right)=N$ : Since $A^{\prime}\left(0, u_{\varepsilon}\right)(\alpha, v)=\left(\left(T_{\varepsilon}^{\prime} u_{\varepsilon}\right) v, R_{\varepsilon} v\right)$ it follows that

$$
\eta=(0, r), \quad \xi=(1,0)
$$

constitute a basis of $N$.
Determination of range $\left(A^{\prime}\left(0, u_{\varepsilon}\right)\right):=R$ : Let $(c, \beta) \in C \times \mathbb{R}^{2}$. If $(c, \beta) \in R$ there is $v \in C^{2}$ with

$$
\left(T_{\varepsilon}^{\prime} u_{\varepsilon}\right) v=c, \quad R_{\varepsilon} v=\beta .
$$

Now choose for $\beta \in \mathbb{R}^{2}$ a function $w_{\beta}(x) \in C^{2}$ with

$$
R_{e} w_{\beta}=\beta
$$

such that $\beta \rightarrow w_{\beta}$ is linear. Then

$$
R_{\varepsilon}\left(v-w_{\beta}\right)=0
$$

and therefore

$$
\begin{aligned}
0 & =\int_{0}^{1}\left\{\left(T_{\varepsilon}^{\prime} u_{\varepsilon}\right)^{*} l\right\}\left(v-w_{\beta}\right) d x \\
& =\int_{0}^{1} l\left\{\left(T_{\varepsilon}^{\prime} u_{\varepsilon}\right)\left(v-w_{\beta}\right)\right\} d x=\int_{0}^{1}\left\{l c-l\left(T_{\varepsilon}^{\prime} u_{\varepsilon}\right) w_{\beta}\right\} d x:=\psi(c, \beta) .
\end{aligned}
$$

With the linear functional $\psi: Y \rightarrow \mathbb{R}$ defined by the last equation we have shown $R \subset \operatorname{ker} \psi$. But since $\operatorname{dim} N=2$ it follows from Fredholm index theory that $\operatorname{codim} R=1$, and thus $R=\operatorname{ker} \psi$. The hyperbolicity condition: In general holds

$$
\begin{aligned}
A^{\prime \prime}(\lambda, u)\left(\alpha_{1}, v_{1}\right) \cdot\left(\alpha_{2}, v_{2}\right)= & A_{\lambda \lambda}(\lambda, u) \alpha_{1} \cdot \alpha_{2}+A_{\lambda u}(\lambda, u) \alpha_{1} \cdot v_{2} \\
& +A_{u \lambda}(\lambda, u) v_{1} \cdot \alpha_{2}+A_{u u}(\lambda, u) v_{1} \cdot v_{2}
\end{aligned}
$$

This specializes to

$$
\begin{aligned}
& \bar{B}:=A^{\prime \prime}\left(0, u_{\varepsilon}\right)(0, r) \cdot(1,0)=A_{u \lambda}\left(0, u_{\varepsilon}\right) r \cdot 1=(r, 0), \\
& \bar{C}:=A^{\prime \prime}\left(0, u_{\varepsilon}\right)(1,0) \cdot(1,0)=0 .
\end{aligned}
$$

Therefore

$$
\bar{b}=\psi(\bar{B})=\int_{0}^{1} l(x) r(x) d x>0
$$

and $\bar{c}=\psi(\bar{C})=0$, and thus $\bar{a} \bar{c}<\bar{b}^{2}$.
Remark. Our construction shows that the condition (1.3b) which guarantees uniqueness in Theorem 2.3, cannot be relaxed, in general. Note that $p_{0}>1 / \alpha$ was arbitrary, and a similar construction can be made if $-1 / \beta \leqq a(u)$ is relaxed.
4. The characterization of $\lim _{\varepsilon} u_{\boldsymbol{e}}$. The question of convergence of $u_{\varepsilon}$ as $\varepsilon$ tends to zero is addressed in this section. We show below, given the conditions (1.2), (1.3a) and (1.3b), that as $\varepsilon$ tends to zero the solutions to (1.1) converge in $L^{1}$ to a limit function. This limit function is characterized by a well-known integral inequality, the so-called entropy inequality as developed by Kruzkov [11], in the study of scalar conservation laws. As will be seen, the Kruzkov theory plays a key role in our analysis. We begin with a simple estimate.

Lemma 4.1. Given (1.2) and (1.3a), we have that any solution of (1.1) must satisfy

$$
\int_{0}^{1}\left|\frac{d u_{\varepsilon}}{d x}\right| d x \leqq \text { const. }
$$

where the constant above does not depend on $\varepsilon>0$.
Proof. Differentiating (1.1a) and following the notation of Theorem 2.3, we find that

$$
0=\int_{0}^{1} \operatorname{sgn}_{\delta}\left(u_{\varepsilon}^{\prime}\right) \cdot\left(-\varepsilon u_{\varepsilon}^{\prime \prime \prime}+f\left(u_{\varepsilon}\right)^{\prime \prime}+b\left(x, u_{\varepsilon}\right)^{\prime}\right) d x
$$

Integrating by parts and using the differential equation (1.1a) in the boundary terms obtained from the integration by parts, we have

$$
\begin{aligned}
0= & -\left.\operatorname{sgn}_{\delta}\left(u_{\varepsilon}^{\prime}\right) b\left(x, u_{\varepsilon}\right)\right|_{0} ^{1}+\int_{0}^{1}\left(\frac{d}{d x} \operatorname{sgn}_{\delta}\left(u_{\varepsilon}^{\prime}\right)\right) \cdot\left(\varepsilon u_{\varepsilon}^{\prime \prime}-f\left(u_{\varepsilon}\right)^{\prime}\right) d x \\
& +\int_{0}^{1} \operatorname{sgn}_{\delta}\left(u_{\varepsilon}^{\prime}\right) \cdot\left(b_{x}\left(x, u_{\varepsilon}\right)+b_{u}\left(x, u_{\varepsilon}\right) u_{\varepsilon}^{\prime}\right) d x .
\end{aligned}
$$

As in Theorem 2.3, sending $\delta$ to zero gives us that

$$
\int_{0}^{1} b_{u}\left(x, u_{\varepsilon}\right)\left|u_{\varepsilon}^{\prime}\right| d x \leqq\left|b\left(1, u_{\varepsilon}(1)\right)\right|+\left|b\left(0, u_{\varepsilon}(0)\right)\right|+\int_{0}^{1}\left|b_{x}\left(x, u_{\varepsilon}\right)\right| d x
$$

from which hypothesis (1.2) and the maximum principle, Lemma 2.1, make the final result obvious.

The importance of the estimate obtained above is the following. As is well-known, any sequence of functions having uniformly bounded variation is sequentially compact in the $L^{1}$ topology; see e.g. [3, Chap. IV, 8.20]. Lemma 4.1 tells us that $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has variation which is bounded uniformly for $\varepsilon>0$. We therefore have a function, say $u$, along with a sequence $\varepsilon$ tending to zero, such that $u_{\varepsilon} \rightarrow u$ in $L^{1}$. What remains to be shown is that $u$ is the unique limit point of $u_{\varepsilon}$ with $\varepsilon$ tending to zero.

For the moment, we shall assume a strict version of condition (1.3b). We assume that $\alpha$ and $\beta$ in the boundary conditions (1.1b) satisfy

$$
\begin{equation*}
-1 / \beta<a(u)<1 / \alpha \tag{4.1}
\end{equation*}
$$

for all $u$ in the a priori domain [ $m, M$ ]. It will be seen by virtue of the continuity estimate, Lemma 2.4, that (4.1) is an adequate assumption to prove the main result stated in the introduction. This point is discussed further in the proof of Theorem 4.6.

With condition (4.1) in place over (1.3b), we now have a lemma concerning the behavior of $u_{\varepsilon}$ at $x=0$ and at $x=1$.

Lemma 4.2. Given (1.2), (1.3a) and (4.1), and assume that $u_{\varepsilon}$ tends in $L^{1}$ to a function $u$ of bounded variation for some sequence $\varepsilon_{n}$ tending to zero. We then have, for the same sequence $\varepsilon_{n}$, that
(i) $\lim u_{\varepsilon}(0)$ and $\lim u_{\varepsilon}(1)$ exist, and
(ii)

$$
\begin{aligned}
& \lim \varepsilon u_{\varepsilon}^{\prime}(0)=\lim f\left(u_{\varepsilon}(0)\right)-f(\gamma u(0)), \\
& \lim \varepsilon u_{\varepsilon}^{\prime}(1)=\lim f\left(u_{\varepsilon}(1)\right)-f(\gamma u(1)) .
\end{aligned}
$$

$\gamma u(0)$ and $\gamma u(1)$ denote the boundary traces of the BV function $u$.

Proof. To prove (i) at $x=1$ we may assume that $\beta>0$ in (1.1b); otherwise there is nothing to prove. Define $\rho$ to be a smooth nondecreasing function with $\rho(0)=0$ and $\rho(1)=1$. Multiplying (1.1a) with $\rho$ and integrating by parts, we find that

$$
\begin{equation*}
\varepsilon u_{\varepsilon}^{\prime}(1)-f\left(u_{\varepsilon}(1)\right)=\int_{0}^{1}\left(\rho^{\prime}\left(\varepsilon u_{\varepsilon}^{\prime}-f\left(u_{\varepsilon}\right)\right)+\rho b\left(x, u_{\varepsilon}\right)\right) d x . \tag{4.2}
\end{equation*}
$$

(1.1b) gives us that $\varepsilon u_{\varepsilon}^{\prime}(1)=\left(\gamma_{1}-u_{\varepsilon}(1)\right) / \beta$. Therefore, (4.2) may be written as

$$
u_{\varepsilon}(1)+\beta f\left(u_{\varepsilon}(1)\right)=\gamma_{1}-\beta \int_{0}^{1}\left(\rho^{\prime}\left(\varepsilon u_{\varepsilon}^{\prime}-f\left(u_{\varepsilon}\right)\right)+\rho b\left(x, u_{\varepsilon}\right)\right) d x .
$$

Condition (4.1) implies that the left-hand side of this identity is a strictly increasing function. The right-hand side has a limit by virtue of the hypotheses of the lemma. So we have $\lim u_{\varepsilon}(1)$ exists and similarly $\lim u_{\varepsilon}(0)$ exists.

To prove (ii), we return to (4.2). Sending $\varepsilon$ to zero, we find that

$$
\lim \varepsilon u_{\varepsilon}^{\prime}(1)=\lim f\left(u_{\varepsilon}(1)\right)+\int_{0}^{1}\left(-\rho^{\prime} f(u)+\rho b(x, u)\right) d x
$$

where $u=\lim u_{\varepsilon}$ in $L^{1}$. Since $u$ has bounded variation, a simple exercise would show that

$$
\lim _{\delta \rightarrow 0} 1 / \delta \int_{1-\delta}^{1} f(u) d x=f\left(\lim _{x \uparrow 1} u(x)\right) \equiv f(\gamma u(1)) .
$$

Setting

$$
\rho(x)= \begin{cases}1+(x-1) / \delta, & 1-\delta \leqq x \leqq 1, \\ 0, & x \leqq 1-\delta,\end{cases}
$$

we have

$$
\begin{aligned}
\lim \varepsilon u_{\varepsilon}^{\prime}(1) & =\lim f\left(u_{\varepsilon}(1)\right)+\lim _{\delta \rightarrow 0}\left[-1 / \delta \int_{1-\delta}^{1} f(u) d x+O(\delta)\right] \\
& =\lim f\left(u_{\varepsilon}(1)\right)-f(\gamma u(1)),
\end{aligned}
$$

which completes the proof of the lemma.
Next we obtain an integral inequality that every limit function of $u_{\varepsilon}$, with $\varepsilon$ tending to zero, satisfies. This inequality is frequently referred to as an entropy inequality in the literature. A significant implication of the entropy inequality derived below is that only one BV function can satisfy it; see Proposition 4.5. This fact combined with the result of Lemma 4.1 implies that $u_{\varepsilon}$ converges to a limit $u$ independent of any particular sequence of $\varepsilon$-values tending to zero. The entropy inequality therefore characterizes the limit function of $u_{\varepsilon}$.

Lemma 4.3. Given (1.2), (1.3a) and (4.1), we have that any $L^{1}$ limit of $u_{e}$, say $u$, must satisfy

$$
\begin{gathered}
-\int_{0}^{1} \operatorname{sgn}(u-k)\left((f(u)-f(k)) \phi_{x}-b(x, u) \phi\right) d x \\
\leqq \operatorname{sgn}(u(1)-k)(f(k)-f(\gamma u(1))) \phi(1) \\
-\operatorname{sgn}(u(0)-k)(f(k)-f(\gamma u(0))) \phi(0)
\end{gathered}
$$

where $k$ is any real number and $\phi$ is any smooth nonnegative function. Above, $u(0)=$ $\lim u_{\varepsilon}(0), u(1)=\lim u_{\varepsilon}(1)$ and they are in general not equal to $\gamma u(0), \gamma u(1)$.

Proof. Multiply the identity

$$
-\varepsilon u_{\varepsilon}^{\prime \prime}+\left\{f\left(u_{\varepsilon}\right)-f(k)\right\}^{\prime}+b\left(x, u_{\varepsilon}\right)=0
$$

by $\operatorname{sgn}_{\delta}\left(u_{\varepsilon}-k\right) \phi$, integrate from zero to one using integration by parts, and send $\delta$ to zero. Then obtain

$$
\begin{aligned}
& -\int_{0}^{1} \operatorname{sgn}\left(u_{\varepsilon}-k\right)\left(\left(f\left(u_{\varepsilon}\right)-f(k)\right) \phi_{x}-b\left(x, u_{\varepsilon}\right) \phi\right) d x \\
& \quad \leqq-\left.\operatorname{sgn}\left(u_{\varepsilon}-k\right)\left(f\left(u_{\varepsilon}\right)-f(k)\right) \phi\right|_{0} ^{1}+\left.\operatorname{sgn}\left(u_{\varepsilon}-k\right) \varepsilon u_{\varepsilon}^{\prime} \phi\right|_{0} ^{1} \\
& \quad-\varepsilon \int_{0}^{1} \operatorname{sgn}\left(u_{\varepsilon}-k\right) u_{\varepsilon}^{\prime} \phi_{x} d x
\end{aligned}
$$

The last term on the right-hand side above goes to zero with $\varepsilon$. For $k$ different from $u(0)$ and $u(1)$, the second result of Lemma 4.2 inserted into the $\varepsilon u_{\varepsilon}^{\prime}$-term above would complete the proof. Taking limits with $k$ approaching $u(0)$ or $u(1)$ from above and below will establish the entropy inequality also in the exceptional cases; that is, those cases in which the discontinuity of the sign function must be taken into account.

The limit function $u$ coming from (1.1) with mixed boundary conditions also satisfies the entropy inequality satisfied by limit solutions of the pure Dirichlet problem (i.e. $u_{\varepsilon}(0)=\gamma_{0}$ and $u_{\varepsilon}(1)=\gamma_{1}$ ). This fact is fundamental in proving the main result of this section. With this in mind, we state:

Lemma 4.4. With the same assumptions of Lemma 4.3, we have that u satisfies

$$
\begin{align*}
& -\int_{0}^{1} \operatorname{sgn}(u-k)\left((f(u)-f(k)) \phi_{x}-b(x, u) \phi\right) d x  \tag{4.3}\\
& \quad \leqq \operatorname{sgn}\left(\gamma_{1}-k\right)(f(k)-f(\gamma u(1))) \phi(1)-\operatorname{sgn}\left(\gamma_{0}-k\right)(f(k)-f(\gamma u(0))) \phi(0)
\end{align*}
$$

for all real numbers $k$ and any smooth nonnegative $\phi$.
Proof. The proof of the lemma is immediate once that

$$
\begin{equation*}
\operatorname{sgn}(u(1)-k)(f(k)-f(\gamma u(1))) \leqq \operatorname{sgn}\left(\gamma_{1}-k\right)(f(k)-f(\gamma u(1))) \tag{4.4}
\end{equation*}
$$

and a similar inequality at 0 is shown. To prove (4.4), first note that (4.4) is nontrivial only if $\beta>0$ and $\gamma_{1} \leqq k \leqq u(1)$ or $u(1) \leqq k \leqq \gamma_{1}$. For definiteness let

$$
\begin{equation*}
\gamma_{1} \leqq k \leqq u(1) . \tag{4.5}
\end{equation*}
$$

Using (ii) from Lemma 4.2 and the boundary condition (1.1b), we have that

$$
u(1)+\beta f(u(1))=\gamma_{1}+\beta f(\gamma u(1)) .
$$

Since the function $v \rightarrow v+\beta f(v)$ increases, we find with (4.5) that

$$
\begin{aligned}
k+\beta f(k) & \leqq u(1)+\beta f(u(1)) \\
& =\gamma_{1}+\beta f(\gamma u(1)) \leqq k+\beta f(\gamma u(1))
\end{aligned}
$$

thus $f(k) \leqq f(\gamma u(1))$. This shows (4.4).
We next prove that only one $L^{1}$ limit function of $u_{\varepsilon}$ can satisfy the entropy inequality of Lemma 4.4. This result is not new; see [1], [12] for example; however, for completeness we shall sketch the proof.

Proposition 4.5. Suppose $u_{1}$ and $u_{2}$ are two $B V$ functions that satisfy the entropy inequality of Lemma 4.4. Further let $b_{u} \geqq 0$. Then

$$
\int_{0}^{1}\left|b\left(x, u_{1}\right)-b\left(x, u_{2}\right)\right| d x=0
$$

Proof. Take a nonnegative test function $\phi$ with $\phi(y)=\phi(-y)$ for all $y$. Let $u=u_{1}(x)$ and set $k=u_{2}\left(x^{\prime}\right)$ and $\phi=\phi\left(x-x^{\prime}\right)$ in (4.3). Integrate the result with respect to the variable $x^{\prime}$. Reversing the roles of $u_{1}$ and $u_{2}, x$ and $x^{\prime}$, and adding the two inequalities together yields

$$
\begin{align*}
\int_{0}^{1} \int_{0}^{1} \operatorname{sgn}\left(u_{1}(x)-u_{2}\right. & \left.\left(x^{\prime}\right)\right)\left\{b\left(x, u_{1}(x)\right)-b\left(x^{\prime}, u_{2}\left(x^{\prime}\right)\right)\right\} \phi\left(x-x^{\prime}\right) d x^{\prime} d x  \tag{4.6}\\
\leqq & \sum_{i=0,1} \eta_{i} \int_{0}^{1}\left(f\left(u_{2}\right)-f\left(\gamma u_{1}(i)\right)\right) \operatorname{sgn}\left(\gamma_{i}-u_{2}\right) \phi\left(i-x^{\prime}\right) d x^{\prime} \\
& +\sum_{i=0,1} \eta_{i} \int_{0}^{1}\left(f\left(u_{1}\right)-f\left(\gamma u_{2}(i)\right)\right) \operatorname{sgn}\left(\gamma_{i}-u_{1}\right) \phi(x-i) d x .
\end{align*}
$$

Here we used the notation $\eta_{i}=(-1)^{i+1}$. Now, letting $\phi(x)$ approach the delta function, we have that the above double integral tends to

$$
\int_{0}^{1}\left|b\left(x, u_{1}\right)-b\left(x, u_{2}\right)\right| d x
$$

The right-hand side of (4.6) can be treated as follows. Consider, e.g., the first term for $i=1$ and find

$$
\begin{aligned}
\int_{0}^{1}[ & \left.f\left(u_{2}\right)-f\left(\gamma u_{1}(1)\right)\right] \operatorname{sgn}\left(\gamma_{1}-u_{2}\right) \phi(1-x) d x \\
\leqq & \int_{0}^{1}\left[f\left(u_{2}\right)-f\left(\gamma_{1}\right)\right] \operatorname{sgn}\left(\gamma_{1}-u_{2}\right) \phi(1-x) d x \\
& +\int_{0}^{1}\left|f\left(\gamma_{1}\right)-f\left(\gamma u_{1}(1)\right)\right| \phi(1-x) d x .
\end{aligned}
$$

For $\phi(x) \rightarrow \delta(x)$ the right-hand side of this inequality approaches

$$
\frac{1}{2}\left[f\left(\gamma u_{2}(1)\right)-f\left(\gamma_{1}\right)\right] \operatorname{sgn}\left(\gamma_{1}-\gamma u_{2}(1)\right)+\frac{1}{2}\left|f\left(\gamma_{1}\right)-f\left(\gamma u_{1}(1)\right)\right| .
$$

The other terms on the right-hand side of (4.6) can be treated similarly and one finds the estimate

$$
\begin{aligned}
& \int_{0}^{1}\left|b\left(x, u_{1}\right)-b\left(x, u_{2}\right)\right| d x \\
& \qquad \begin{aligned}
\leqq \frac{1}{2} \sum_{i=0,1} \eta_{i}\{[ & \left.f\left(\gamma u_{2}(i)\right)-f\left(\gamma_{i}\right)\right] \operatorname{sgn}\left(\gamma_{i}-\gamma u_{2}(i)\right) \\
& +\left[f\left(\gamma u_{1}(i)\right)-f\left(\gamma_{i}\right)\right] \operatorname{sgn}\left(\gamma_{i}-\gamma u_{1}(i)\right) \\
& \left.+\eta_{i}\left|f\left(\gamma_{i}\right)-f\left(\gamma u_{2}(i)\right)\right|+\eta_{i}\left|f\left(\gamma_{i}\right)-f\left(\gamma u_{1}(i)\right)\right|\right\} .
\end{aligned}
\end{aligned}
$$

It thus remains to be shown for $u=u_{1}$ and $u=u_{2}$ :

$$
\eta_{i} \operatorname{sgn}\left(\gamma_{i}-\gamma u(i)\right)\left[f(\gamma u(i))-f\left(\gamma_{i}\right)\right] \leqq 0 .
$$

But this inequality follows from (4.3) if one takes there $k=\gamma_{i}$ and chooses $\phi$ as in the proof of Lemma 4.4.

We finally are ready to state and prove the main result of this section.
Theorem 4.6. Suppose $u_{\varepsilon}$ is a sequence of solutions to (1.1) with $\varepsilon$ tending to zero. Further suppose that the differential equation satisfies conditions (1.2), (1.3a) and (1.3b). Then, $u_{\varepsilon}$ tends boundedly a.e. to a limit function and this limit function is characterized by the entropy inequality (4.3). Furthermore, the limit function is independent of $\alpha$ and $\beta$ and is in fact the same a.e. as the limit function coming from the Dirichlet problem.

Proof. First, the combined results of this section prove the theorem in the case when the strict condition (4.1) is in place over (1.3b). That is, we have shown that every sequence of $u_{\varepsilon}, \varepsilon$ tending to zero, has a convergent subsequence to a unique limit function which is independent of $\alpha$ or $\beta$. What remains to be shown is that the theorem remains valid when (4.1) is weakened to (1.3b). To show this, we consider a second family of solutions, $u_{\delta, \varepsilon}$, to a modified problem:

$$
\begin{aligned}
& T_{\varepsilon} u_{\delta, \varepsilon}=0 \\
& u_{\delta, \varepsilon}(0)-\alpha(1-\delta) \varepsilon u_{\delta, \varepsilon}^{\prime}(0)=\gamma_{0} \\
& u_{\delta, \varepsilon}(1)+\beta(1-\delta) \varepsilon u_{\delta, \varepsilon}^{\prime}(1)=\gamma_{1}
\end{aligned}
$$

where we may assume that $\alpha>0$ and $\beta>0$. If the boundary conditions above satisfy (1.3b) with $\delta=0$, then they satisfy (4.1) with $0<\delta<1$. So we have

$$
\left\|u_{\varepsilon}-u\right\|_{1} \leqq\left\|u_{\varepsilon}-u_{\delta, \varepsilon}\right\|_{1}+\left\|u_{\delta, \varepsilon}-u\right\|_{1}
$$

where $u$ is the limit of solutions to the Dirichlet problem.
Now, let $\eta$ be an arbitrary positive number. The continuity estimate of Lemma 2.4 allows us to fix $\delta>0$ sufficiently small such that

$$
\left\|u_{\varepsilon}-u_{\delta, \varepsilon}\right\|_{1}<\eta / 2
$$

for all $\varepsilon>0$. Since $u_{\delta, \varepsilon}$ satisfies (4.1), we may choose $\varepsilon$ sufficiently small such that

$$
\left\|u_{\delta, \varepsilon}-u\right\|_{1}<\eta / 2
$$

thus completing the proof of the theorem.
5. Appendix: Alternate proof of uniqueness using inverse-monotonicity. Given the problem (1.1) with (1.2), (1.3a, b) is satisfied. The linearization of $T_{\varepsilon}$ at any function $u(x) \in C^{2}$ reads

$$
\left(T_{\varepsilon}^{\prime} u\right) v=-\varepsilon v^{\prime \prime}+(a(u(x)) v)^{\prime}+b_{u}(x, u(x)) v
$$

Thus we study linear operators

$$
\begin{equation*}
L_{\varepsilon} v=-\varepsilon v^{\prime \prime}+(p(x) v)^{\prime}+q(x) v . \tag{5.1}
\end{equation*}
$$

The following lemma is the key of the uniqueness argument:
Lemma 5.1. Let $L_{\varepsilon}$ be given by (5.1) and assume $q(x)>0$ in $[0,1]$ as well as

$$
-\frac{1}{\beta} \leqq p(x) \leqq \frac{1}{\alpha} \quad \text { in }[0,1]
$$

where $\alpha \geqq 0, \beta \geqq 0$ determine $R_{\varepsilon}$ as in (1.1b). Then ( $L_{\varepsilon}, R_{\varepsilon}$ ) is inverse-monotone, i.e. (3.4) holds. Especially, the homogeneous equation $L_{\varepsilon} v=0, R_{\varepsilon} v=0$ has only the trivial solution.

Proof. Let $L_{\varepsilon}^{*} u=-\varepsilon u^{\prime \prime}-p(x) u^{\prime}+q(x) u$. Using the notation

$$
\left(c_{1}, c_{2}\right)_{2}=\int_{0}^{1} c_{1}(x) c_{2}(x) d x
$$

we have for all $u, v \in C^{2}$ :

$$
\left(L_{\varepsilon} v, u\right)_{2}=\left(v, L_{\varepsilon}^{*} u\right)_{2}+B(u, v)
$$

with $B(u, v)=\left.\left\{-\varepsilon\left(v^{\prime} u-v u^{\prime}\right)+p v u\right\}\right|_{0} ^{1}$. If $R_{\varepsilon} v=0$ one has for all $u \in C^{2}$ :

$$
\begin{aligned}
B(u, v)= & \varepsilon v^{\prime}(0)\left\{(1-\alpha p(0)) u(0)-\alpha \varepsilon u^{\prime}(0)\right\} \\
& -\varepsilon v^{\prime}(1)\left\{(1+\beta p(1)) u(1)+\beta \varepsilon u^{\prime}(1)\right\} .
\end{aligned}
$$

Thus we define the adjoint boundary operator

$$
R_{\varepsilon}^{*} u=\binom{(1-\alpha p(0)) u(0)-\alpha \varepsilon u^{\prime}(0)}{(1+\beta p(1)) u(1)+\beta \varepsilon u^{\prime}(1)}
$$

Thus $R_{\varepsilon} v=R_{\varepsilon}^{*} u=0$ implies

$$
\left(L_{\varepsilon} v, u\right)_{2}=\left(v, L_{\varepsilon}^{*} u\right)_{2} .
$$

Since $q(x)>0,1-\alpha p(0) \geqq 0,1+\beta p(1) \geqq 0$ we have

$$
L_{\varepsilon}^{*} \bar{e}>0, \quad R_{\varepsilon}^{*} \bar{e} \geqq 0
$$

with $\bar{e}(x) \equiv 1$; thus $\bar{e}(x)$ is a majorizing function for $\left(L_{\varepsilon}^{*}, R_{\varepsilon}^{*}\right)$. Then it is known that ( $L_{\varepsilon}^{*}, R_{\varepsilon}^{*}$ ) has a nonnegative Green's function (e.g. [15]) and the assertion follows. The following theorem is an immediate consequence of Lemma 5.1.

Theorem 5.2. For the problem (1.1) assume

$$
b_{u}(x, u) \geqq \mu>0, \quad \alpha \geqq 0, \quad \beta \geqq 0
$$

and let

$$
-\frac{1}{\beta} \leqq a(u) \leqq \frac{1}{\alpha} \quad \text { for } m \leqq u \leqq M
$$

where $[m, M]$ denotes the a priori domain.
(i) If $u(x), v(x) \in C^{2}$ satisfy

$$
m \leqq u(x), \quad v(x) \leqq M
$$

then

$$
T_{\varepsilon} u \leqq T_{\varepsilon} v, \quad R_{\varepsilon} u \leqq R_{\varepsilon} v
$$

implies $u \leqq v$. Especially, (1.1) is uniquely solvable.
(ii) At any $u(x) \in C^{2}$ with $m \leqq u(x) \leqq M$, the linear problem

$$
\left(T_{\varepsilon}^{\prime} u\right) v=0, \quad R_{\varepsilon} v=0
$$

only has the trivial solution. As a consequence, if $u_{\varepsilon}(x)$ denotes the solution of (1.1), the mapping $\varepsilon \rightarrow u_{\varepsilon}$ is continuous from $(0, \infty)$ into $C^{2}$.

Proof. We only have to show (i). For $0 \leqq s \leqq 1$ let

$$
z_{s}(x)=v(x)+s[u(x)-v(x)] .
$$

If we set

$$
\begin{aligned}
& p(x)=\int_{0}^{1} a\left(z_{s}(x)\right) d s, \\
& q(x)=\int_{0}^{1} b_{u}\left(x, z_{s}(x)\right) d s
\end{aligned}
$$

and define $L_{\varepsilon}$ by (5.1) then

$$
T_{\varepsilon} u-T_{\varepsilon} v=L_{\varepsilon}(u-v) .
$$

The assertion now follows directly from Lemma 5.1.
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# A PRIORI BOUNDS AND EXISTENCE OF POSITIVE SOLUTIONS FOR SINGULAR NONLINEAR BOUNDARY VALUE PROBLEMS* 

D. R. DUNNINGER ${ }^{\dagger}$ AND J. C. KURTZ ${ }^{\dagger}$


#### Abstract

We consider singular nonlinear problems of the form $-(1 / p)\left(p u^{\prime}\right)^{\prime}=f(u)$ on $(0,1)$ with Dirichlet or mixed boundary conditions. The existence of a positive solution is obtained by first deriving a priori bounds in an appropriate weighted Sobolev norm, which in turn imply $L^{\infty}$ a priori bounds. We then apply known results concerning fixed points of mappings of a cone.


1. Introduction. In this paper we seek the existence of solutions to singular problems of the form

$$
L u \equiv-\frac{1}{p}\left(p u^{\prime}\right)^{\prime}=f(u) \quad \text { on }(0,1)
$$

with $u(1)=0$ and boundary conditions at $t=0$ which will be determined by the behaviour of $p(t)$ near $t=0$. We will always assume at least that $p \in C[0,1] \cap C^{1}(0,1]$, $p(0)=0$ and $p(t)>0$ on $(0,1]$.

Linearly independent solutions of $L u=0$ are $u_{1}(t) \equiv 1$ and $u_{2}(t)=\int_{t}^{1}(d s / p(s))$. Thus, if $p$ satisfies $\int_{0}^{1}(d s / p(s))<\infty$, then $u_{1}, u_{2}$ are bounded and we may consider the Dirichlet problem

$$
\begin{align*}
& L u=f(u) \quad \text { on }(0,1), \\
& u(0)=u(1)=0 . \tag{1.1}
\end{align*}
$$

On the other hand, if $\int_{0}^{1}(d s / p(s))=\infty$, then $u_{2}$ becomes unbounded near $t=0$, and the Dirichlet problem is inappropriate. In this case we take as our model the Dirichlet problem in $R^{n}(n \geqq 3)$

$$
\begin{aligned}
& -\Delta u=f(u), \quad|x|<1, \\
& u=0 \quad \text { on }|x|=1 .
\end{aligned}
$$

The equation for radial solutions $u=u(r), r=|x|$, is then

$$
\begin{aligned}
& -r^{1-n}\left(r^{n-1} u^{\prime}\right)^{\prime}=f(u), \quad r \in(0,1), \\
& u(1)=0
\end{aligned}
$$

and one seeks solutions satisfying $u^{\prime}(0)=0$ so that the solution $u=u(|x|)$ is $C^{2}$ at the origin. Thus we are led to consider the problem

$$
\begin{align*}
& L u=f(u) \quad \text { on }(0,1) \\
& u(1)=0, \quad \lim _{t \rightarrow 0^{+}} p(t) u^{\prime}(t)=0 . \tag{1.2}
\end{align*}
$$

This weaker form of the boundary condition at $t=0$ seems more natural in the weak formulation of the problem, and will eventually lead to $u^{\prime}(0)=0$.

[^50]In the sequel it will become clear that problem (1.2) is also appropriate in the case $\int_{0}^{1}(d t / p(t))<\infty$. Thus we will consider (1.2) in both cases.

We shall denote the problems (1.1) and (1.2) collectively by

$$
\begin{align*}
& L u=f(u) \quad \text { on }(0,1),  \tag{1.3}\\
& u \in \mathscr{B},
\end{align*}
$$

where $u \in \mathscr{B}$ means that $u$ satisfies the appropriate boundary conditions depending on the behaviour of $p$ near $t=0$.

For regular boundary value problems, fairly general conditions on the function $f$ which ensure the existence of a solution have recently been given in [3], [4]. This approach is being pursued by the authors in a separate paper [1] for the singular problem.

In the present paper we consider a much different class of nonlinearities, and prove the existence of a positive solution by first deriving a priori bounds for any positive solution. Our approach is generally along the lines of [2] and [11]. Existence alone can be obtained under weaker hypotheses (see [2, Thm. 2.3]).

Sections 2 and 3 contain definitions and a number of technical results, which will be needed later, concerning the operator $L$ and the various spaces involved. In $\S 4$ we obtain a priori $L^{\infty}$-bounds for positive solutions of (1.3). Finally, in §5 we use the a priori bounds to obtain the existence of a positive solution by a fixed point argument.
2. Definitions and imbedding theorems. For $i=1,2$, we define the spaces $\left(X_{i}\right.$, $\|\cdot\|_{X}$ ) by

$$
X_{i}=\left\{u \mid u \in C[0,1], p u^{\prime} \in C[0,1], L u \in C[0,1], u \in \mathscr{B}_{i}\right\}
$$

where

$$
\begin{aligned}
& \mathscr{B}_{1}=\left\{u \mid u(1)=\lim _{t \rightarrow 0^{+}} p(t) u^{\prime}(t)=0\right\}, \\
& \mathscr{B}_{2}=\{u \mid u(0)=u(1)=0\}
\end{aligned}
$$

and

$$
\|u\|_{X}=|u|_{0}+\left|p u^{\prime}\right|_{0}+|L u|_{0}
$$

where as usual

$$
|u|_{0}=\max _{0 \leqq t \leqq 1}|u(t)|
$$

Correspondingly, we define $\left(Y_{i},\|\cdot\|_{Y}\right)$ by

$$
\begin{aligned}
& Y_{1}=\left\{u \mid u \in A C_{\mathrm{loc}}(0,1], u(1)=0,\|u\|_{Y}<\infty\right\} \\
& Y_{2}=\left\{u \mid u \in A C_{\mathrm{loc}}(0,1], u \in \mathscr{B}_{2},\|u\|_{Y}<\infty\right\}
\end{aligned}
$$

where

$$
\|u\|_{Y}=\left(\int_{0}^{1} u^{\prime}(t)^{2} p(t) d t\right)^{1 / 2}
$$

We denote by $L_{p}^{q}$ the space of all measurable functions $u$ for which

$$
\|u\|_{L_{p}^{q}}=\left(\int_{0}^{1}|u(t)|^{q} p(t) d t\right)^{1 / q}<\infty
$$

and by $W_{p}^{1,2}$ the space of functions $u \in A C_{\mathrm{loc}}(0,1]$ for which $u, u^{\prime} \in L_{p}^{2}$ with

$$
\|u\| W_{p}^{1,2}=\left\{\|u\|_{\left.L_{p}^{2}+\left\|u^{\prime}\right\|_{L_{p}^{2}}^{2}\right\}^{1 / 2} . . .2}\right.
$$

Remark 2.1. If we assume the condition

$$
\begin{equation*}
\int_{0}^{1} \frac{1}{p(s)} \int_{0}^{t} p(t) d t d s<\infty, \tag{P1}
\end{equation*}
$$

then $\|u\|_{Y}$ is equivalent to $\|u\|_{W_{p}^{1,2}}$. In fact, for $u \in Y_{i}$ we have

$$
\begin{equation*}
|u(t)| \leqq\left(\int_{t}^{1} u^{\prime}(\tau)^{2} p(\tau) d \tau\right)^{1 / 2}\left(\int_{t}^{1} \frac{d \tau}{p(\tau)}\right)^{1 / 2} \tag{2.1}
\end{equation*}
$$

and thus

$$
\int_{0}^{1} u(t)^{2} p(t) d t \leqq\|u\|_{Y}^{2} \int_{0}^{1} \frac{1}{p(\tau)} \int_{0}^{\tau} p(t) d t d \tau
$$

We now state and prove a number of imbedding theorems.
Lemma 2.1. If (P1) holds, the imbedding $i: X_{1} \rightarrow C[0,1]$ is compact.
Proof. For $u \in X_{1}$ we have

$$
\begin{equation*}
\left|p(t) u^{\prime}(t)\right| \leqq \int_{0}^{t}|L u| p(\tau) d \tau \leqq\|u\|_{X} \int_{0}^{t} p(\tau) d \tau \tag{2.2}
\end{equation*}
$$

from which it follows that

$$
\left|u\left(t_{2}\right)-u\left(t_{1}\right)\right| \leqq\|u\|_{X} \int_{t_{1}}^{t_{2}} \frac{1}{p(t)} \int_{0}^{t} p(\tau) d \tau d t
$$

and

$$
|u(t)| \leqq\|u\|_{X} \int_{0}^{1} \frac{1}{p(t)} \int_{0}^{t} p(\tau) d \tau d t
$$

The result now follows from the Arzela-Ascoli theorem.
Lemma 2.2. If p satisfies

$$
\begin{equation*}
\int_{0}^{1} \frac{d t}{p(t)}<\infty \tag{P2}
\end{equation*}
$$

the imbedding $i: X_{2} \rightarrow C[0,1]$ is compact.
Proof. If $u \in X_{2}$ we have

$$
\left|u\left(t_{2}\right)-u\left(t_{1}\right)\right| \leqq\|u\|_{X} \int_{t_{1}}^{t_{2}} \frac{d t}{p(t)}
$$

and

$$
|u(t)| \leqq\|u\|_{X} \int_{0}^{1} \frac{d t}{p(t)}
$$

and the result follows again from the Arzela-Ascoli theorem.

Lemma 2.3. If (P1) ((P2)) holds, then the imbedding $i: X_{1} \rightarrow Y_{1}\left(i: X_{2} \rightarrow Y_{2}\right)$ is continuous.

Proof. In the first case we have from (2.2)

$$
\begin{aligned}
\int_{0}^{1} u^{\prime}(t)^{2} p(t) d t & \leqq\|u\|_{X}^{2} \int_{0}^{1} \frac{1}{p(t)}\left(\int_{0}^{t} p(\tau) d \tau\right)^{2} d t \\
& \leqq C\|u\|_{X}^{2} \int_{0}^{1} \frac{1}{p(t)} \int_{0}^{t} p(\tau) d \tau d t
\end{aligned}
$$

while in the second case we have

$$
\int_{0}^{1} u^{\prime}(t)^{2} p(t) d t=\int_{0}^{1} \frac{1}{p(t)}\left(p(t) u^{\prime}(t)\right)^{2} d t \leqq\|u\|_{X}^{2} \int_{0}^{1} \frac{d t}{p(t)} .
$$

Lemma 2.4. If (P2) holds, the imbedding $i: Y_{2} \rightarrow C[0,1]$ is compact.
Proof. For $u \in Y_{2}$ we have from (2.1)

$$
|u(t)| \leqq\|u\|_{Y}\left(\int_{0}^{1} \frac{d t}{p(t)}\right)^{1 / 2}
$$

Since

$$
\left|u\left(t_{2}\right)-u\left(t_{1}\right)\right| \leqq\|u\|_{Y}\left(\int_{t_{1}}^{t_{2}} \frac{d t}{p(t)}\right)^{1 / 2}
$$

the result follows once more from the Arzela-Ascoli theorem.
In order to prove a corresponding imbedding theorem for $Y_{1}$ we must impose more restrictions on $p(t)$, namely

$$
\begin{align*}
& \lim _{t \rightarrow 0^{+}} \frac{t p^{\prime}(t)}{p(t)}=\alpha>0  \tag{P3}\\
& C_{1}(1+|\log t|)^{-1} \leqq \frac{t^{\alpha}}{p(t)} \leqq C_{2}(1+|\log t|) \tag{P4}
\end{align*}
$$

Remark 2.2. It follows from (P3) that

$$
\lim _{t \rightarrow 0^{+}} \frac{1}{p(t)} \int_{0}^{t} p(\tau) d \tau=\lim _{t \rightarrow 0^{+}} \frac{p(t)}{p^{\prime}(t)}=0
$$

so that (P1) also holds. In addition, it follows easily from (P4) that (P2) holds for $0<\alpha<1$, whereas if $\alpha \geqq 1$,

$$
\int_{0}^{1} \frac{d s}{p(s)}=\infty
$$

We now define

$$
\sigma+1=\sup \left\{q \left\lvert\, \int_{0}^{1}\left(\int_{t}^{1} \frac{d \tau}{p(\tau)}\right)^{q / 2} p(t) d t<\infty\right.\right\}
$$

Lemma 2.5. Let (P3), (P4) hold. Then

$$
\sigma+1= \begin{cases}+\infty & \text { if } 0<\alpha \leqq 1 \\ \frac{2(\alpha+1)}{\alpha-1} & \text { if } \alpha>1\end{cases}
$$

Proof. For $0<\alpha<1$, (P2) holds, and therefore $\sigma+1=\infty$.
For $\alpha=1$,

$$
\int_{t}^{1} \frac{d \tau}{p(t)} \leqq C_{2} \int_{t}^{1} \frac{(1-\log \tau)}{\tau} d \tau \leqq C(1-\log t)^{2}
$$

and therefore,

$$
\int_{0}^{1}\left(\int_{t}^{1} \frac{d \tau}{p(\tau)}\right)^{q / 2} p(t) d t \leqq C \int_{0}^{1} t(1-\log t)^{1+q} d t<\infty
$$

for every $q$, which implies $\sigma+1=+\infty$.
For $\alpha>1$,

$$
\int_{t}^{1} \frac{d \tau}{p(\tau)} \leqq C_{2} \int_{t}^{1} \tau^{-\alpha}(1-\log \tau) d \tau \leqq C t^{1-\alpha}(1-\log t)
$$

and therefore,

$$
\int_{0}^{1}\left(\int_{t}^{1} \frac{d \tau}{p(t)}\right)^{q / 2} p(t) d t \leqq C \int_{0}^{1} t^{\alpha+(1-\alpha) q / 2}(1-\log t)^{1+(q / 2)} d t
$$

The last integral, however, is finite if $\alpha+(1-\alpha) q / 2>-1$, i.e., $q<2(\alpha+1) /(\alpha-1)$. Thus $\sigma+1 \geqq 2(\alpha+1) /(\alpha-1)$. Similarly we can show that $\sigma+1 \leqq 2(\alpha+1) /(\alpha-1)$ which completes the proof.

Lemma 2.6. If (P3), (P4) hold, then the imbedding $i: Y_{1} \rightarrow L_{p}^{q}$ is compact for $2 \leqq q<\sigma+1$.

Proof. Using (2.1) we obtain

$$
\begin{equation*}
\int_{0}^{\varepsilon}|u(t)|^{q} p(t) d t \leqq\|u\|_{Y}^{q} \int_{0}^{\varepsilon} p(t)\left(\int_{t}^{1} \frac{d \tau}{p(\tau)}\right)^{q / 2} d t=o(1)\|u\|_{Y}^{q} \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{2.3}
\end{equation*}
$$

Assuming $\left\|u_{n}\right\|_{Y} \leqq C$, it follows from Remark 2.1 that $\left\|u_{n}\right\|_{W_{B}^{1,2}}$ is also uniformly bounded. Since for every $\varepsilon>0, W_{p}^{1,2} \subseteq W^{1,2}([\varepsilon, 1])$, the usual Sobolev space, it follows that there exists a subsequence, which we again call $\left\{u_{n}\right\}$, and a function $u \in Y_{1}$ such that $u_{n} \rightarrow u$ uniformly on compact subsets of ( 0,1 ]. From (2.3) we can easily infer that $\left\|u_{n}-u\right\|_{Y} \rightarrow 0$, which completes the proof.

Lemma 2.7. Let (P3) hold and, in addition, assume

$$
\begin{align*}
& C_{1}(1+|\log t|)^{-1} \leqq \frac{t^{\alpha}}{p(t)} \leqq C_{2},  \tag{P4}\\
& p^{\prime}(t)>0 \quad \text { on }(0,1) .
\end{align*}
$$

Then, if $\alpha>1$, the imbedding $i: Y_{1} \rightarrow L_{p}^{\sigma+1}$ is continuous.
Proof. For $u \in Y_{1}$, set $v=|u|^{2 \alpha /(\alpha-1)}$. Then

$$
\begin{align*}
& |v(t)| \leqq \frac{1}{p(t)} \int_{t}^{1}\left|v^{\prime}(\tau)\right| p(\tau) d \tau  \tag{2.4}\\
& |v(t)|^{1+(1 / \alpha)} \leqq C \int_{t}^{1}|v(\tau)|^{1 / \alpha}\left|v^{\prime}(\tau)\right| d \tau
\end{align*}
$$

and therefore,

$$
\begin{aligned}
\int_{0}^{1}|v(t)|^{1+(1 / \alpha)} p(t) d t & \leqq C \int_{0}^{1} p(t) \int_{t}^{1}|v(\tau)|^{1 / \alpha}\left|v^{\prime}(\tau)\right| d \tau d t \\
& \leqq C \sup _{\tau>0}\left\{|v(\tau)|^{1 / \alpha} \frac{1}{p(\tau)} \int_{0}^{\tau} p(t) d t\right\} \int_{0}^{1}\left|v^{\prime}(\tau)\right| p(\tau) d \tau
\end{aligned}
$$

Using (2.4) and (P4)' we obtain

$$
\begin{aligned}
\int_{0}^{1}|v(t)|^{1+(1 / \alpha)} p(t) d t & \leqq C\left(\int_{0}^{1}\left|v^{\prime}(\tau)\right| p(\tau) d \tau\right)^{1+(1 / \alpha)} \sup _{\tau>0}\left\{p(\tau)^{-1-(1 / \alpha)} \int_{0}^{\tau} p(t) d t\right\} \\
& \leqq C\left(\int_{0}^{1}\left|v^{\prime}(\tau)\right| p(\tau) d \tau\right)^{1+(1 / \alpha)} .
\end{aligned}
$$

Now

$$
\left|v^{\prime}(t)\right| \leqq \frac{2 \alpha}{\alpha-1}|u(t)|^{(\alpha+1) /(\alpha-1)}\left|u^{\prime}(t)\right|
$$

Thus

$$
\begin{aligned}
\left(\int_{0}^{1}|u(t)|^{\sigma+1} p(t) d t\right)^{\alpha /(\alpha+1)} & \leqq C \int_{0}^{1}|u(t)|^{(\alpha+1) /(\alpha-1)}\left|u^{\prime}(t)\right| p(t) d t \\
& \leqq C\left(\int_{0}^{1} u^{\prime}(t)^{2} p(t) d t\right)^{1 / 2}\left(\int_{0}^{1}|u(t)|^{\sigma+1} p(t) d t\right)^{1 / 2}
\end{aligned}
$$

and finally

$$
\left(\int_{0}^{1}|u(t)|^{\sigma+1} p(t) d t\right)^{1 /(\sigma+1)} \leqq C\left(\int_{0}^{1} u^{\prime}(t)^{2} p(t) d t\right)^{1 / 2} .
$$

3. Further preliminary results. In this section we examine some properties of the operator $L$ and the solutions of problem (1.3).

For $i=1,2$, let $L_{i}$ be the operator given by $L_{i} \equiv L: X_{i} \rightarrow C[0,1]$. Then we have the following:

Lemma 3.1. If ( P 1$)((\mathrm{P} 2))$ holds, then $L_{1}\left(L_{2}\right)$ is bounded, one-to-one, onto, and has an inverse $G_{1}\left(G_{2}\right)$ which is compact as an operator on $C[0,1]$. Moreover,

$$
G_{i} h(t)=\int_{0}^{1} g_{i}(t, s) h(s) p(s) d s, \quad h \in C[0,1]
$$

where

$$
\begin{aligned}
& g_{1}(t, s)= \begin{cases}\int_{s}^{1} \frac{d \tau}{p(\tau)}, & t \leqq s, \\
\int_{t}^{1} \frac{d \tau}{p(\tau)}, & t \geqq s,\end{cases} \\
& g_{2}(t, s)= \begin{cases}\left(\int_{0}^{1} \frac{d \tau}{p(\tau)}\right)^{-1} \int_{s}^{1} \frac{d \tau}{p(\tau)} \int_{0}^{t} \frac{d \tau}{p(\tau)}, & t \leqq s, \\
\left(\int_{0}^{1} \frac{d \tau}{p(\tau)}\right)^{-1} \int_{t}^{1} \frac{d \tau}{p(\tau)} \int_{0}^{s} \frac{d \tau}{p(\tau)}, & t \geqq s\end{cases}
\end{aligned}
$$

Proof. Since $\left|L_{i} u\right|_{0} \leqq\|u\|_{X}$, it follows that each $L_{i}$ is bounded and one-to-one. By a direct computation we find that $G_{i}: C[0,1] \rightarrow X_{i}$ and $G_{i}=L_{i}^{-1}$. The compactness of the $G_{i}$ follows from the closed graph theorem and Lemmas 2.1 and 2.2.

Lemma 3.2. Let $f \in C(\mathbb{R})$. (i) If $u \in X_{1}$ is a positive solution of (1.2), then $u^{\prime}(t)<0$ on ( 0,1$]$. (ii) If $u \in X_{2}$ is a positive solution of (1.1), then $u^{\prime}(t)>0$ on $\left[0, t_{0}\right)$ and $u^{\prime}(t)<0$ on $\left(t_{0}, 1\right]$ for some $t_{0} \in(0,1)$.

Proof. The proofs follow along the lines of [7, Lemma 4.1].
Lemma 3.3. Let (P3), (P4) hold. Suppose $f \in C(\mathbb{R})$ and $f(t)=O\left(t^{k}\right)$ for some $k \in[1, \sigma)$. If $u \in Y_{1}$ is a weak solution of (1.2), then in fact $u \in C^{2}[0,1]$ and $u^{\prime}(0)=0$.

Proof. We recall first that $u \in Y_{i}$ is a weak solution of (1.3) if

$$
\begin{equation*}
\int_{0}^{1} u^{\prime}(t) w^{\prime}(t) p(t) d t=\int_{0}^{1} f(u(t)) w(t) p(t) d t \tag{3.1}
\end{equation*}
$$

holds for all $w \in Y_{i}$. In view of Lemma 2.4, Lemma 2.6 and the estimate $|f(u)| \leqq C_{1}+$ $C_{2}|u|^{k}$ it follows in standard fashion that the right-hand side of (3.1) is well defined.

Next we note that in fact $u \in C^{2}(0,1]$ and satisfies (1.2), cf. [9, Lemma 1, p. 209].
We now show that $u \in L^{\infty}$. If $\alpha<1$, then by Remark $2.2, \int_{0}^{1}(d s / p(s))<\infty$ and the result follows from (2.1).

Now suppose $\alpha \geqq 1$. Integrating (1.2) twice gives

$$
\begin{equation*}
u(t)=\int_{t}^{1} \frac{1}{p(\tau)} \int_{0}^{\tau} f(u(s)) p(s) d s d \tau \tag{3.2}
\end{equation*}
$$

Since $|f(u)| \leqq C_{1}+C_{2}|u|^{k}$, (3.2) yields

$$
\begin{equation*}
|u(t)| \leqq C_{1}+C_{2} \int_{t}^{1} \frac{1}{p(\tau)} \int_{0}^{\tau}|u(s)|^{k} p(s) d s d \tau \tag{3.3}
\end{equation*}
$$

We now iterate (3.3), beginning with the initial estimate

$$
u(t)=O\left(t^{(1-\alpha) / 2}(1-\log t)^{1 / 2}\right)
$$

which follows from (2.1) and (P4). If at the $i$ th stage we have

$$
u(t)=O\left(t^{\lambda_{i}}(1-\log t)^{\beta_{i}}\right)
$$

where $\lambda_{i} \geqq 1-\alpha / 2$ and $\beta_{i}>0$, then (3.3) yields (for $\alpha>1$ ):

$$
\begin{aligned}
&|u(t)| \leqq C_{1}+C_{2} \int_{t}^{1} \tau^{1+k \lambda_{i}}(1-\log \tau)^{k \beta_{i}+2} d \tau \\
&= \begin{cases}O(1), & 1+k \lambda_{i}>-1 \\
O\left(t^{2+k \lambda_{i}}(1-\log t)^{k \beta_{i}+2}\right), & 1+k \lambda_{i}<-1 \\
O\left((1-\log t)^{k \beta_{i}+3}\right), & 1+k \lambda_{i}=-1\end{cases}
\end{aligned}
$$

Thus $\lambda_{i} \geqq(1-\alpha) / 2$ and $1+k \lambda_{i}<-1$ imply $\lambda_{i+1}=k \lambda_{i}+2$. Moreover, it is readily seen that $\lambda_{i+1}>\lambda_{i}$. If $1+k \lambda_{i}<-1$ for all $i$, then $\lambda_{i}$ converges to some $\lambda$ and $\lambda=k \lambda+2$. But this means

$$
\lambda=\frac{2}{1-k}<\frac{2}{1-\sigma}=\frac{1-\alpha}{2},
$$

which is impossible. If at some stage $1+k \lambda_{i}=-1$, then one more iteration gives $u \in L^{\infty}$. Thus after finitely many iterations $1+k \lambda_{i} \geqq-1$, and we have $u \in L^{\infty}$. The case $\alpha=1$ is similar.

For the second part of the lemma we observe first that

$$
u(0)=\int_{0}^{1} \frac{1}{p(\tau)} \int_{0}^{\tau} f(u(s)) p(s) d s d \tau
$$

Hence

$$
\left|\frac{u(t)-u(0)}{t}\right| \leqq \frac{C}{t} \int_{0}^{t} \frac{1}{p(\tau)} \int_{0}^{\tau} p(s) d s d \tau
$$

which by Remark 2.2 implies $u^{\prime}(0)=0$. Next we see that

$$
\frac{u^{\prime}(t)}{t}=-\frac{1}{t p(t)} \int_{0}^{t} f(u(s)) p(s) d s
$$

which by l'Hôpital's rule and (P3) gives

$$
u^{\prime \prime}(0)=-\lim _{t \rightarrow 0^{+}} \frac{f(u(t)) p(t)}{p(t)+t p^{\prime}(t)}=-\frac{f(u(0))}{\alpha+1}
$$

On the other hand, we have from the equation

$$
\lim _{t \rightarrow 0^{+}} u^{\prime \prime}(t)=\lim _{t \rightarrow 0^{+}}\left\{-f(u(t))-\left(\frac{t p^{\prime}(t)}{p(t)}\right)\left(\frac{u^{\prime}(t)}{t}\right)\right\}=-\frac{f(u(0))}{\alpha+1}=u^{\prime \prime}(0)
$$

and therefore $u \in C^{2}[0,1]$.
Finally, we shall need a result concerning eigenvalues and eigenfucntions of (1.3).
First we recall that if for a complex number $\lambda$ there is a nontrivial $v \in Y_{i}$ such that

$$
a_{i}(v, w) \equiv \int_{0}^{1} v^{\prime}(t) w^{\prime}(t) p(t) d t=\lambda \int_{0}^{1} v(t) w(t) p(t) d t
$$

holds for all $w \in Y_{i}$, then we call $\lambda$ an eigenvalue of $L$ and we call $v$ a generalized eigenfunction (corresponding to $\lambda$ ).

Under the assumption (P1), it follows from Remark 2.1 that the bilinear from $a_{i}(v, w)$ is positive definite. Moreover, assuming (P2)-(P4), it follows from Lemmas 2.4 and 2.6 that the imbedding $i: Y_{i} \rightarrow L_{p}^{2}$ is compact. Thus by a standard result [10], there exists a sequence of eigenvalues and generalized eigenfunctions of $L$.

In addition, we have the well-known result:
Lemma 3.4. Assume (P2)-(P4). Let $\lambda_{1}$ be the first eigenvalue of $L$ with corresponding generalized eigenfunction $v_{1} \in Y_{i}$. Then $\lambda_{1}>0$ and

$$
\lambda_{1}=\min _{\substack{u \in Y_{i} \\ u \neq 0}} \frac{\int_{0}^{1} u^{\prime}(t)^{2} p(t) d t}{\int_{0}^{1} u(t)^{2} p(t) d t} .
$$

Moreover, $v_{1}$ may be chosen to be positive in $(0,1)$.
Remark 3.1. It follows from Lemmas 3.2-3.4 that
(i) For problem (1.2) the eigenfunction $v_{1}$ is positive and strictly decreasing.
(ii) For problem (1.1) the eigenfunction $v_{1}$ is positive and strictly increasing on [ $0, t_{0}$ ], strictly decreasing on $\left[t_{0}, 1\right]$, for some $t_{0} \in(0,1)$.

It follows also from (1.1) (1.2) that $v_{1} \in X_{1}\left(v_{1} \in X_{2}\right)$.
4. A priori bounds. We consider first problem (1.1).

Theorem 4.1. Suppose

$$
\begin{equation*}
\int_{0}^{1} \frac{d t}{p(t)}<\infty \tag{P2}
\end{equation*}
$$

holds and $f$ satisfies

$$
\begin{gather*}
f \in C\left(\mathbb{R}^{+}\right),  \tag{F1}\\
\underbrace{\lim }_{t \rightarrow \infty} \frac{f(t)}{t}>\lambda_{1} .
\end{gather*}
$$

Then any positive solution $u \in X_{2}$ of (1.1) satisfies $|u|_{0} \leqq C$, where $C$ is independent of $u$.
Here and in all that follows, $C$ will denote a constant, different on different appearances, which is independent of $u$.

Proof. Multiplying (1.1) by $p v_{1}$ and integrating by parts gives

$$
\begin{equation*}
\int_{0}^{1} u^{\prime} v_{1}^{\prime} p d t=\int_{0}^{1} f(u) v_{1} p d t . \tag{4.1}
\end{equation*}
$$

Similarly, multiplying $L v_{1}=\lambda_{1} v_{1}$ by $p u$ and integrating by parts yields

$$
\int_{0}^{1} u^{\prime} v_{1}^{\prime} p d t=\lambda_{1} \int_{0}^{1} u v_{1} p d t
$$

which, taken together with (4.1) gives

$$
\begin{equation*}
\lambda_{1} \int_{0}^{1} u v_{1} p d t=\int_{0}^{1} f(u) v_{1} p d t \tag{4.2}
\end{equation*}
$$

It follows from (F2) that there exist $s_{0}>0, \lambda>\lambda_{1}$ such that $f(s) \geqq \lambda s$ whenever $s \geqq s_{0}$. Thus (4.2) yields

$$
\lambda \int_{0}^{1} u v_{1} p d t \leqq \int_{0}^{1} f(u) v_{1} p d t+C=\lambda_{1} \int_{0}^{1} u v_{1} p d t+C
$$

so that

$$
\int_{0}^{1} u v_{1} p d t \leqq \frac{C}{\lambda-\lambda_{1}}, \quad \int_{0}^{1} f(u) v_{1} p d t \leqq \frac{C \lambda_{1}}{\lambda-\lambda_{1}},
$$

and finally also

$$
\begin{equation*}
\int_{0}^{1}|f(u)| v_{1} p d t \leqq C \tag{4.3}
\end{equation*}
$$

By Remark 3.1 and Lemma 3.2 we have for $0 \leqq t \leqq \varepsilon, \varepsilon$ sufficiently small,

$$
C \geqq \int_{0}^{1} u v_{1} p d \tau \geqq \int_{\varepsilon}^{2 \varepsilon} u v_{1} p d \tau \geqq u(t) \varepsilon v_{1}(\varepsilon) \min _{\varepsilon \leqq \tau \leqq 2 \varepsilon} p(\tau)
$$

so that $u(t) \leqq C$ for $0 \leqq t \leqq \varepsilon$. Similarly, $u(t) \leqq C$ for $1-\varepsilon \leqq t \leqq 1$. It follows easily from (4.3) that

$$
\int_{0}^{1}|f(u)| p d t \leqq C .
$$

Next, since $u=G_{1} f(u)$ by Lemma 3.1,

$$
\begin{aligned}
p(t) u^{\prime}(t)=\left(\int_{0}^{1} \frac{d \tau}{p(\tau)}\right)^{-1}\left\{\int_{t}^{1}\left(\int_{s}^{1} \frac{d \tau}{p(\tau)}\right)\right. & f(u(s)) p(s) d s \\
& \left.-\int_{0}^{t}\left(\int_{0}^{s} \frac{d \tau}{p(\tau)}\right) f(u(s)) p(s) d s\right\}
\end{aligned}
$$

which in view of (P2) yields

$$
\left|p(t) u^{\prime}(t)\right| \leqq \int_{0}^{1}|f(u(s))| p(s) d s \leqq C .
$$

Thus

$$
\begin{aligned}
|u(t)| & =\left|-\int_{t}^{1} \frac{1}{p(\tau)}\left(p(\tau) u^{\prime}(\tau)\right) d \tau\right| \\
& \leqq\left(\int_{0}^{1}|f(u(\tau))| p(\tau) d \tau\right)\left(\int_{0}^{1} \frac{d \tau}{p(\tau)}\right) \leqq C
\end{aligned}
$$

and the theorem is proved.
Next we turn our attention to problem (1.2).
Theorem 4.2. Suppose

$$
\begin{align*}
& \lim _{t \rightarrow 0^{+}} \frac{t p^{\prime}(t)}{p(t)}=\alpha>0,  \tag{P3}\\
& C_{1}(1+|\log t|)^{-1} \leqq \frac{t^{\alpha}}{p(t)} \leqq C_{2}, \tag{P4}
\end{align*}
$$

$$
\begin{equation*}
p^{\prime}(t)>0 \quad \text { on }(0,1), \tag{P5}
\end{equation*}
$$

hold and $f$ satisfies (F1), (F2) and

$$
\begin{align*}
& \lim _{t \rightarrow \infty} t^{-\sigma} f(t)=0 \quad(\alpha>1),  \tag{F3}\\
& f(t)=O\left(t^{r}\right) \quad \text { for some } r \in(0, \infty), \text { as } t \rightarrow \infty,(0<\alpha \leqq 1), \\
& \varlimsup_{t \rightarrow \infty} \frac{t f(t)-\theta F(t)}{t^{2} f(t)^{2 /(\alpha+1)}} \leqq 0
\end{align*}
$$

for some $\theta \in[0, \sigma+1)$ if $\alpha>1$, where $F(t)=\int_{0}^{t} f(s) d s$.
Then any positive solution $u \in X_{1}$ of (1.2) satisfies $|u|_{0} \leqq C$.
Remark 4.1. Consider the typical case $p(t)=t^{n-1}(n \geqq 3)$, where $\alpha=n-1, \sigma=$ $(n+2) /(n-2)$. Since (F4) is satisfied in the case where $t^{-\theta} F(t)$ is decreasing for large $t$, it follows easily that (F1)-(F4) are satisfied for $f(u)=u^{k}, 1<k<(n+2) /(n-2)$.

Proof of Theorem 4.2. The proof is very similar to the proof of [2, Thm. 1.1]. We include the details for the sake of completeness.

As in the proof of Theorem 4.1 we have

$$
\begin{equation*}
\int_{0}^{1}|f(u)| p d t \leqq C \tag{4.4}
\end{equation*}
$$

Multiplying (1.2) by $p$ and integrating gives

$$
p(t) u^{\prime}(t)=-\int_{t}^{1} f(u(\tau)) p(\tau) d \tau
$$

and thus

$$
\left|u^{\prime}(t)\right| \leqq \frac{1}{p(1-\varepsilon)} \int_{0}^{1}|f(u)| p d \tau \leqq C_{\varepsilon}
$$

for $1-\varepsilon \leqq t \leqq 1$.
We now consider the case $\alpha>1$ and obtain a "Pohozaev" type identity. Multiplying (1.2) by $u^{\prime}$ and integrating we get

$$
\frac{1}{2}\left\{u^{\prime}(1)^{2}-u^{\prime}(t)^{2}\right\} p(t)+p(t) \int_{t}^{1} \frac{p^{\prime}(\tau)}{p(\tau)} u^{\prime}(\tau)^{2} d \tau
$$

which implies

$$
\begin{aligned}
\int_{0}^{1} F(u(t)) p(t) d t= & \frac{1}{2} u^{\prime}(t)^{2} \int_{0}^{1} p(t) d t-\frac{1}{2} \int_{0}^{1} u^{\prime}(t)^{2} p(t) d t \\
& +\int_{0}^{1} p(t) \int_{t}^{1} \frac{p^{\prime}(\tau)}{p(\tau)} u^{\prime}(\tau)^{2} d \tau d t \\
= & \frac{1}{2} u^{\prime}(1)^{2} P(1)+\int_{0}^{1}\left\{\frac{P(t) p^{\prime}(t)}{p^{2}(t)}-\frac{1}{2}\right\} u^{\prime}(t)^{2} p(t) d t
\end{aligned}
$$

where

$$
P(t)=\int_{0}^{t} p(\tau) d \tau
$$

It follows from (P3) and l'Hôpital's rule that

$$
\lim _{t \rightarrow 0^{+}} \frac{P(t) p^{\prime}(t)}{p^{2}(t)}-\frac{1}{2}=\frac{1}{\sigma+1} .
$$

Thus we may choose $\eta \in(\theta, \sigma+1)$ so that

$$
\frac{P(t) p^{\prime}(t)}{p^{2}(t)}-\frac{1}{2} \leqq \frac{1}{\eta} \quad \text { on }(0, \varepsilon),
$$

and

$$
\begin{equation*}
\int_{0}^{1} F(u) p d t \leqq C_{\varepsilon}+\frac{1}{\eta} \int_{0}^{1}\left(u^{\prime}\right)^{2} p d t \leqq C_{\varepsilon}+\frac{1}{\eta} \int_{0}^{1} u f(u) p d t . \tag{4.5}
\end{equation*}
$$

Using (F4) we have for every $\varepsilon>0$ the existence of a $t_{\varepsilon}>0$ such that

$$
t f(t) \leqq \theta F(t)+\varepsilon t^{2}|f(t)|^{2 /(\alpha+1)} \quad \text { for } t \geqq t_{\varepsilon} .
$$

This together with (4.5) gives

$$
\begin{align*}
\int_{0}^{1} f(u) u p d t & \leqq \theta \int_{0}^{1} F(u) p d t+\varepsilon \int_{0}^{1} u^{2}|f(u)|^{2 /(\alpha+1)} p d t+C_{\varepsilon}  \tag{4.6}\\
& \leqq \frac{\theta}{\eta} \int_{0}^{1} f(u) u p d t+\varepsilon \int_{0}^{1} u^{2}|f(u)|^{2 /(\alpha+1)} p d t+C_{\varepsilon} .
\end{align*}
$$

But, by (4.4) and Lemma 2.7, we have

$$
\begin{aligned}
\int_{0}^{1} u^{2}|f(u)|^{2 /(\alpha+1)} p d t & \leqq\left(\int_{0}^{1}|f(u)| p d t\right)^{2 /(\alpha+1)}\left(\int_{0}^{1}|u|^{\sigma+1} p d t\right)^{(\alpha-1) /(\alpha+1)} \\
& \leqq C \int_{0}^{1}\left(u^{\prime}\right)^{2} p d t=C \int_{0}^{1} f(u) u p d t
\end{aligned}
$$

Combining this with (4.6) gives

$$
\int_{0}^{1} f(u) u p d t \leqq \frac{\theta}{\eta} \int_{0}^{1} f(u) u p d t+C \varepsilon \int_{0}^{1} f(u) u p d t+C_{\varepsilon}
$$

and thus

$$
\left(1-\frac{\theta}{\eta}-C \varepsilon\right) \int_{0}^{1} f(u) u p d t \leqq C_{\varepsilon} .
$$

Choosing $\varepsilon>0$ sufficiently small gives

$$
\int_{0}^{1} f(u) u p d t=\int_{0}^{1}\left(u^{\prime}\right)^{2} p d t \leqq C
$$

Next we observe that for $r>1$

$$
\begin{equation*}
r \int_{0}^{1}\left(u^{\prime}\right)^{2} u^{r-1} p d t=\frac{4 r}{(r+1)^{2}} \int_{0}^{1}\left|\left(u^{(r+1) / 2}\right)^{\prime}\right|^{2} p d t=\int_{0}^{1} f(u) u^{r} p d t \tag{4.7}
\end{equation*}
$$

According to (F3) we have

$$
\begin{equation*}
f(u) u^{r} \leqq \varepsilon u^{\sigma+r}+C_{\varepsilon} . \tag{4.8}
\end{equation*}
$$

Setting $q=(\sigma+1)((r-1) / 2)$ we obtain from (4.7), (4.8) and Lemma 2.7

$$
\begin{aligned}
\left(\int_{0}^{1} u^{q} p d t\right)^{2 /(\sigma+1)} & =\left(\int_{0}^{1}\left(u^{(r+1) / 2}\right)^{\sigma+1} p d t\right)^{2 /(\sigma+1)} \\
& \leqq C \int_{0}^{1}\left|\left(u^{(r+1) / 2}\right)^{\prime}\right|^{2} p d t=C \int_{0}^{1} f(u) u^{r} p d t \\
& \leqq C \varepsilon \int_{0}^{1} u^{r+1} u^{\sigma-1} p d t+C_{\varepsilon} \\
& \leqq C \varepsilon\left(\int_{0}^{1} u^{q} p d t\right)^{2 /(\sigma+1)}\left(\int_{0}^{1} u^{\sigma+1} p d t\right)^{(\sigma-1) /(\sigma+1)}+C_{\varepsilon} \\
& \leqq C \varepsilon\left(\int_{0}^{1} u^{q} p d t\right)^{2 /(\sigma+1)}\left(\int_{0}^{1}\left(u^{\prime}\right)^{2} p d t\right)^{(\sigma-1) / 2}+C_{\varepsilon} \\
& \leqq C \varepsilon\left(\int_{0}^{1} u^{q} p d t\right)^{2 /(\sigma+1)}+C_{\varepsilon}
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\left(\int_{0}^{1} u^{q} p d t\right)^{1 / q} \leqq C \tag{4.9}
\end{equation*}
$$

for $q=(\sigma+1)((r+1) / 2)$, for all $r>1$; i.e. for all $q>\sigma+1$. Hence (4.9) is valid for all $q \geqq 1$. Finally, we have from (3.1) and (4.9)

$$
\begin{aligned}
|u(t)| & \leqq \int_{0}^{1} \frac{1}{p(t)} \int_{0}^{t}|f(u(s))| p(s) d s d t \\
& =\int_{0}^{1}|f(u(s))|\left(\int_{s}^{1} \frac{d t}{p(t)}\right) p(s) d s \\
& \leqq\left(\int_{0}^{1}|f(u(s))|^{r /(r-2)} p(s) d s\right)^{1-(2 / r)}\left(\int_{0}^{1} p(s)\left(\int_{s}^{1} \frac{d t}{p(t)}\right)^{r / 2}\right)^{2 / r} .
\end{aligned}
$$

Taking $2<r<\sigma+1$ gives

$$
|u(t)| \leqq C_{1}\left(\int_{0}^{1} u^{r \sigma /(r-2)} p d s\right)^{1-(2 / r)}+C_{2} \leqq C
$$

According to Lemma 2.5, $\sigma=+\infty$ when $\alpha=1$. Thus in view of (F3) and Lemma 2.6 it follows as above that $|u|_{0} \leqq C$.

For the case $0<\alpha<1$, according to (F3), we may choose $\gamma \in(0,1)$ so that

$$
\lim _{t \rightarrow \infty} \frac{t f(t)}{t^{2} f(t)^{\gamma}}=0 .
$$

Then for every $\varepsilon>0$ there exists a $t_{\varepsilon}>0$ such that

$$
t f(t) \leqq \varepsilon t^{2} f(t)^{\gamma} \quad \text { for } t \geqq t_{\varepsilon} .
$$

Thus

$$
\begin{aligned}
\int_{0}^{1}\left(u^{\prime}\right)^{2} p d t & =\int_{0}^{1} f(u) u p d t \leqq \varepsilon \int_{0}^{1} u^{2}|f(u)|^{\gamma} p d t+C_{\varepsilon} \\
& \leqq \varepsilon\left(\int_{0}^{1}|f(u)| p d t\right)^{\gamma}\left(\int_{0}^{1} u^{2 /(1-\gamma)} p d t\right)^{1-\gamma}+C_{\varepsilon} \\
& \leqq C \varepsilon \int_{0}^{1}\left(u^{\prime}\right)^{2} p d t+C_{\varepsilon}
\end{aligned}
$$

by (4.4) and Lemma 2.6, and again

$$
\int_{0}^{1}\left(u^{\prime}\right)^{2} p d t \leqq C .
$$

Using (3.1) again we have

$$
|u(t)| \leqq\left(\int_{0}^{1} \frac{d t}{p(t)}\right) \int_{0}^{1}|f(u)| p d t \leqq C
$$

in view of (4.4) and Remark 2.2. Thus the theorem is proved.
Remark 4.2. If in Theorem 4.2 we replace conditions (F3) and (F4) (in the case $\alpha>1)$ by

$$
\begin{array}{ll}
\lim _{t \rightarrow \infty} t^{-l} f(t)=0, & 1<l<\sigma, \\
\varlimsup_{t \rightarrow \infty} \frac{t f(t)-\theta F(t)}{t^{2} f(t)^{2 /(\beta+1)}}, & \theta \in[0, l+1), \tag{F4}
\end{array}
$$

where $\beta=(l+3) /(l-1)$, then condition (P4)' may be replaced by the weaker (P4). The proof is essentially unchanged if we replace $\sigma$ by $l, \alpha$ by $\beta$, and use Lemma 2.6 in place of Lemma 2.7.
5. Existence of a positive solution. We first observe that, by Lemma 3.1 and the classical maximum principle, finding a positive solution of (1.3) is equivalent to finding a nonzero solution $u \in K=\{u \mid u \in C[0,1], u \geqq 0\}$ of the equation

$$
\begin{equation*}
u=\Phi_{i}(u) \equiv G_{i} f(u) \tag{5.1}
\end{equation*}
$$

Our tool in this regard is
Proposition 5.1 (see [2]). Let $K$ be a cone in a Banach space B and $\Phi: K \rightarrow K a$ compact map with $\Phi(0)=0$. Assume that there exist numbers $0<r<R$ and a vector $v \in K-\{0\}$ such that (i) $x \neq t \Phi(x)$ for $0 \leqq t \leqq 1$ and $\|x\|=r$ and (ii) $x \neq \Phi(x)+t v$ for $t \geqq 0$ and $\|x\|=R$. If $U=\{x \in K \mid r<\|x\|<R\}$ and $B_{\rho}=\{x \in K \mid\|x\|<\rho\}$, then $\Phi$ has $a$ fixed point in $U$.

Remark 5.1. (i) is satisfied if there exists a bounded linear map $A: B \rightarrow B$ such that $A(K) \subseteq K, A$ has spectral radius less than 1 , and $\Phi(x) \leqq A(x)$ for $x \in K$ and $\|x\|=r$. In addition, (ii) may be replaced by (ii)' there exists a compact map $F: \bar{B}_{R} \times[0, \infty) \rightarrow K$ such that $F(x, 0)=\Phi(x)$ for $\|x\|=R, F(x, t) \neq x$ for $\|x\|=R$ and $0 \leqq t<\infty$, and $F(x, t)$ $=x$ has no solution $x \in \bar{B}_{R}$ for $t \geqq t_{0}$.

Theorem 5.1. Let $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be locally Lipschitzian and suppose the hypotheses of either Theorem 4.1 or Theorem 4.2 are satisfied. Assume in addition that

$$
\begin{equation*}
\varlimsup_{t \rightarrow 0^{+}} \frac{f(t)}{t}<\lambda_{1}, \quad f(0)=0 \tag{F5}
\end{equation*}
$$

Then there exists at least one positive solution $u \in X_{i}$ of (1.3).
Proof. We seek a fixed point $u \in K$ of (5.1). By (F5) we may choose $r>0, \alpha<\lambda_{1}$ so that $f(t) \leqq \alpha t$ for $0 \leqq t \leqq r$. Then $\Phi_{i}(u) \leqq \alpha G_{i}(u)$ for $|u|_{0} \leqq r$, and $\left\|\alpha G_{i}\right\| \leqq \alpha / \lambda_{1}<1$ so that (i) is satisfied. Next we set

$$
F_{i}(u, t)=G_{i}(f(u)+t) .
$$

It can be shown using the techniques of the proof of Theorem 4.1 that $F_{i}(u, t)=u$ has no positive solutions for $t \geqq t_{0}$. It follows then as in $\S 4$ that the a priori bounds for positive solutions hold uniformly in $t$. Thus there exists $R>r$ such that $F(u, t)=u$ has no solution for $|u|_{0} \geqq R$. It follows from Proposition 5.1 that $\Phi$ has a fixed point $u \in U$.
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# A FREE BOUNDARY PROBLEM ARISING FROM THE LEACHING OF SALINE SOILS* 
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#### Abstract

A multidimensional parabolic free boundary problem of the implicit type arises in models in the soil sciences. Existence, uniqueness and asymptotic behaviour of weak and classical solutions are considered.
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1. Introduction. Approximately one-third of the developed agricultural lands in the arid and semi-arid regions of the world exhibit harmful salinity accumulation. This leads to considerably reduced crop yields (compare e.g. [4]). Reclamation of saline soils is done by leaching, the process whereby soil solution of high salt concentration is displaced by less concentrated solution until the accumulated solid salt is removed. A comprehensive exposition concerning saline soils may be found in [3]. In this paper we develop and investigate a model that describes the leaching process with special regard to the dynamics of the amount of the solid salt. One-dimensional and other simplified versions of this model appear in [9], [6], [7]: [9] compares numerical computations against experimental data, while in [6], [7] existence and uniqueness are investigated. Mathematically our multidimensional model generalizes most of the previous results in [6], [7]. Especially we have a stronger notion of solution, while we require weaker assumptions on the smoothness of the data.
2. The problem. Soil is a porous system, consisting of the solid soil matrix, the soil solution, i.e. water with dissolved substances, and the soil atmosphere, which both fill the pore space. We start with the macroscopic mass balance law for a solute, which is derived from the microscopic law by averaging over the water filled part of a "Representative Elementary Volume (REV)" (compare [1, pp. 513-520]):

$$
\begin{equation*}
\frac{\partial(\theta C+S)}{\partial t}=-\operatorname{div}\left[\mathbf{J}_{1}+\mathbf{J}_{2}+\mathbf{J}_{3}\right]+\tilde{F}, \tag{2.1}
\end{equation*}
$$

where: $\theta$ is the volumetric water content, i.e. the ratio of the volume of water to the total volume of an REV, $C$ is the concentration of the dissolved salt and $S$ is the concentration of solids absorbed on soil surfaces or located in dead-end pore space.
$\mathbf{J}_{1}$ denotes the convective flux density of the solute, thus

$$
\begin{equation*}
\mathbf{J}_{1}=C \mathbf{V}, \tag{2.2}
\end{equation*}
$$

where $\mathbf{V}$ is the flow rate of the soil solution. $\mathbf{J}_{2}$ is the dispersive flux density, due to variations of the flow velocity at the microscopic scale, and $\mathbf{J}_{3}$ is the flux density as a

[^52]result of molecular diffusion, and finally $\tilde{F}$ is the volumetric rate of supply or loss. All quantities are to be understood as averages, $C$ over the water-filled part of an REV, while $\mathbf{V}, S$, and $\tilde{F}$ are over the total volume.

We assume

$$
\begin{align*}
& \mathbf{J}_{2}=-\theta \mathbf{D}_{1} \operatorname{grad} C,  \tag{2.3}\\
& \mathbf{J}_{3}=-\theta \mathbf{D}_{2} \operatorname{grad} C \quad \text { (Fick's law), }  \tag{2.4}\\
& S=K_{1} C+K_{2} \quad \text { (Lapidus/Amundson, compare [2]). } \tag{2.5}
\end{align*}
$$

$\mathbf{D}_{i}$ are symmetric matrices, $\mathbf{D}_{1}$ may depend on $\mathbf{V}$ (compare [1, pp. 232-239]), $K_{i}$ are functions with $K_{1} \geqq 0$, both only dependent of $x$.

Furthermore, assuming the incompressibility of water, we can use the macroscopic balance equation for the water volume

$$
\begin{equation*}
\frac{\partial \theta}{\partial t}=-\operatorname{div} V \tag{2.6}
\end{equation*}
$$

to simplify (2.1) to:

$$
\begin{equation*}
A C_{t}-\frac{\partial}{\partial x_{i}}\left(D_{i j} \frac{\partial C}{\partial x_{j}}\right)+V_{i} \frac{\partial C}{\partial x_{i}}=\tilde{F}, \tag{2.7}
\end{equation*}
$$

denoting $A:=\theta+K_{1}, \mathbf{D}:=\theta\left(\mathbf{D}_{1}+\mathbf{D}_{2}\right)$ and applying Einstein's summation convention.
Let $N$ denote the average concentration of the solid salt. Then, under assumptions described in [9], we have, as long as $N(\mathbf{x}, t)>0$ :

$$
\begin{equation*}
N_{t}=-\gamma\left(C^{*}-C\right) . \tag{2.8}
\end{equation*}
$$

$C^{*}$ is the saturation concentration and $\gamma$ is a known function, e.g. of the form $\tilde{\gamma} \theta$ for a constant $\tilde{\gamma}>0$. The dissolution of $N$ serves as a source for $C$, such that

$$
\begin{equation*}
\tilde{F}=-N_{t}+F \tag{2.9}
\end{equation*}
$$

For the completion of our description we need initial conditions for $C$ and $N$ and boundary conditions for $C$. The boundary conditions are assumed to be

$$
\begin{equation*}
D_{i j} \frac{\partial C}{\partial x_{j}} n_{i}=\beta\left(C-C_{*}\right) \tag{2.10}
\end{equation*}
$$

with given functions $\beta$ and $C_{*}$, while $\mathbf{n}$ denotes the outward normal vector. This form includes the cases (i) $\beta=V_{i} n_{i}$ and (ii) $\beta=0$. At the portion of the boundary where we have (i), water with a salt concentration $C_{*}$ flows in or out and (2.10) expresses the continuity of the mass flux density in the normal direction. In case (ii) we have either impermeability of that part of the boundary for the water and solute flux or the situation of (i) but with $C=C_{*}$, i.e. continuity of the concentration across the boundary. Neglecting the influence of the solute on the water flow, we can regard $\boldsymbol{\theta}$ and $\mathbf{V}$ as known functions of space and time. Due to the interface between the regions $N>0$ and
$N \equiv 0$ there is a discontinuity, since in general $N_{t}$ will not vanish there. Thus a classical description has to deal with this free boundary:

Let $\Omega$ be a domain in $\mathbb{R}^{n}, n \in \mathbb{N}, S:=\partial \Omega, T>0, Q_{T_{1} T_{2}}:=\Omega \times\left(T_{1}, T_{2}\right), Q_{T}:=Q_{0 T}$, $S_{T}:=S \times[0, T]$. Let $A, D_{i j}, V_{i}, F, \gamma, C^{*}$ be given functions on $\bar{Q}_{T}, C_{0}, N_{0}$ are given on $\bar{\Omega}$ and $\beta, C_{*}$ are given on $S_{T}$ respectively, $i, j=1, \cdots, n$. We will use for the elliptic part of the differential operator

$$
L C:=\frac{\partial}{\partial x_{i}}\left(D_{i j} \frac{\partial C}{\partial x_{j}}\right)-V_{i} \frac{\partial C}{\partial x_{i}},
$$

and, $\mathbf{n}$ being the outward normal, for the outward conormal

$$
\frac{\partial C}{\partial \nu}:=D_{i j} \frac{\partial C}{\partial x_{j}} n_{i} .
$$

For function spaces we adopt the notion of [8]; thus we use $\|\cdot\|_{q, Q_{T}}$ for the norm in $L_{q}\left(Q_{T}\right),\|\cdot\|_{q, Q_{T}}^{(2 l)}$ for the norm in $W_{q}^{2 l, l}\left(Q_{T}\right)$ and $|\cdot|_{Q_{T}}^{(l)}$ for the norm in $H^{l, l / 2}\left(\bar{Q}_{T}\right)$. In accordance with this the maximum norm is denoted by $|\cdot|_{Q_{T}}^{0}$.

Definition 2.1. A triple ( $C, N, \Phi$ ) is called a classical solution in $Q_{T}$, if:

$$
\begin{equation*}
N \in C\left(\bar{Q}_{T}\right), N \geqq 0 \text { on } \bar{Q}_{T} . \tag{2.11}
\end{equation*}
$$

Let $\Omega_{0, T}:=\{x \in \bar{\Omega} \mid$ there exists $t \in[0, T]: N(x, t)=0\}$;
then $\Phi \in C\left(\Omega_{0, T}\right), \Phi(x) \in[0, T]$ for $x \in \Omega_{0, T}$.

$$
\begin{equation*}
N(x, t)>0 \Leftrightarrow \Phi(x)>t \text { for } x \in \Omega_{0, T}, t \in[0, T] . \tag{2.12}
\end{equation*}
$$

$$
\begin{equation*}
\text { Let } Q_{+}:=\left\{(x, t) \in Q_{T} \mid N(x, t)>0\right\}, Q_{-}:=Q_{T} \backslash \bar{Q}_{+} ; \tag{2.13}
\end{equation*}
$$

$$
\text { then } C \in C^{2,1}\left(Q_{+}\right) \cap C^{2,1}\left(Q_{-}\right) \cap C\left(\bar{Q}_{T}\right) \text {, }
$$

$$
\frac{\partial C}{\partial x_{i}} \in C\left(\bar{Q}_{T}\right), \quad i=1, \cdots, n, N_{t} \in C\left(Q_{+}\right) .
$$

$$
\begin{array}{ll}
A C_{t}-L C+N_{t}=F & \text { in } Q_{+}  \tag{2.14}\\
A C_{t}-L C=F & \text { in } Q_{-}
\end{array}
$$

$$
\begin{align*}
& C(x, 0)=C_{0}(x), \quad x \in \bar{\Omega},  \tag{2.15}\\
& \frac{\partial C}{\partial \nu}=\beta\left(C-C_{*}\right) \quad \text { on } S_{T} . \\
& N_{t}=-\gamma\left(C^{*}-C\right)  \tag{2.16}\\
&  \tag{2.17}\\
& N(x, 0)=N_{0}(x), \quad x \in \bar{\Omega} .
\end{align*}
$$

The free boundary $\Phi(x)=t$ separates the regions $N>0$ and $N \equiv 0$. The free boundary conditions are contained in (2.11), (2.13), assuming the continuity of $N, C$ and $\partial C / \partial x_{i}$ across the interface; in particular we have $N(x, \Phi(x))=0$. To preserve this condition, we must have the restricted domain of definition for $\Phi$. As we are mainly interested in the existence of classical solutions, we consider only smooth data. In the whole paper
we use
Assumption 2.2.
(2.18) $\quad A(x, t)>0$ for all $(x, t) \in \bar{Q}_{T}$.
(2.19) $\quad\left(D_{i j}(x, t)\right)_{i, j}$ is symmetric and positive definite for all $(x, t) \in \bar{Q}_{T}$.
(2.20) $A, D_{i j}, \partial D_{i j} / \partial x_{i}, V_{i}, \gamma, C^{*}, F \in H^{\alpha, \alpha / 2}\left(\bar{Q}_{T}\right)$ for some $\alpha \in(0,1), i, j=1, \cdots, n$.
$A(\cdot, 0)$ is continuously differentiable in a neighborhood of $S$.
(2.21) $\quad C_{0} \in W_{q}^{2-2 / q}(\Omega)$ for some $q>(n+2) / 2, q \geqq 2, q \neq n+2$.
$C_{0}$ is continuously differentiable in a neighborhood of $S$.
$N_{0} \in H^{\alpha}(\bar{\Omega})$.

$$
\begin{align*}
& C_{*} \in W_{q}^{1-1 / q,(1-1 / q) / 2}\left(S_{T}\right)  \tag{2.22}\\
& \beta, D_{i j} n_{i} \in H^{1-1 / q+\varepsilon,(1-1 / q+\varepsilon) / 2}\left(\bar{S}_{T}\right) \text { for some } \varepsilon>0, j=1, \cdots, n .
\end{align*}
$$

(2.23) If $q>3: \partial C_{0}(x) / \partial \nu=\beta(x, 0)\left(C_{0}(x)-C_{*}(x, 0)\right)$ for $x \in S$.
(2.24) $S \in H^{2+\alpha}$.
3. Existence of weak solutions. The differential equation in (2.14) can be written as

$$
\begin{equation*}
A C_{t}-L C+H(N) N_{t}=F, \tag{3.1}
\end{equation*}
$$

where

$$
H(s):=\left\{\begin{array}{ll}
1, & s>0,  \tag{3.2}\\
0, & s \leqq 0,
\end{array} \quad s \in \mathbb{R} .\right.
$$

Motivated by this, we develop the following notion:
Definition 3.1. A pair ( $C, \tilde{N}$ ) is called a weak solution in $Q_{T}$, if

$$
\begin{align*}
& C \in W_{2}^{1,1}\left(Q_{T}\right) \cap C\left(\bar{Q}_{T}\right), \tilde{N} \in C\left(\bar{Q}_{T}\right), C(x, 0)=C_{0}(x) \text { in } \bar{\Omega}  \tag{3.3}\\
& \int_{Q_{T}} A C_{t} \phi d x d t+\int_{Q_{T}} D_{i j} \frac{\partial C}{\partial x_{j}} \frac{\partial \phi}{\partial x_{i}} d x d t \\
&-\int_{S_{T}} \beta\left(C-C_{*}\right) \phi d x d t+\int_{Q_{T}} V_{i} \frac{\partial C}{\partial x_{i}} \phi d x d t \\
&-\int_{Q_{T}} \hat{H}(\tilde{N}) \phi_{t} d x d t-\int_{\Omega} \hat{H}\left(N_{0}(x)\right) \phi(x, 0) d x=\int_{Q_{T}} F \phi d x d t
\end{align*}
$$

for all $\phi \in W_{2}^{1,1}\left(Q_{T}\right)$ such that $\phi(\cdot, T)=0$ a.e. in $\Omega$, whereby $\hat{H}(s):=\max (s, 0), s \in \mathbb{R}$;

$$
\begin{equation*}
\tilde{N}(x, t)=N_{0}(x)-\int_{0}^{t}\left(\gamma\left(C^{*}-C\right)\right)(x, \tau) d \tau \quad \text { in } \bar{Q}_{T} \tag{3.5}
\end{equation*}
$$

We first show the existence of a weak solution and later examine the relation between classical and weak solutions.

We use the following smoothing of $H$ :

$$
H_{\varepsilon}(s):= \begin{cases}0, & s \leqq-\varepsilon / 2  \tag{3.6}\\ s / \varepsilon+1 / 2, & |s|<\varepsilon / 2 \\ 1, & s \geqq \varepsilon / 2\end{cases}
$$

and consider the following regularized problem:
Definition 3.2. Let $\varepsilon>0$. A pair $\left(C_{\varepsilon}, N_{\varepsilon}\right)$ is called a solution of $\left(\mathrm{P}_{\varepsilon}\right)$, if it classically fulfills

$$
\begin{equation*}
A C_{\varepsilon_{t}}-L C_{\varepsilon}+H_{\varepsilon}\left(N_{\varepsilon}\right) N_{\varepsilon_{t}}=F \quad \text { in } Q_{T}, \tag{3.7}
\end{equation*}
$$

the identity (3.5), and the initial and boundary conditions (2.15).
Lemma 3.3. ( $\mathrm{P}_{\varepsilon}$ ) possesses a solution $\left(C_{\varepsilon}, N_{\varepsilon}\right), C_{\varepsilon} \in W_{q}^{2,1}\left(Q_{T}\right)$. A constant $K$ independent of $\varepsilon$ exists such that

$$
\begin{equation*}
\left\|C_{\varepsilon}\right\|_{q, Q_{T}}^{(2)} \leqq K . \tag{3.8}
\end{equation*}
$$

Proof. Define the operator $\mathscr{F}=\mathscr{F}_{\boldsymbol{F}}$ :

$$
(\mathscr{F}(N))(x, t):=N_{0}(x)-\int_{0}^{t}\left(\gamma\left(C^{*}-C\right)\right)(x, \tau) d \tau
$$

$C$ being the classical solution $C_{\varepsilon}^{(N)}$ of

$$
\begin{equation*}
A C_{t}-L C-H_{\varepsilon}(N) \gamma\left(C^{*}-C\right)=F \quad \text { in } Q_{T} \tag{3.9}
\end{equation*}
$$

with initial and boundary conditions (2.15).
Let $\delta:=\min (\alpha, 2-(n+2) / q) / 2$. We will prove the existence of a fixed point $N_{\varepsilon}$ of $\mathscr{F}$ in $X:=H^{\delta, \delta / 2}\left(\bar{Q}_{T}\right)$. Obviously $\left(C_{\varepsilon}^{\left(N_{\varepsilon}\right)}, N_{\varepsilon}\right)$ is the desired solution. The proof will be accomplished by Schauder's theorem.
(i) $\mathscr{F}$ is well defined from $X$ into $X$.

Let $N \in X . C_{\varepsilon}^{(N)}$ exists uniquely (e.g. [5, p. 147, Cor. 2]) and is in $W_{q}^{2,1}\left(Q_{T}\right)$ (compare [8, IV, §9], and [10, Thm. 17]); therefore $C_{\varepsilon}^{(N)}$ is also in $H^{\tilde{\alpha}, \tilde{\alpha} / 2}\left(\bar{Q}_{T}\right)$, with $\tilde{\boldsymbol{\alpha}}:=2-(n+2) / q[8$, II, Lemma 3.3]. A fortiori we have $\mathscr{F}(N) \in X$.

In the following $K$ denotes constants independent of $N$ and $\varepsilon$ :
ii) For some $K$ the closed ball $B_{K}(0)$ is mapped by $\mathscr{F}$ into itself.

Let $N \in X$; then we have (compare [10, Thm. 17], [8, IV, §9])

$$
\begin{aligned}
\left\|C_{\varepsilon}^{(N)}\right\|_{q, Q_{T}}^{(2)} & \leqq K\left(1+\left\|F+H_{\varepsilon}(N) \gamma\left(C^{*}-C_{\varepsilon}^{(N)}\right)\right\|_{q, Q_{T}}\right) \\
& \leqq K\left(1+\left\|C_{\varepsilon}^{(N)}\right\|_{q, Q_{T}}\right) .
\end{aligned}
$$

We can conclude from the maximum principle (e.g. [8, Chap. I, Thm. 2.3])

$$
\left|C_{\varepsilon}^{(N)}\right|_{Q_{T}}^{(0)} \leqq K,
$$

and thus we get

$$
\begin{equation*}
\left\|C_{\varepsilon}^{(N)}\right\|_{q, Q_{T} \leqq K}^{(2)} \tag{3.10}
\end{equation*}
$$

and especially ([8, Chap. II, Lemma 3.3])

$$
\begin{equation*}
\left|C_{\varepsilon}^{(N)}\right|_{Q_{T}}^{(2 \delta)} \leqq K \tag{3.11}
\end{equation*}
$$

This also means that $X$ is mapped into a ball $B_{K}(0)$.
iii) $\mathscr{F}$ is continuous.

Let $N_{1,2} \in X$; then $w:=C_{\varepsilon}^{\left(N_{1}\right)}-C_{\varepsilon}^{\left(N_{2}\right)}$ fulfills

$$
\begin{aligned}
& A w_{t}-L w+H_{\varepsilon}\left(N_{1}\right) \gamma w=\gamma\left(C^{*}-C_{\varepsilon}^{\left(N_{2}\right)}\right)\left(H_{\varepsilon}\left(N_{1}\right)-H_{\varepsilon}\left(N_{2}\right)\right):=f \text { in } Q_{T}, \\
& w(x, 0)=0, \quad x \in \bar{\Omega}, \\
& \frac{\partial w}{\partial \nu}=\beta w \quad \text { on } S_{T} .
\end{aligned}
$$

Now applying [5, Thm. 4', p. 213] we get:

$$
\left|C_{\varepsilon}^{\left(N_{1}\right)}-C_{\varepsilon}^{\left(N_{2}\right)}\right|_{Q_{T}}^{(\delta)} \leqq K|f|_{Q_{T}}^{(0)} \leqq K / \varepsilon\left|N_{1}-N_{2}\right|_{Q_{T}}^{(0)}
$$

using e.g. (3.11). Therefore:

$$
\left|\mathscr{F}\left(N_{1}\right)-\mathscr{F}\left(N_{2}\right)\right|_{Q_{T}}^{(\delta)} \leqq K / \varepsilon\left|N_{1}-N_{2}\right|_{Q_{T}}^{(0)} .
$$

To finish the proof, we have to establish:
iv) $\mathscr{F}\left[B_{K}(0)\right]$ is precompact, $K$ according to ii).

This is true because of (3.11) and the compactness of the imbedding $H^{2 \delta, \delta}\left(\bar{Q}_{T}\right) \rightarrow X$.
Finally due to (3.10) we also have (3.8).
Theorem 3.4. There exists a weak solution ( $C, \tilde{N}$ ) such that

$$
C \in W_{q}^{2,1}\left(Q_{T}\right)
$$

Proof. The solutions of $\left(\mathrm{P}_{\varepsilon}\right)$ satisfy (3.5) and an integral relation (3.4) ${ }_{\varepsilon}$, which equals (3.4) after substituting $\hat{H}$ by

$$
\begin{equation*}
\hat{H}_{\varepsilon}(s):=\int_{0}^{s} H_{\varepsilon}(\xi) d \xi . \tag{3.12}
\end{equation*}
$$

Using (3.8), we see, by passing to a subsequence if necessary, that:

$$
\begin{array}{ll}
C_{\varepsilon} \rightarrow C & \text { weakly in } W_{q}^{2,1}\left(Q_{T}\right)  \tag{3.13}\\
C_{\varepsilon} \rightarrow C & \text { strongly in } H^{\tilde{\alpha}, \tilde{\alpha} / 2}\left(\bar{Q}_{T}\right)
\end{array} \quad \text { for } \varepsilon \rightarrow 0
$$

with $\tilde{\boldsymbol{\alpha}} \in(0,2-(n+2) / q)$.
From (3.14) we conclude

$$
\begin{equation*}
N_{\varepsilon} \rightarrow \tilde{N} \quad \text { strongly in } C\left(\bar{Q}_{T}\right), \tag{3.15}
\end{equation*}
$$

and $\tilde{N}$ fulfills (3.5). (3.3) is satisfied, too.
To finish the proof, we have to establish the convergence of (3.4) ${ }_{\varepsilon}$ to (3.4), where due to (3.13) it suffices to show:

$$
\begin{equation*}
y \int_{Q_{T}}\left(\hat{H}_{\varepsilon}\left(N_{\varepsilon}\right)-\hat{H}(\tilde{N})\right) \phi_{t} d x d t \rightarrow 0 \tag{3.16}
\end{equation*}
$$

for $\varepsilon \rightarrow 0$ and all test functions $\phi$.

We have:

$$
\left(\hat{H}_{\varepsilon}\left(N_{\varepsilon}\right)-\hat{H}_{\varepsilon}(\tilde{N})\right)(x, t)=H_{\varepsilon}(\xi(x, t))\left(N_{\varepsilon}(x, t)-\tilde{N}(x, t)\right)
$$

for some $\xi(x, t) \in\left\langle N_{\varepsilon}(x, t), \tilde{N}(x, t)\right\rangle$, and therefore from (3.15)

$$
\begin{equation*}
\left|\hat{H}_{\varepsilon}\left(N_{\varepsilon}\right)-\hat{H}_{\varepsilon}(\tilde{N})\right|_{Q_{r}}^{(0)} \rightarrow 0 \quad \text { for } \varepsilon \rightarrow 0 . \tag{3.17}
\end{equation*}
$$

Furthermore $\left\|\hat{H}_{\varepsilon}-\hat{H}\right\|_{L^{\infty}} \rightarrow 0$ for $\varepsilon \rightarrow 0$ such that

$$
\begin{equation*}
\left|\hat{H}_{\varepsilon}(\tilde{N})-\hat{H}(\tilde{N})\right|_{Q_{T}}^{(0)} \rightarrow 0 \text { for } \varepsilon \rightarrow 0 . \tag{3.18}
\end{equation*}
$$

(3.17), (3.18) imply (3.16).

As a first regularity result let us mention:
Theorem 3.5. Let $(C, \tilde{N})$ be a weak solution such that $C \in W_{p}^{2,1}\left(Q_{T}\right)$ for some $p>1$.

Let $Q$ be a cylinder with smooth boundary, $\bar{Q} \subset Q_{1}$ or $\bar{Q} \subset Q_{2}$ with

$$
Q_{i}:=\left\{(x, t) \in Q_{T} \mid(-1)^{i+1} \tilde{N}(x, t)>0\right\}, i=1,2 .
$$

Then $C \in H^{2+\alpha, 1+\alpha / 2}(\bar{Q})$ and $(C, \tilde{N})$ fulfills classically

$$
\begin{array}{ll}
A C_{t}-L C+\tilde{N}_{t}=F & \text { in } Q_{1} \\
Q C_{t}-L C=F & \text { in } Q_{2} \tag{3.20}
\end{array}
$$

Proof. For definiteness we regard $\bar{Q} \subseteq Q_{1}$; the other case is strictly similar. Choose an analogous open cylinder $\tilde{Q}$ such that $\bar{Q} \subset \tilde{Q} \subset Q_{1}$. Let $\phi$ be an infinitely differentiable function in $\tilde{Q}$ with compact support. If we extend $\phi$ outside of $\tilde{Q}$ by 0 , we obtain an admissible test function for (3.4) such that after partial integration we get

$$
\int_{\tilde{Q}}\left(A C_{t}-L C+\tilde{N}_{t}-F\right) \phi d x d t=0
$$

because $\hat{H}(\tilde{N})=\tilde{N}$ in $\tilde{Q}$. Therefore we have a generalized solution of (3.19) in $W_{p}^{2,1}(\tilde{Q})$, which by means of (3.5), possesses the desired regularity (compare [8, III, Thm. 12.2]).
4. Uniqueness of weak and classical solutions. In this section we will use additionally the following:

Assumption 4.1.
1)

$$
A_{t}, \frac{\partial V_{i}}{\partial x_{i}} \in L^{2}\left(Q_{T}\right), \quad i=1, \cdots, n
$$

2) 

$$
V_{i} n_{i} \in H^{1 / 2+\varepsilon,(1 / 2+\varepsilon) / 2}\left(\bar{S}_{T}\right) \quad \text { for some } \varepsilon>0
$$

We start with the investigation of the following auxiliary problem for given $f$ and $h$ :

$$
\begin{align*}
& \left((A \phi)_{t}+\frac{\partial}{\partial x_{i}}\left(D_{i j} \frac{\partial \phi}{\partial x_{j}}\right)+\frac{\partial}{\partial x_{i}}\left(V_{i} \phi\right)\right)(x, t)  \tag{4.1}\\
& \quad+\gamma(x, t) \int_{t}^{T}\left(h \phi_{t}\right)(x, \tau) d \tau=f(x, t) \text { in } Q_{T}, \\
& \phi(x, T)=0 \quad \text { in } \Omega,  \tag{4.2}\\
& \frac{\partial \phi}{\partial \nu}=\left(\beta-V_{i} n_{i}\right) \phi \quad \text { on } S_{T} . \tag{4.3}
\end{align*}
$$

Lemma 4.2. Let $f \in L^{2}\left(Q_{T}\right), h \in L^{\infty}\left(Q_{T}\right)$; then there exists a generalized solution $\phi$ of (4.1)-(4.3) in $W_{2}^{2,1}\left(Q_{T}\right)$.

Proof. Let $N \in \mathbb{N}$ and $\bar{T}:=T / N, Q_{k}:=Q_{T-k \bar{T}, T-(k-1) \bar{T}}$ for $k=1, \cdots, N$. For some $N \in \mathbb{N}$ we prove the existence of solutions $\phi_{k} \in W_{2}^{2,1}\left(Q_{k}\right)$ of

$$
\begin{align*}
& \left(\left(A \phi_{k}\right)_{t}+\frac{\partial}{\partial x_{i}}\left(D_{i j} \frac{\partial \phi_{k}}{\partial x_{j}}\right)+\frac{\partial}{\partial x_{i}}\left(V_{i} \phi_{k}\right)\right)(x, t)  \tag{4.4}\\
& +\gamma(x, t) \int_{t}^{T-(k-1) \bar{T}}\left(h \phi_{k_{t}}\right)(x, \tau) d \tau \\
& =f(x, t)-\gamma(x, t) \sum_{l=1}^{k-1} \int_{T-l \bar{T}}^{T-(l-1) \bar{T}}\left(h \phi_{l_{t}}\right)(x, \tau) d \tau \quad \text { in } Q_{k}
\end{align*}
$$

with $\sum_{l=1}^{0}:=0$,

$$
\begin{equation*}
\phi_{k}(x, T-(k-1) \bar{T})=\phi_{k-1}(x, T-(k-1) \bar{T}) \quad \text { in } \Omega \tag{4.5}
\end{equation*}
$$

with $\phi_{-1}:=0$, and of (4.3).
Let $\phi(x, t):=\phi_{i}(x, t)$ for $(x, t) \in Q_{i}$; we then get a function in $W_{2}^{2,1}\left(Q_{T}\right)$ because of (4.5), which is a solution of (4.1)-(4.3).

Now consider $1 \leqq k \leqq n$ and assume that the existence of a solution $\phi_{l}$ for $1 \leqq l<k$ is proven. For $k=1$ this assumption is void. Define an operator $\mathscr{F}$ on $W_{2}^{2,1}\left(Q_{k}\right)$ by $\mathscr{F}_{z}:=u, u$ being the solution in $W_{2}^{2,1}\left(Q_{k}\right)$ of (4.5), (4.3) and a differential equation similar to (4.4), but with

$$
\begin{equation*}
\gamma(x, t) g^{(z)}(x, t), \quad g^{(z)}(x, t):=\int_{t}^{T-(k-1) \bar{T}}\left(h z_{t}\right)(x, \tau) d \tau \tag{4.6}
\end{equation*}
$$

as the integral term on the left-hand side.
In particular the right-hand side and $\gamma g^{(z)}$ are in $L^{2}\left(Q_{i}\right)$, and

$$
\phi_{k-1}(\cdot, T-(k-1) \bar{T}) \in W_{2}^{1}(\Omega)
$$

(e.g. [8, Chap. II, Lemma 3.4]); this operator is well defined (compare again [8, Chap. IV, §9], [10, Thm. 17]) and there exists a constant $C$ independent of $\bar{T}$ and $k$ such that for $z_{1}, z_{2} \in W_{2}^{2,1}\left(Q_{k}\right)$ :

$$
\begin{equation*}
\left\|\mathscr{F}\left(z_{1}\right)-\mathscr{F}\left(z_{2}\right)\right\|_{2, Q_{k}}^{(2)} \leqq C\left\|g^{\left(z_{1}-z_{2}\right)}\right\|_{2, Q_{k}} . \tag{4.7}
\end{equation*}
$$

An easy calculation shows for $z \in W_{2}^{2,1}\left(Q_{k}\right)$ :

$$
\begin{equation*}
\left\|g^{(z)}\right\|_{2, Q_{k}} \leqq|h|_{Q_{T}}^{(0)} \bar{T}\left\|z_{t}\right\|_{2, Q_{k}} . \tag{4.8}
\end{equation*}
$$

Therefore it suffices to take $N$ so large such that e.g.

$$
\begin{equation*}
C|h|_{Q_{T}}^{(0)} \bar{T} \leqq \frac{1}{2} . \tag{4.9}
\end{equation*}
$$

Then $\mathscr{F}$ is a contraction on $W_{2}^{2,1}\left(Q_{k}\right)$ and therefore Banach's fixed point theorem guarantees the unique existence of a solution $\phi_{k}$ in $W_{2}^{2,1}\left(Q_{k}\right)$ of (4.3)-(4.5). Thus we get a solution for all $Q_{k}$, which proves the assertion.

## Now we can show

Lemma 4.3. There exists at most a weak solution in $Q_{T}$.
Proof. Let ( $C, \tilde{N}$ ) be a weak solution and take test functions $\phi \in W_{2}^{2,1}\left(Q_{T}\right)$ such that $\phi(\cdot, T)=0$ a.e. in $\Omega$. By partial integration we get:

$$
\begin{align*}
& -\int_{Q_{T}} C(A \phi)_{t} d x d t-\int_{\Omega}(A \phi)(x, 0) C_{0}(x) d x  \tag{4.10}\\
& \quad-\int_{Q_{T}} C \frac{\partial}{\partial x_{i}}\left(D_{i j} \frac{\partial \phi}{\partial x_{j}}\right) d x d t+\int_{S_{T}} C D_{i j} \frac{\partial \phi}{\partial x_{j}} n_{i} d x d t \\
& \quad-\int_{S_{T}} \beta\left(C-C_{*}\right) \phi d x d t-\int_{Q_{T}} C \frac{\partial}{\partial x_{i}}\left(V_{i} \phi\right) d x d t \\
& \quad+\int_{S_{T}} C V_{i} n_{i} \phi d x d t-\int_{Q_{T}} \hat{H}(\tilde{N}) \phi_{t} d x d t-\int_{\Omega} \hat{H}\left(N_{0}(x)\right) \phi(x, 0) d x \\
& \quad=\int_{Q_{T}} F \phi d x d t
\end{align*}
$$

Now we consider two weak solutions $\left(C_{i}, \tilde{N}_{i}\right), i=1,2$ and set $C:=C_{1}-C_{2}, \tilde{N}:=\tilde{N}_{1}-$ $\tilde{N}_{2}$.

At first we show that

$$
\begin{equation*}
\hat{H}\left(\tilde{N}_{1}\right)-\hat{H}\left(\tilde{N}_{2}\right)=h\left(\tilde{N}_{1}-\tilde{N}_{2}\right) \quad \text { for some } h=h\left(\tilde{N}_{1}, \tilde{N}_{2}\right) \in L^{\infty}\left(Q_{T}\right) \tag{4.11}
\end{equation*}
$$

In fact, taking $Q_{1}:=\left\{(x, t) \in Q_{T} \mid\left(\tilde{N}_{1}-\tilde{N}_{2}\right)(x, t) \neq 0\right\}$ and $Q_{2}:=Q_{T} \backslash Q_{1}$, we can define $h$ in the open set $Q_{1}$ as

$$
h(x, t):=\frac{\left(\hat{H}\left(\tilde{N}_{1}\right)-\hat{H}\left(\tilde{N}_{2}\right)\right)(x, t)}{\left(\tilde{N}_{1}-\tilde{N}_{2}\right)(x, t)} .
$$

Thus $h$ is a continuous function with values in [0,1], which is easily checked. In $Q_{2}$ the definition is at our disposal, say $h(x, t):=0$. Therefore

$$
\begin{equation*}
\left(\hat{H}\left(\tilde{N}_{1}\right)-\hat{H}\left(\tilde{N}_{2}\right)\right)(x, t)=h(x, t) \int_{0}^{t}(\gamma C)(x, \tau) d \tau \tag{4.12}
\end{equation*}
$$

and by partial integration:

$$
\begin{align*}
& \int_{Q_{T}} h(x, t) \int_{0}^{t}(\gamma C)(x, \tau) d \tau \phi_{t}(x, t) d x d t  \tag{4.13}\\
&=\int_{Q_{\tau}}(\gamma C)(x, t) \int_{t}^{T}\left(h \phi_{t}\right)(x, \tau) d \tau d x d t
\end{align*}
$$

for all considered test functions $\phi$. Let us apply (4.10) to $C_{1}$ and $C_{2}$ and subtract the two relations. By means of (4.12) and (4.13) we get:

$$
\begin{align*}
-\int_{Q_{T}} C(x, t)\left\{\left((A \phi)_{t}+\frac{\partial}{\partial x_{i}}( \right.\right. & \left.\left.D_{i j} \frac{\partial \phi}{\partial x_{j}}\right)+\frac{\partial}{\partial x_{i}}\left(V_{i} \phi\right)\right)(x, t)  \tag{4.14}\\
& \left.+\gamma(x, t) \int_{t}^{T}\left(h \phi_{t}\right)(x, \tau) d \tau\right\} d x d t \\
& +\int_{S_{T}} C(x, t)\left(\frac{\partial \phi}{\partial \nu}-\left(\beta-V_{i} n_{i}\right) \phi\right)(x, t) d x d t=0
\end{align*}
$$

for all $\phi \in W_{2}^{2,1}\left(Q_{T}\right)$ such that $\phi(\cdot, T)=0$ a.e. in $\Omega$.

Let $f \in L^{2}\left(Q_{T}\right)$ and take $\phi$ as a generalized solution of (4.1)-(4.3) with this $f$ as right-hand side and $h=h\left(\tilde{N}_{1}, \tilde{N}_{2}\right) . \phi$ exists according to Lemma 4.2 and is an admissible test function. (4.14) implies

$$
\begin{equation*}
\int_{Q_{T}} C(x, t) f(x, t) d x d t=0 \tag{4.15}
\end{equation*}
$$

and thus $C=0$, i.e. $C_{1}=C_{2}$.
Because of (3.5) we also have $\tilde{N}_{1}=\tilde{N}_{2}$, which proves our assertion.
Remark 4.4.1) We have actually proven that a solution $(C, \tilde{N})$, say $C, \tilde{N} \in C\left(\bar{Q}_{T}\right)$, of (4.10) and (3.5) is unique.
2) The additional assumption 4.1 should be as weak as possible so as not to be in conflict with the general situation of partially unsaturated soil.

Theorem 4.5. Let $\left(C_{i}, N_{i}, \Phi_{i}\right)$ be classical solutions,

$$
Q_{+}^{i}:=\left\{(x, t) \in Q_{T} \mid N_{i}(x, t)>0\right\}, \quad Q_{-}^{i}:=Q_{T} \backslash \overline{Q_{+}^{i}}, \quad i=1,2 .
$$

We assume:
(4.17) $\quad$ The divergence theorem is valid in $Q_{+}^{i}$ and $Q_{-}^{i}, \quad i=1,2$.

Then we have $\left(C_{1}, N_{1}, \Phi_{1}\right)=\left(C_{2}, N_{2}, \Phi_{2}\right)$.
Proof. Let ( $C, N, \Phi$ ) be a classical solution fulfilling (4.16), (4.17). Set

$$
\begin{equation*}
\tilde{N}(x, t):=N_{0}(x)-\int_{0}^{t}\left(\gamma\left(C^{*}-C\right)\right)(x, \tau) d \tau \tag{4.18}
\end{equation*}
$$

Because of (4.16) we have

$$
\begin{equation*}
\tilde{N}(x, t) \leqq 0 \quad \text { for all }(x, t) \in Q_{-} . \tag{4.19}
\end{equation*}
$$

In fact, (4.19) is implied by

$$
\begin{equation*}
\tilde{N}(x, t)>0 \Rightarrow N(x, t)>0 \quad \text { for }(x, t) \in Q_{T} . \tag{4.20}
\end{equation*}
$$

To prove (4.20), suppose that $N(x, t)=0$ for some $(x, t) \in Q_{T}$, for which $\tilde{N}(x, t)>0$. Then $t \geqq \Phi(x)$ and therefore

$$
\begin{equation*}
0<\tilde{N}(x, t) \leqq \tilde{N}(x, \Phi(x)) \tag{4.21}
\end{equation*}
$$

On the other hand we can conclude

$$
\begin{equation*}
\tilde{N}(\xi, \tau)=N(\xi, \tau) \quad \text { for all }(\xi, \tau) \in \bar{Q}_{+}, \tag{4.22}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\tilde{N}(x, \Phi(x))=N(x, \Phi(x))=0 . \tag{4.23}
\end{equation*}
$$

This is a contradiction to (4.21).
Now let $\phi \in C^{2,1}\left(\bar{Q}_{T}\right)$. We start with

$$
\begin{equation*}
\int_{Q_{+}} F \phi d x d t=\int_{Q_{+}}\left(A C_{t}-L C+N_{t}\right) \phi d x d t \tag{4.24}
\end{equation*}
$$

and integrate by parts. Doing the same in $Q_{-}$, we can add these expressions and see that all integrals over the boundary $\Phi(x)=t$ cancel because of the continuity of $N, C$ and $\partial C / \partial x_{i}$ in $\bar{Q}_{T}$. By means of (4.19) and (4.22) we can substitute for the integrals involving $N$

$$
\begin{equation*}
-\int_{Q_{T}} \hat{H}(\tilde{N}) \phi_{t} d x d t+\int_{\Omega}(\hat{H}(\tilde{N}) \phi)(x, T) d x-\int_{\Omega} \hat{H}\left(N_{0}(x)\right) \phi(x, 0) d x \tag{4.25}
\end{equation*}
$$

The relation we now have achieved is also valid for all $\phi \in W_{2}^{2,1}\left(Q_{T}\right)$, as we see by passing to the limit. In this way we have verified (4.10) for $(C, \tilde{N})$. Therefore we see from Remark 4.4 that

$$
\begin{equation*}
C_{1}=C_{2}, \quad \tilde{N}_{1}=\tilde{N}_{2}, \tag{4.26}
\end{equation*}
$$

$\tilde{N}_{i}$ being defined as in (4.18). It remains to prove $\Phi_{1}=\Phi_{2}$ and its consequence $N_{1}=N_{2}$.
Let $\Omega_{0, T}^{i}$ be the domains of $\Phi_{i}$. At first we show:

$$
\begin{equation*}
\Omega_{0, T}^{1}=\Omega_{0, T}^{2}=: \Omega_{0, T} . \tag{4.27}
\end{equation*}
$$

Assume there exists $x \in \Omega_{0, T}^{1}$, such that $x \notin \Omega_{0, T}^{2}$. As

$$
\begin{equation*}
\xi \notin \Omega_{0, T} \Rightarrow(\xi, \tau) \in \bar{Q}_{+} \quad \text { for all } \tau \in[0, T] \tag{4.28}
\end{equation*}
$$

we have by (4.22)

$$
\begin{equation*}
\tilde{N}_{2}(x, t)>0 \quad \text { for all } t \in[0, T] . \tag{4.29}
\end{equation*}
$$

On the other hand by (4.23) $\tilde{N}_{1}\left(x, \Phi_{1}(x)\right)=0$, which contradicts (4.26), (4.29).
Now let $x \in \Omega \cap \Omega_{0, T}$ and $\Phi_{1}(x)<\Phi_{2}(x)$. Then $N_{2}\left(x, \Phi_{1}(x)\right)>0$, again leading to a contradiction by (4.22), (4.23). This proves $\Phi_{1}=\Phi_{2} . N_{1}=N_{2}$ follows along the same lines.

Remark 4.6. As in the physical situation $\gamma>0$ and $C^{*}$ is the saturation concentration, (4.16) is not restrictive (compare Theorem 5.5).
5. Existence of classical solutions. To obtain a classical solution from the weak solution constructed in Theorem 3.4, we must study the nature of the set $\tilde{N}=0$. This will be accomplished by deriving a lower bound for $C^{*}-C$. Since we cannot apply the strong maximum principle directly, we reconsider the solutions of the smoothed problem ( $\mathrm{P}_{\mathrm{e}}$ ). Throughout the section we will use

Assumption 5.1.

$$
\begin{gather*}
\gamma(x, t)>0 \quad \text { for all }(x, t) \in \bar{Q}_{T} .  \tag{5.1}\\
C^{*} \in H^{2+\alpha, 1+\alpha / 2}\left(\bar{Q}_{T}\right),  \tag{5.2}\\
\hat{F}:=F-A C_{t}^{*}+L C^{*} \leqq 0 \text { in } \bar{Q}_{T} . \\
\frac{\partial C^{*}}{\partial \nu} \geqq 0 \quad \text { on } S_{T} .  \tag{5.3}\\
C_{0}(x) \leqq C^{*}(x, 0) \text { for all } x \in \bar{\Omega} . \tag{5.4}
\end{gather*}
$$

$$
\begin{array}{ll}
\beta \leqq 0 & \text { on } S_{T} . \\
C_{*} \leqq C^{*} & \text { on } S_{T} . \tag{5.6}
\end{array}
$$

(5.7) i) There exists $\bar{x} \in \Omega$ such that $C_{0}(\bar{x})<C^{*}(\bar{x}, 0)$ or there exists a sequence $\left(x_{n}, t_{n}\right) \in S_{T}, t_{n} \rightarrow 0$, satisfying one of the following conditions:
ii) $\quad \beta\left(x_{n}, t_{n}\right)<0, \quad C_{*}\left(x_{n}, t_{n}\right)<C^{*}\left(x_{n}, t_{n}\right)$,
iii) $\frac{\partial C^{*}}{\partial \nu}\left(x_{n}, t_{n}\right)>0$.

$$
\begin{equation*}
N_{0} \geqq 0 \quad \text { in } \bar{\Omega} . \tag{5.8}
\end{equation*}
$$

Having in mind the discussion of the physical meaning in §2, we see that this leaching situation is covered by these assumptions. In particular, (5.7ii) is fulfilled, if at some portion of the boundary (the soil-atmosphere interphase) water, with a concentration beneath the saturation concentration, filters through.

As comparison function we regard the classical solution of

$$
\begin{array}{ll}
A w_{t}-L w+\gamma w=-\hat{F} \quad \text { in } \bar{Q}_{T}, & \\
w(x, 0)=C^{*}(x, 0)-C_{0}(x), & x \in \bar{\Omega}, \\
\frac{\partial w}{\partial \nu}=\beta\left(w-\left[C^{*}-C_{*}\right]\right)+\frac{\partial C^{*}}{\partial \nu} & \text { on } S_{T} . \tag{5.11}
\end{array}
$$

$w$ exists uniquely (e.g. [5, p. 147, Cor. 2]).
Lemma 5.2. $w(x, t)>0$ for all $(x, t) \in \bar{\Omega} \times(0, T]$.
Proof. Let us first show: $w \geqq 0$ in $\bar{Q}_{T}$. Suppose not; then $w$ has a negative minimum in $(\bar{x}, \bar{t}) \in \bar{Q}_{T}$. Because of (5.1), (5.2) the strong minimum principle is applicable (e.g. [5, p. 34, Thm. 1]) and thus ( $\bar{x}, \bar{t}) \in \Omega \times(0, T]$ contradicts (5.4).

The same is true for $\bar{t}=0$. For $\bar{x} \in S$ we have, by a lemma of Viborny-Friedman ([5, p. 49, Thm. 14]), $(\partial w / \partial \nu)(\bar{x}, \bar{t})<0$ and thus using (5.3), (5.5), (5.6):

$$
\begin{equation*}
w(\bar{x}, \bar{t})>\left(C^{*}-C_{*}\right)(\bar{x}, \bar{t}) \geqq 0 . \tag{5.12}
\end{equation*}
$$

This is also a contradiction, i.e. $w \geqq 0$ in $\bar{Q}_{T}$.
If $w(\bar{x}, \bar{t})=0$ for some $(\bar{x}, \bar{t}) \in \bar{\Omega} \times(0, T]$, then $w$ attains its minimum in $(\bar{x}, \bar{t})$. In the case $(\bar{x}, \bar{t}) \in \Omega \times(0, T]$ we get $w=0$ in $\bar{Q}_{i}$ by the strong minimum principle and thus a contradiction to (5.7). Finally, $\bar{x} \in S$ is impossible due to (5.12).

Lemma 5.3. Let $\left(C_{\varepsilon}, N_{\varepsilon}\right)$ be a solution of $\left(\mathrm{P}_{\varepsilon}\right)$. Then

$$
C^{*}-C_{\varepsilon} \geqq w \quad \text { in } \bar{Q}_{T} .
$$

Proof. Set $u_{\varepsilon}:=C^{*}-C_{\varepsilon}$. Then $u_{\varepsilon}$ solves

$$
\begin{equation*}
A u_{\varepsilon_{t}}-L u_{\varepsilon}+H_{\varepsilon}\left(N_{\varepsilon}\right) \gamma u_{\varepsilon}=-\hat{F} \quad \text { in } \bar{Q}_{T} \tag{5.13}
\end{equation*}
$$

and (5.10), (5.11). Therefore $z:=u_{\varepsilon}-w$ fulfills

$$
\begin{align*}
& A z_{t}-L z+\gamma H_{\varepsilon}\left(N_{\varepsilon}\right) z=\gamma\left(1-H_{\varepsilon}\left(N_{\varepsilon}\right)\right) w \quad \text { in } \bar{Q}_{T},  \tag{5.14}\\
& z(x, 0)=0, \quad x \in \bar{\Omega},  \tag{5.15}\\
& \frac{\partial z}{\partial \nu}=\beta z \quad \text { in } S_{T} . \tag{5.16}
\end{align*}
$$

We want to show $z \geqq 0$ in $\bar{Q}_{T}$.

Since $\gamma H_{\varepsilon}\left(N_{\varepsilon}\right) \geqq 0$ and $\gamma\left(1-H_{\varepsilon}\left(N_{\varepsilon}\right)\right) w \geqq 0$ due to Lemma 5.2, again we can apply the strong minimum principle to show this in the same way as in Lemma 5.2.

We now conclude
Theorem 5.4. There exists a weak solution $(C, \tilde{N}), C \in W_{q}^{2,1}\left(Q_{T}\right)$, such that
(5.17) $C(x, t)<C^{*}(x, t)$ for all $(x, t) \in \bar{\Omega} \times(0, T]$.
(5.18) $\tilde{N}(x, \cdot)$ is strictly decreasing in $[0, T]$ for all $x \in \bar{\Omega}$.

There is $a \psi \in C(\bar{\Omega}), 0 \leqq \psi(x) \leqq T$ for all $x \in \bar{\Omega}$ such that $\psi(x)>0 \Leftrightarrow$
$N_{0}(x)>0$ and for all $t \in[0, \psi(x)): \tilde{N}(x, t)>0$, for all $t \in(\psi(x), T]:$
$\tilde{N}(x, t)<0, \psi(x)<T \Rightarrow \tilde{N}(x, \psi(x))=0$.

Proof. We consider the weak solution ( $C, \tilde{N}$ ) constructed in Theorem 3.4. Let $\delta>0$. Lemmas $5.2,5.3$ imply for some $K(\delta)>0$

$$
C^{*}-C_{\varepsilon} \geqq K(\delta) \quad \text { in } \bar{\Omega} \times[\delta, T]
$$

and thus by (3.14) we have the validity of (5.17).
Furthermore, because of (5.1), we have for some $\underline{\gamma}>0$ :

$$
N_{\varepsilon_{t}} \leqq-\underline{\gamma} K(\delta) \quad \text { in } \bar{\Omega} \times[\delta, T]
$$

and therefore again by (3.14):

$$
\begin{equation*}
\tilde{N}_{t} \leqq-\underline{\gamma} K(\delta) \quad \text { in } \bar{\Omega} \times[\delta, T] . \tag{5.20}
\end{equation*}
$$

In particular, this means (5.18). Now define

$$
\psi(x):=\left\{\begin{array}{l}
0, \quad \tilde{N}(x, t) \leqq 0 \quad \text { for all } t \in[0, T]  \tag{5.21}\\
\sup \{t \in[0, T] \mid \tilde{N}(x, t)>0\} \quad \text { otherwise }
\end{array}\right.
$$

The properties in (5.19) are verified immediately. In particular, continuity is proved by checking upper and lower semicontinuity, which follows from the other assertions in (5.19).

Collecting the results we get:
Theorem 5.5. Let $q>n+2$. There exists a classical solution $(C, N, \Phi)$ such that

$$
C \in W_{q}^{2,1}\left(Q_{T}\right) \text { and } C \text { fulfills (5.17). }
$$

If $N_{0} \in C^{1}\left(\bar{\Omega}_{1}\right)$ and $\gamma$ and $C^{*}$ are continuously differentiable with respect to $x$ in $\bar{\Omega}_{1} \times[0, T]$, then

$$
\begin{equation*}
\Phi \in C^{1}\left(\bar{\Omega}_{1}\right) \tag{5.22}
\end{equation*}
$$

setting $\Omega_{1}:=\left\{x \in \Omega_{0, T} \cap \Omega \mid 0<\Phi(x)<T\right\}$.
Proof. We consider the weak solution ( $C, \tilde{N}$ ) of Theorem 5.4. Defining $N(x, t):=$ $(\tilde{N}(x, t))_{+}$in $\bar{Q}_{T}$, we see

$$
\begin{align*}
& Q_{+}=\left\{(x, t) \in Q_{T} \mid \tilde{N}(x, t)>0\right\},  \tag{5.23}\\
& Q_{-}=\left\{(x, t) \in Q_{T} \mid \tilde{N}(x, t)<0\right\} .
\end{align*}
$$

Therefore Theorem 3.5 assures (2.14), while (2.16), (2.17) are clear by the definition of $N$. Having in mind (3.14), we notice that (2.13) and (2.15) are satisfied.

We define $\Phi:=\left.\psi\right|_{\Omega_{0, T}}, \psi$ according to Theorem 5.4. Then from (5.19) we conclude

$$
\begin{equation*}
\tilde{N}(x, \Phi(x))=0 \quad \text { for all } x \in \Omega_{0, T} \tag{5.24}
\end{equation*}
$$

and thus (2.11) and (2.12).
Finally (5.22) is a consequence of (5.24) and the implicit function theorem, the continuity of $\tilde{N}_{x}$ and $\tilde{N}_{t}$ in $\bar{\Omega}_{1} \times[0, T]$ and $\tilde{N}_{t}(x, \Phi(x))<0$ for $x \in \bar{\Omega}_{1}$.
6. Asymptotic behavior. It is not yet clear whether $N$ vanishes for large times, i.e. $\Phi(x)$ exists for each $x \in \bar{\Omega}$. We will give a sufficient condition for this situation. First, we regard all functions as given for all $T>0$ and the assumptions 2.2 and 5.1, which are also in force, are to be understood in this sense. Furthermore we use the following assumption in the sense of [5, p. 157] and with $Q:=\cup_{T>0} Q_{T}$.

Assumption 6.1.
(6.1) $A(x, t) \geqq a \quad$ for some $a>0$ and all $(x, t) \in \bar{Q}$, $\gamma(x, t) \geqq \underline{\gamma} \quad$ for some $\underline{\gamma}>0$ and all $(x, t) \in \bar{Q}$.
 $\xi \in \mathbb{R}^{n}$.
(6.3) The following functions converge as $t \rightarrow \infty$ uniformly in $\bar{Q}$ to a function in $H^{\alpha}(\bar{\Omega})$ :
$A, D_{i j}, \sum_{i=1}^{n} \frac{\partial D_{i j}}{\partial x_{i}}, V_{i}, \gamma, F, C_{t}^{*}, \frac{\partial C^{*}}{\partial x_{i}}, \frac{\partial^{2} C^{*}}{\partial x_{i} \partial x_{j}}, \quad i, j=1, \cdots, n$.
(6.4) $S=S_{1} \dot{\cup} S_{2}, S_{1}$ closed, and
$\beta(x, t) \leqq-b$ for some $b>0$ and all $x \in S_{1}, t>0$,
$\beta(x, t) \geqq-b$ for all $x \in S_{2}, t>0$.
$C^{*}(x, t)=C_{*}(x, t)$ for all $x \in \partial S_{1}, t>0$.
$\beta(x, t) \rightarrow \beta(x), \quad C_{*}(x, t) \rightarrow C_{*}(x), \quad C^{*}(x, t) \rightarrow C^{*}(x)$
as $t \rightarrow \infty$ uniformly in $S_{1}$.
(6.6) There is an $\bar{x} \in S_{1}$ such that $C_{*}(\bar{x})<C^{*}(\bar{x})$.

In (5.7ii) the $x_{n}$ are in $S_{1}$.
Again $S_{1}$ has to be understood as part of the soil-atmosphere interface and $-\beta$ as the flow velocity into the interior. With regard to the comparison function $w$ it is necessary to change the boundary condition in its definition. To this end we extend $\beta$ outside of $S_{1}$, such that the resulting function $k$ has the properties

$$
\begin{align*}
& k \in C\left(S_{T}\right), k_{\mid S_{1} x[0, T]}=\beta \text { for all } T>0, \\
& k(x, t) \leqq-b \text { for all }(x, t) \in \bar{Q}  \tag{6.7}\\
& k(x, t) \rightarrow k(x) \text { as } t \rightarrow \infty \text { uniformly in } S .
\end{align*}
$$

Instead of (5.11) we now use as boundary condition for $w$

$$
\begin{align*}
& \frac{\partial w}{\partial \nu}=\beta\left(w-\left[C^{*}-C_{*}\right]\right)+\frac{\partial C^{*}}{\partial \nu} \quad \text { on } S_{1} \times[0, T],  \tag{6.8}\\
& \frac{\partial w}{\partial \nu}=k w+\frac{\partial C^{*}}{\partial \nu} \quad \text { on } S_{2} \times[0, T] .
\end{align*}
$$

The existence of a unique classical solution in $Q_{T}$ for every $T>0$ is guaranteed. In the same manner as in $\S 5$ we prove the following lemmas.

Lemma 6.2. $w(x, t)>0$ for all $(x, t) \in \bar{\Omega} \times(0, T]$ for every $T>0$.
Lemma 6.3. Let $\left(C_{\varepsilon}, N_{\varepsilon}\right)$ be a solution of $\left(\mathrm{P}_{\varepsilon}\right)$. Then $C^{*}-C_{\varepsilon} \geqq w$ in $\bar{Q}_{T}$ for every $T>0$.

The conditions we have imposed are sufficient to insure the lower bound for $w$ globally:

Lemma 6.4. For each $\delta>0$ there is a constant $K(\delta)>0$ such that $w(x, t) \geqq K(\delta)$ for all $x \in \bar{\Omega}, t \in[\delta, T]$ for every $T>\delta$.

Proof. Assumption 6.1 assures that

$$
\begin{equation*}
w(x, t) \rightarrow z(y), \quad(x, t) \in \bar{Q} \quad \text { as } x \rightarrow y, \quad t \rightarrow \infty, \tag{6.9}
\end{equation*}
$$

uniformly in $\bar{Q}$ ([5, p. 167, Thm. 5]), $z$ being the solution of an elliptic problem with the limits of the coefficients and right-hand side as the corresponding terms. Applying the minimum principle and the lemma of Hopf (e.g. [5, p. 55, Thm. 21]) we can show using (6.6) and $\beta(\bar{x})<0$ :

$$
\begin{equation*}
z(x)>0 \quad \text { for all } x \in \bar{\Omega} . \tag{6.10}
\end{equation*}
$$

From this, (6.9) and Lemma 6.2 the assertion follows.
Before we can use this result together with Lemma 6.3, we have to assure that we can speak of ( $C_{\varepsilon}, N_{\varepsilon}$ ) in $\bar{Q}$ in a unique way:

Lemma 6.5. Let $T>0$. There exists at most a solution $\left(C_{\varepsilon}, N_{\varepsilon}\right)$ of $\left(\mathrm{P}_{\varepsilon}\right)$.
Proof. Let $\varepsilon>0$ be fixed and $\left(C_{i}, N_{i}\right), i=1,2$, be solutions of $\left(\mathrm{P}_{\varepsilon}\right) . C:=C_{1}-C_{2}$ fulfills

$$
\begin{align*}
& \left(A C_{t}-L C+H_{\varepsilon}\left(N_{1}\right) \gamma C\right)(x, t)  \tag{6.11}\\
& \quad=\left(\gamma\left(C^{*}-C_{2}\right) B\right)(x, t) \int_{0}^{t}(\gamma C)(x, \tau) d \tau \quad \text { for }(x, t) \in Q_{T}, \\
& C(x, 0)=0, \quad x \in \bar{\Omega},  \tag{6.12}\\
& \frac{\partial C}{\partial \nu}=\beta C \quad \text { on } S_{T}, \tag{6.13}
\end{align*}
$$

whereby $B \in L^{\infty}\left(Q_{T}\right)$ such that in $Q_{T}$ :

$$
H_{\varepsilon}\left(N_{1}(x, t)\right)-H_{\varepsilon}\left(N_{2}(x, t)\right)=B(x, t) \int_{0}^{t}(\gamma C)(x, \tau) d \tau .
$$

Now it is easy to show, with the aid of the usual $L^{\infty}$-estimate (e.g. [8, Chap. I, Thm. 2.3]) applied to $C$ and $C_{2}$ that for some $\bar{T} \in(0, T]$ the only possibility is $C \equiv 0$ in $\bar{Q}_{\bar{T}}$. In $Q_{\bar{T}, 2 \bar{T}}$ we can repeat the argument and thus finally get $C \equiv 0$ in $\bar{Q}_{T}$, i.e. the uniqueness of the solution.

Theorem 6.6. Let $q>n+2$. There exist $(C, N, \Phi)$ in $\bar{Q}$ and $\hat{T}>0$ such that $(C, N, \Phi)$ is a classical solution in $Q_{T}$ for all $T>\hat{T}$ with the property $\Omega_{0, T}=\bar{\Omega}$, i.e. there is some $\hat{T}>0$ such that $N(x, t)=0$ for all $x \in \bar{\Omega}, t \geqq \hat{T}$.

Proof. Because of Lemma 6.5 there are $\left(C_{\varepsilon}, N_{\varepsilon}\right)$ in $\bar{Q}$ such that their restrictions to $Q_{T}$ are the solutions of $\left(\mathrm{P}_{\varepsilon}\right)$ in $Q_{T}$ for every $T>0$. We can find a subsequence, denoted in the same way, such that

$$
C(x, t)=\lim _{\varepsilon \rightarrow 0} C_{\varepsilon}(x, t), \quad \tilde{N}(x, t)=\lim _{\varepsilon \rightarrow 0} N_{\varepsilon}(x, t) \quad \text { in } \bar{Q}
$$

and in $\bar{Q}_{T}(C, \tilde{N})$ is the weak solution constructed in Theorem 3.4.
As in the proof of Theorem 5.4, we can derive by using Lemmas 6.3, 6.4:

$$
\begin{equation*}
\tilde{N}_{t} \leqq-\underline{\gamma} K(\delta) \text { in } \bar{\Omega} \times[\delta, T] \quad \text { for every } T>\delta . \tag{6.14}
\end{equation*}
$$

Therefore there is a $\hat{T}>0$ such that

$$
\begin{equation*}
\tilde{N}(x, t)<0 \quad \text { for all } x \in \bar{\Omega}, \quad t \geqq \hat{T} . \tag{6.15}
\end{equation*}
$$

Thus the solution constructed by Theorem 5.4 and 5.5 fulfills the assertion.
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#### Abstract

It is shown that in an infinite prism the linearization at a natural state of a family of Ericksen's semi-inverse solutions is a combination of elementary St.-Venant solutions, namely, extension bending and torsion. Moreover, the span of these St. Venant solutions is precisely the linear manifold of solutions having locally uniformly bounded strain energy. This implies that any solution of a linearized problem in a finite prism continuable to a solution in the infinite prism in a manner that its energy on any portion of fixed length remains bounded, is an elementary St.-Venant solution.
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1. Introduction. Consider an infinite prism

$$
\mathbb{P}=\Omega \times \mathbb{R} \subset \mathbb{R}^{3}
$$

where $\Omega \subset \mathbb{R}^{2}$ is a region with boundary $\Gamma$ composed of a material with strain energy density $W(F)$, a real valued function of $3 \times 3$ matrices $F$ with det $F>0$. The body is in equilibrium in the configuration

$$
y=y(x): \mathbb{P} \rightarrow \mathbb{R}^{3}
$$

provided

$$
\begin{equation*}
\delta \int_{\mathbb{P}} W(\nabla y) d x=0 \tag{1.1}
\end{equation*}
$$

where this is taken in an appropriate sense. Here we mean that $y(x)$ is a smooth function satisfying the system of equations

$$
\begin{align*}
& -\operatorname{div} S(\nabla y)=0 \quad \text { in } \mathbb{P}, \\
& S(\nabla y) \nu=0 \quad \text { on } \partial \mathbb{P}=\Gamma \times \mathbb{R} \tag{1.2}
\end{align*}
$$

where $S(F)=W^{\prime}(F)=\left(\partial W / \partial F_{j}^{i}\right)$ is the Piola stress and $\nu$ is the outward directed normal of $\Gamma$.

Inasmuch as $\mathbb{P}$ is infinite and no boundary conditions prevail as $\left|x_{3}\right| \rightarrow+\infty$, one scarcely expects this problem to have a unique solution or even a finite dimensional manifold of them. The distinguished class discussed here are the semi-inverse solutions introduced by J. Ericksen [1], [2] and our intention is to illustrate their connections with the St.-Venant solutions familiar in the linear theory of elasticity. The St.-Venant solutions may be characterized in terms of energy, the subject of $\S 2$. They are also linearizations of semi-inverse solutions, which we show in §3. Existence of semi-inverse solutions and their properties will be considered elsewhere [5]. The St.-Venant flexure solutions arise only indirectly in the present context. They are disucssed in $\S 4$.

[^53]There are many ways of describing St. Venant solutions, some of which are in terms of energy (Sternberg and Knowles [11], Maisonneauve [9], Ericksen [3].) The one given here, although it may properly be interpreted as a technical device rather than a physical statement, is not a minimum principle but an extensibility property of the solution. This permits several ways of distinguishing St.-Venant and semi-inverse solutions; we may as well indulge ourselves in one of them whose origin is in the work of Ericksen [3], [4].

According to our theorem, the only solutions of the linearized problem of (1.2) in $\mathbb{P}$ with locally uniformly bounded strain energy are the St.-Venant solutions of extension, bending, and torsion. Incidentally they are also the ones with uniformly bounded strain, owing to the modern theory of elliptic systems. It follows that they are the only solutions in finite prisms which admit extensions to infinite ones retaining these properties. This renders them especially appropriate in a formulation of St.-Venant's principle and is one version of the set $S(\infty)$ defined in [4]. Moreover they are the linearizations of a family of finite deformations of the infinite prism $\mathbb{P}$.

Another interpretation is related more generally to nonlinear problems. In a suitable functional framework, the St.-Venant solutions are eigenfunctions with eigenvalue $\mu=0$ of a linearized problem. The existence of a family of solutions of the system (1.2) emanating from the eigenspace is strongly indicated under these circumstances. Semi-inverse solutions are on such family, a particular one, it is possible to show, whose (nonlinear) strain energy is uniformly bounded.

A different perspective is taken by Muncaster [8], [9] in his interesting work.
I take this opportunity to thank Professor Ericksen for introducing me to this question and for many stimulating discussions. I also thank Professor Muncaster for his generous remarks.

We introduce a few notions and state our results. Let $W(F)$ be a smooth function defined on $3 \times 3$ matrices $F=\left(F_{j}^{i}\right)$ with $\operatorname{det} F>0$ satisfying the condition of frame indifference

$$
W(Q F)=W(F) \quad \text { for } Q^{T} Q=1, \quad \operatorname{det} Q=1,
$$

and set

$$
S(F)=W^{\prime}(F)=\left(\partial W / \partial F_{j}^{i}\right)
$$

its Piola-Kirchoff stress which satisfies, therefore,

$$
\begin{equation*}
S(Q F)=Q S(F) \quad \text { for } Q^{T} Q=\mathbf{1}, \quad \operatorname{det} Q=1 \tag{1.3}
\end{equation*}
$$

We assume that the material is isotropic, ${ }^{1}$

$$
S(\mathbb{1})=0
$$

and

$$
\begin{equation*}
S^{\prime}[X]=\lim _{t \rightarrow 0} \frac{1}{t} S(\mathbb{1}+t X)=X+X^{T}+(a-1) \operatorname{tr} X \mathbb{1} \tag{1.4}
\end{equation*}
$$

[^54]where $a>\frac{1}{3}$. Given a function $v=\left(v^{1}, v^{2}, v^{3}\right)$, we set
$$
\varepsilon(v)=\frac{1}{2}\left(\nabla v+\nabla v^{T}\right) \quad \text { and } \quad \sigma(v)=S^{\prime}[\nabla v]=S^{\prime}[\varepsilon(v)] .
$$

The restriction on $a$ ensures that there is an $\alpha>0$ such that

$$
\begin{equation*}
\sigma(v) \cdot \varepsilon(v) \geqq \alpha|\varepsilon(v)|^{2} \quad \text { for any } v \tag{1.5}
\end{equation*}
$$

or simply that

$$
S^{\prime}[X] \cdot X=S^{\prime}[X] \cdot \frac{1}{2}\left(X+X^{T}\right) \geqq \frac{\alpha}{4}\left(X+X^{T}\right)^{2}, \quad \text { for any matrix } X .
$$

In this note, by a semi-inverse deformation we understand a smooth mapping

$$
y: \overline{\mathbb{P}} \rightarrow \mathbb{R}^{3}
$$

satisfying the condition of axial indifference

$$
\begin{equation*}
y\left(x^{\prime}, x_{3}+t\right)=Q(t)(y(x)+p(t)), \quad-\infty<t<\infty, \tag{1.6i}
\end{equation*}
$$

for some rotation $Q(t), \operatorname{det} Q(t)=1$, and vector valued function $p(t)$, which vary smoothly with $t$. We also impose the condition

$$
\begin{equation*}
\operatorname{det} \nabla y>0 \quad \text { in } \mathbb{P} \tag{1.6ii}
\end{equation*}
$$

Alternative formulations of (1.6) are suggested in the work of Ericksen and Muncaster. The first of these below is the one we shall use most frequently. The mapping $y(x)$ is a semi-inverse; deformation provided (1.6ii) is satisfied and there are a $\Lambda, \Lambda+\Lambda^{T}=0$, a $\xi \in \mathbb{R}^{3}$, and a vector field

$$
u: \bar{\Omega} \rightarrow \mathbb{R}^{3}
$$

such that

$$
\begin{align*}
& y(x)=R\left(x_{3}\right)\left(u\left(x^{\prime}\right)+p\left(x_{3}\right)\right), \quad x \in \overline{\mathbb{P}} \\
& R\left(x_{3}\right)=e^{x_{3} \Lambda} \quad \text { and } \frac{d p}{d x_{3}}+\Lambda p=\xi, \quad x_{3} \in \mathbb{R} . \tag{1.7}
\end{align*}
$$

or provided the Cauchy-Green strain

$$
\begin{equation*}
C=\nabla y^{T} \nabla y \quad \text { is a function of } x^{\prime} \in \Omega . \tag{1.8}
\end{equation*}
$$

Some clarification of this is given in [1], [5], but we point out that it is elementary. A semi-inverse solution is a semi-inverse deformation satisfying the field equations (1.2).

The four "elementary" St.-Venant solutions, corresponding to extension, bending with moments parallel to the $x_{1}$ and $x_{2}$ axes, and torsion, are denoted by $v_{0}, v_{1}, v_{2}$ and $v_{3}$ and are described in the appendix for the reader's convenience.

Theorem 1. Suppose that $v$, subject to the condition

$$
\begin{equation*}
\int_{I_{l}} \int_{\Omega}|\varepsilon(v)|^{2} d x \leqq M<\infty \tag{1.9}
\end{equation*}
$$

where $I_{l}$ is any interval of the $x_{3}$-axis of fixed length $2 l>0$, is a solution of the linear system

$$
\begin{array}{ll}
-\operatorname{div} \sigma(v)=0 & \text { in } \mathbb{P}, \\
\sigma(v) \nu=0 & \text { on } \partial \mathbb{P} . \tag{1.10}
\end{array}
$$

Then

$$
v=\sum_{0}^{3} \lambda_{i} v_{i}+\gamma
$$

where $\gamma$ is an affine rigid motion and $\lambda_{i} \in \mathbb{R}, i=0,1,2,3$. Thus $v$ is a linear combination of "elementary" St.-Venant solutions plus an affine rigid motion.

Consider a family of semi-inverse solutions passing through $y=x$, which we abbreviate by writing "a family of semi-inverse solutions" and by which we intend a curve of semi-inverse solutions

$$
\begin{align*}
& y=y(x, t), \quad|t| \text { small } \\
& y(x, 0)=x, \\
& y(x, t)=R(x, t)\left(u\left(x^{\prime}, t\right)+p\left(x_{3}, t\right)\right)  \tag{1.11}\\
& R\left(x_{3}, t\right)=e^{x_{3} t \Lambda} \quad \text { for a fixed } \Lambda, \Lambda+\Lambda^{T}=0
\end{align*}
$$

and

$$
\xi(t)=\left(1+t \lambda_{0}\right) e_{3}+t\left(\mu_{1} e_{1}+\mu_{2} e_{2}\right) .
$$

It should be clear that we have chosen $R$ and $\xi$ as the first order terms in $t$ of an arbitrary smooth curve.

Theorem 2. Assume that $y(x, t)$ is a family of semi-inverse solutions, that is, $y(x, t)$ satisfies (1.11) and (1.2). Then

$$
\left.\frac{d y}{d t}\right|_{t=0}=\sum_{0}^{3} \lambda_{i} v_{i}+\gamma \quad \text { in } \mathbb{P}
$$

where the $v_{i}$ are the "elementary" St.-Venant solutions and $\gamma$ is an affine rigid motion.
The number of parameters available to a family of semi-inverse solutions are six, three from $\Lambda$ and three from $\xi^{\prime}(0)$. It is not difficult to check that different values of $\mu_{1}, \mu_{2}$ correspond to the slightly altered family

$$
\tilde{y}(x, t)=R\left(x_{3}\right) Q(t)\left(u\left(x^{\prime}\right)+p(t)\right)
$$

for an appropriate family $Q(t)$,

$$
Q(t)^{T} Q(t)=\mathbb{1}, \quad \operatorname{det} Q(t)=1, \quad Q(0)=\mathbb{1}
$$

which leads to the conclusion that $\mu_{1}, \mu_{2}$ only determine a rigid motion and not a St.-Venant solution.
2. An energy characterization of St.-Venant solutions. This section is devoted to the proof of Theorem 1. We begin with an elementary lemma. For a displacement $\zeta$, set

$$
\sigma^{3}(\zeta)=\sigma(\zeta) e_{3} .
$$

Lemma 2.1. Suppose that $v=\left(v^{1}, v^{2}, v^{3}\right)$ satisfies (1.9) and (1.10). Then for any affine rigid motion

$$
\begin{align*}
& \int_{\Omega \times\{b\}} \sigma^{3}(v) \gamma d x^{\prime}=\text { const. }  \tag{2.1}\\
& \int_{\Omega \times\{b\}} \sigma^{3}\left(\frac{\partial v}{\partial x_{3}}\right) \gamma d x^{\prime}=0, \tag{2.2}
\end{align*}
$$

Proof. In view of (1.10) and the divergence theorem, for any interval $I=(a, b)$,

$$
0=\int_{\Omega \times I} \operatorname{div} \sigma(v) \gamma d x=\int_{\Omega \times\{b\}} \sigma^{3}(v) \gamma d x^{\prime}=\int_{\Omega \times\{a\}} \sigma^{3}(v) \gamma d x^{\prime},
$$

verifying (2.1). Writing

$$
\int_{\Omega \times\{b\}} \sigma^{3}(v) \gamma d x^{\prime}=\int_{\Omega} \sigma^{3}\left(v\left(x^{\prime}, b\right)\right) \gamma\left(x^{\prime}, b\right) d x^{\prime}
$$

it follows that

$$
\begin{align*}
0 & =\frac{\partial}{\partial b} \int_{\Omega \times\{b\}} \sigma^{3}(v) \gamma d x^{\prime}  \tag{2.3}\\
& =\int_{\Omega \times\{b\}} \sigma^{3}\left(\frac{\partial v}{\partial x_{3}}\right) \gamma d x^{\prime}+\int_{\Omega \times\{b\}} \sigma^{3}(v) \frac{\partial}{\partial x_{3}} \gamma d x^{\prime} .
\end{align*}
$$

We want to prove that the second integral in (2.3) vanishes, which will require (1.9). With $\gamma(x)=c+\omega x, \omega+\omega^{T}=0$,

$$
\frac{\partial}{\partial x_{3}} \gamma^{i}=\omega_{i 3}, \quad \frac{\partial}{\partial x_{3}} \gamma=\left(\omega_{13}, \omega_{23}, 0\right)
$$

so

$$
\int_{\Omega \times\{b\}} \sigma^{3}(v) \frac{\partial}{\partial x_{3}} \gamma d x^{\prime}=\sum_{\mu<3} \int_{\Omega \times\{b\}} \sigma_{\mu 3}(v) \omega_{\mu 3} d x^{\prime}
$$

choose

$$
\gamma^{\mu}=\omega_{\mu 3} x_{3}, \quad \gamma^{3}=\sum \omega_{3 \mu} x_{\mu}=-\sum \omega_{\mu 3} x_{\mu} .
$$

Substituting this on (2.1),

$$
\begin{aligned}
b \int_{\Omega \times\{b\}} \sum_{\mu} \sigma_{\mu 3} \omega_{\mu 3} d x^{\prime}- & \int_{\Omega \times\{b\}} \sigma_{33} \sum \omega_{\mu 3} x_{\mu} d x^{\prime} \\
& =a \int_{\Omega \times\{a\}} \sigma_{\mu 3} \omega_{\mu 3} d x^{\prime}-\int_{\Omega \times\{a\}} \sigma_{33} \sum \omega_{\mu 3} x_{\mu} d x^{\prime}
\end{aligned}
$$

Again by (2.1),

$$
\int_{\Omega \times\{a\}} \sigma_{\mu 3} \omega_{\mu 3} d x^{\prime}=\int_{\Omega \times\{b\}} \sigma_{\mu 3} d x^{\prime}
$$

so

$$
(b-a) \int_{\Omega \times\{a\}} \sum \sigma_{\mu 3} \omega_{\mu 3} d x^{\prime}=\int_{\Omega \times\{b\}} \sigma_{33} \sum \omega_{\mu 3} x_{\mu} d \mu^{\prime}-\int_{\Omega \times\{a\}} \sigma_{33} \sum \omega_{\mu 3} x_{\mu} d x^{\prime}
$$

Integrating this expression in $x_{3}$ over an interval of length $l$ and then applying (1.9), we have

$$
\begin{aligned}
l(b-a) \int_{\Omega \times\{a\}} \sum \sigma_{\mu 3} \omega_{\mu 3} d x^{\prime} & =\int_{\Omega \times(b, b+l)} \sigma_{33} \sum \omega_{\mu 3} x_{\mu} d x-\int_{\Omega \times(a, a+l)} \sigma_{33} \sum \omega_{\mu 3} x_{\mu} d x \\
& \leqq C M|\omega| .
\end{aligned}
$$

Above we have also used the algebraic fact that

$$
|\sigma(v)|^{2} \leqq \text { const. }|\varepsilon(v)|^{2}
$$

Finally choosing

$$
\begin{gathered}
\omega_{\mu 3}=\operatorname{sgn} \int_{\Omega \times\{a\}} \sigma_{\mu 3} d x^{\prime} \\
\sum\left|\int_{\Omega \times\{a\}} \sigma_{\mu 3} d x^{\prime}\right| \leqq \frac{C M}{l(b-a)} \quad \text { for all } a<b
\end{gathered}
$$

Letting $b \rightarrow \infty$ gives that

$$
\int_{\Omega \times\{a\}} \sigma_{\mu 3} d x^{\prime}=0, \quad \mu=1,2, \quad-\infty<a<\infty .
$$

Recalling (2.3), the lemma is established. Q.E.D.
Before completing the proof of the theorem we wish to remark about the use of Korn's inequality. If $u$ is a solution of

$$
\begin{align*}
& -\operatorname{div} \sigma(u)=0 \quad \text { in } \mathbb{P},  \tag{2.4}\\
& \sigma(u) \nu=0 \quad \text { on } \partial \mathbb{P} .
\end{align*}
$$

The well-known technique of difference quotients (Nirenberg [10]) yields that for any $l>0$ and interval $I_{l}(a)=\left\{\left|a-x_{3}\right|<l\right\}$,

$$
\begin{align*}
\int_{\Omega \times I_{l}(a)}\left|\nabla^{2} u\right|^{2} d x & \leqq C \int_{\Omega \times I_{2 \prime}(a)}\left(|\nabla u|^{2}+|u|^{2}\right) d x, \quad-\infty<a<\infty  \tag{2.5}\\
& \leqq C \int_{\Omega \times I_{2 \prime}(a)}\left(|\varepsilon(u)|^{2}+|u|^{2}\right) d x
\end{align*}
$$

where $C$ depends on $l$.
Let $\gamma$ be an affine rigid motion chosen so that $\int_{\Omega \times I_{21}(a)} \nabla(u-\gamma) d x$ is symmetric, so $u-\gamma$ also satisfies (2.4) and $\nabla^{2} u=\nabla^{2}(u-\gamma)$. In addition, by Kron's inequality

$$
\begin{aligned}
\int_{\Omega \times I_{2 \prime}(a)}|u-\gamma|^{2} d x & \leqq C_{k} \int_{\Omega \times I_{2 \prime}(a)}|\varepsilon(u-\gamma)|^{2} d x \\
& =C_{k} \int_{\Omega \times I_{2 \prime}(a)}|\varepsilon(u)|^{2} d x
\end{aligned}
$$

$C_{k}=$ Korn's constant for $\Omega \times I_{2 l}(a)$. Combining this with (2.5), we conclude that a solution $u$ of the system (2.4) satisfies

$$
\begin{equation*}
\int_{\Omega \times I_{l}(a)}\left|\nabla^{2} u\right|^{2} d x \leqq C_{0} \int_{\Omega \times I_{2 /}(a)}|\varepsilon(u)|^{2} d x \tag{2.6}
\end{equation*}
$$

where $C_{0}$ depends on $l$ but not $a$ or $u$. In particular, if $v$ satisfies (1.9), (1.10) then

$$
\begin{equation*}
\int_{\Omega \times I_{l}(a)}\left|\nabla^{2} v\right|^{2} d x \leqq 2 C_{0} M, \quad-\infty<a<\infty . \tag{2.7}
\end{equation*}
$$

Lemma 2.2. If v satisfies (1.9) and (1.10), then

$$
\frac{\partial}{\partial x_{3}} \varepsilon(v)=\varepsilon\left(\frac{\partial}{\partial x_{3}} v\right)=0 \quad \text { in } \mathbb{P} .
$$

It is well known that the only solutions of (1.10) whose strain is independent of the axial coordinate comprise the subspace spanned by $\left\{v_{0}, v_{1}, v_{2}, v_{3}\right\}$ and the affine rigid motions. Thus the lemma gives the theorem. For the reader's convenience, a brief description of this is given in the appendix.

Proof. Obviously

$$
\begin{aligned}
& -\operatorname{div} \sigma\left(v_{x_{3}}\right)=0 \quad \text { in } \mathbb{P}, \\
& \sigma\left(v_{x_{3}}\right) \nu=0 \quad \text { on } \partial \mathbb{P} .
\end{aligned}
$$

One standard way to proceed is to multiply the above by $\eta v_{x_{3}}$ and integrate over $\mathbb{P}$ where, for $a<b$ and $l>0$,

$$
\eta=\eta\left(x_{3}\right)= \begin{cases}1, & a \leqq x \leqq b \\ 0, & x<a-2 \text { or } x>b+l\end{cases}
$$

$\eta^{\prime}=1 / l$ in $(a-l, a)$ and $\eta^{\prime}=-1 / l$ in $(b, b+l)$. Thus

$$
\begin{aligned}
0 & =-\int_{\mathbb{P}} \operatorname{div} \sigma\left(v_{x_{3}}\right) \eta v_{x_{3}} d x \\
& =\int_{\mathbb{P}} \sigma\left(v_{x_{3}}\right) \cdot \nabla\left(\eta v_{x_{3}}\right) d x \\
& =\int_{\mathbb{P}} \eta \sigma\left(v_{x_{3}}\right) \cdot \varepsilon\left(v_{x_{3}}\right) d x+\int_{\mathbb{P}} \sigma\left(v_{x_{3}}\right) \cdot \nabla \eta \otimes v_{x_{3}} d x \\
& =\int_{\mathbb{P}} \eta \sigma\left(v_{x_{3}}\right) \cdot \varepsilon\left(v_{x_{3}}\right) d x+\int_{\mathbb{P}} \sigma\left(v_{x_{3}}\right) \cdot \eta^{\prime} e_{3} \otimes v_{x_{3}} d x .
\end{aligned}
$$

Since $\sigma \cdot \varepsilon \geqq \alpha|\varepsilon|^{2}$,

$$
\begin{aligned}
\alpha \int_{\Omega \times(a, b)}\left|\varepsilon\left(v_{x_{3}}\right)\right|^{2} d x & \leqq-\int_{\mathbb{P}} \sigma\left(v_{x_{3}}\right) \cdot \eta^{\prime} e_{3} \otimes v_{x_{3}} d x \\
& =\frac{1}{l} \int_{\Omega \times(b, b+l)} \sigma\left(v_{x_{3}}\right) \cdot v_{x_{3}} d x-\frac{1}{l} \int_{\Omega \times(a-l, a)} \sigma\left(v_{x_{3}}\right) \cdot v_{x_{3}} d x .
\end{aligned}
$$

Thus for some $C>0$,

$$
\int_{\Omega \times(a, b)}\left|\varepsilon\left(v_{x_{3}}\right)\right|^{2} d x \leqq C\left\{\int_{\Omega \times(b, b+l)} \sigma^{3}\left(v_{x_{3}}\right) v_{x_{3}} d x-\int_{\Omega \times(a-l, a)} \sigma^{3}\left(v_{x_{3}}\right) v_{x_{3}} d x\right\} .
$$

According to Lemma 2.1, for any affine rigid motions $\gamma, \beta$ the right-hand side is unaltered if $v_{x_{3}}$ is replaced by $v_{x_{3}}-\gamma$ or $v_{x_{3}}-\beta$. Consequently, using (2.7),

$$
\begin{aligned}
& \int_{\Omega \times(a, b)}\left|\varepsilon\left(v_{x_{3}}\right)\right|^{2} d x \leqq C\left\{\int_{\Omega \times(b, b+l)} \sigma^{3}\left(v_{x_{3}}\right)\left(v_{x_{3}}-\gamma\right) d x\right. \\
&\left.\quad-\int_{\Omega \times(a-l, a)} \sigma^{3}\left(v_{x_{3}}\right)\left(v_{x_{3}}-\beta\right) d x\right\} \\
& \leqq C\left\{\left\|\nabla^{2} v\right\|_{L^{2}\left(\Omega \times I_{l}(b)\right)}\left\|v_{x_{3}}-\gamma\right\|_{L^{2}\left(\Omega \times I_{l}(b)\right)}\right. \\
&\left.\quad+\left\|\nabla^{2} v\right\|_{L^{2}\left(\Omega \times I_{l}(a)\right)}\left\|v_{x_{3}}-\beta\right\|_{L^{2}\left(\Omega \times I_{l}(a)\right)}\right\} \\
& \leqq C C_{0} M^{1 / 2}\left(\left\|v_{x_{3}}-\gamma\right\|_{L^{2}\left(\Omega \times I_{d} l(b)\right)}+\left\|v_{x_{3}}-\beta\right\|_{\left.L^{2}\left(\Omega \times I_{l}(a)\right)\right)}\right)
\end{aligned}
$$

Choosing $\gamma$ and $\beta$ appropriately, by Korn's inequality we conclude that

$$
\begin{align*}
\int_{\Omega \times(a, b)}\left|\varepsilon\left(v_{x_{3}}\right)\right|^{2} d x & \leqq 2 C C_{0} M^{1 / 2}\left\{\left\|\varepsilon\left(v_{x_{3}}\right)\right\|_{L^{2}\left(\Omega \times I_{l}(b)\right)}+\left\|\varepsilon\left(v_{x_{3}}\right)\right\|_{L^{2}\left(\Omega \times I_{l}(a)\right)}\right\}  \tag{2.8}\\
& \leqq 4 C C_{0} M
\end{align*}
$$

so that $\varepsilon\left(v_{x_{3}}\right) \in L^{2}(\mathbb{P})$. Again, with $l$ fixed, choose sequences $a_{k} \rightarrow-\infty$ and $b_{k} \rightarrow+\infty$ such that

$$
\left\|\varepsilon\left(v_{x_{3}}\right)\right\|_{L^{2}\left(\Omega \times I_{l}\left(b_{k}\right)\right)}+\left\|\varepsilon\left(v_{x_{3}}\right)\right\|_{L^{2}\left(\Omega \times I_{l}\left(a_{k}\right)\right)} \rightarrow 0 .
$$

From (2.8) we conclude that

$$
\int_{\mathbb{P}}\left|\varepsilon\left(v_{x_{3}}\right)\right|^{2} d x=0
$$

so $\varepsilon\left(v_{x_{3}}\right)=0$ in $\mathbb{P}$. Q.E.D.
3. Semi-inverse solutions. A brief presentation of the field equations for a semi-inverse solution is our starting point. Assume that

$$
\begin{equation*}
y(x)=R\left(x_{3}\right)\left(u\left(x^{\prime}\right)+p\left(x_{3}\right)\right), \quad x \in \mathbb{P} \tag{3.1}
\end{equation*}
$$

is a semi-inverse deformation. Temporarily writing $e=e_{3}$,

$$
\begin{aligned}
\nabla y(x) & =R\left(x_{3}\right)\left(\nabla u+\frac{d p}{d x_{3}} \otimes e\right)+R\left(x_{3}\right) \Lambda(u+p) \otimes e \\
& =R\left(x_{3}\right)(\nabla u+\Lambda u \otimes e+\xi \otimes e) \\
& \equiv R\left(x_{3}\right) U\left(x^{\prime}\right)
\end{aligned}
$$

and

$$
S(\nabla y)=R S(U)
$$

It follows that if $y$ is a semi-inverse solution, then $u$ is a solution of

$$
\begin{align*}
& \operatorname{div} S(U)+\Lambda S^{3}(U)=0 \quad \text { in } \Omega, \\
& S(U) \nu=0 \quad \text { on } \Gamma  \tag{3.2}\\
& U=\nabla u+\Lambda u \otimes e+\xi \otimes e,
\end{align*}
$$

where $S^{3}(F)=S^{3}(F) e_{3}$ denotes the third column of $S(F)$. No ambiguity in (3.2) concerning the symbol "div" is possible since $U$ depends only on $x^{\prime}$.

Restricting our attention to deformations $y(x, t)$ satisfying (1.11), which entails imposition of initial conditions at $t=0$, we are able to write a full set of field equations for $u$ and $p$. So we have for $|t|$ small

$$
\begin{align*}
& U=U^{\prime}\left(x^{\prime}, t\right)=\nabla u+t \Lambda u \otimes e+\xi(t)  \tag{3.3}\\
& U\left(x^{\prime}, 0\right)=1
\end{align*}
$$

satisfies

$$
\begin{array}{ll}
\operatorname{div} S(U)+t \Lambda S^{3}(U)=0 & \text { in } \Omega  \tag{3.4}\\
S(U) \nu=0 & \text { on } \Gamma
\end{array}
$$

and

$$
\begin{align*}
& \frac{d p}{d x_{3}}+t \Lambda p=\xi(t), \quad-\infty<x_{3}<\infty, \\
& p\left(x_{3}, 0\right)=x_{3} e  \tag{3.5}\\
& p(0, t)=0
\end{align*}
$$

Observe that

$$
\begin{equation*}
\left.\frac{d y}{d t}\right|_{t=0}=\left.\left(\frac{d u}{d t}+\frac{d p}{d t}\right)\right|_{t=0}+x_{3} \Lambda x \tag{3.6}
\end{equation*}
$$

An incomplete version of Theorem 2 may be easily derived. Since

$$
W(\nabla y)=W(R U)=W(U)
$$

and $U$ is a function of $x^{\prime}$, for small $|t|$ there is a constant $C(t)$, varying smoothly with $t$, such that

$$
\int_{\Omega \times I_{l}(a)} W(\nabla y) d x=C(t) l, \quad-\infty<a<\infty .
$$

Thus

$$
\int_{\Omega \times I_{1}(a)} S(\nabla y)\left[\nabla \frac{d y}{d t}\right] d x=\frac{d}{d t} \int_{\Omega \times I_{l}(a)} W(\nabla y) d x=c^{\prime}(t) l
$$

also independent of $a \in \mathbb{R}$. By Taylor's theorem, with

$$
\begin{aligned}
& v=\left.\frac{d y}{d t}\right|_{t=0}, \\
& \begin{aligned}
S(\nabla y) & \left.=S(\mathbb{1})+t \nabla v+O\left(t^{2}\right)\right) \\
& =S(\mathbb{1})+t S^{\prime}(\mathbb{1})[\nabla v]+O\left(t^{2}\right) \\
& =t \sigma(v)+O\left(t^{2}\right)
\end{aligned}
\end{aligned}
$$

since $S(\mathbb{1})=0$. Consequently $v$ is a solution of (1.10) satisfying

$$
\int_{\Omega \times I_{l}(a)} \sigma(v) \cdot \varepsilon(v) d x=c_{1} l \quad-\infty<a<\infty,
$$

which implies (1.9). By Theorem 1 we conclude that

$$
\left.\frac{d y}{d t}\right|_{t=0}=v=\sum_{0}^{3} \mu_{i} v_{i}+\gamma \quad \text { in } \mathbb{P},
$$

which in some qualitative way is the content of Theorem 2. However, it does not identify the coefficients $\mu_{i}$ with the matrix $\Lambda$ and $\lambda_{0}$, so we turn instead to the explicit linearization of the equations (3.4), (3.5). This will also illustrate that the complete four-parameter family of St.-Venant solutions may be realized as linearizations of semi-inverse ones, provided, of course, the latter exist.

The linearization will give a system of equations for

$$
\zeta=\left.\frac{d u}{d t}\right|_{t=0} .
$$

Indeed, since $U=\mathbb{1}$ at $t=0$,

$$
\begin{aligned}
& \frac{d U}{d t}=\nabla \zeta+\Lambda u_{0} \otimes e+\xi^{\prime}(0) \otimes e \\
& u_{0}\left(x^{\prime}\right)=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
0
\end{array}\right)
\end{aligned}
$$

we obtain

$$
\begin{aligned}
& \operatorname{div} S^{\prime}\left[\frac{d U}{d t}\right]+\Lambda S^{3}(\mathbb{1})=0 \quad \text { in } \Omega \\
& S^{\prime}\left[\frac{d U}{d t}\right] \nu=0 \quad \text { on } \Gamma
\end{aligned}
$$

where $S^{\prime}=S^{\prime}(\mathbb{1})$. Now $S(\mathbb{1})=0$ gives

$$
\begin{align*}
& -\operatorname{div} \sigma(\zeta)=\operatorname{div} S^{\prime}\left[\Lambda u_{0} \otimes e+\xi^{\prime}(0) \otimes e\right]=f \quad \text { in } \Omega,  \tag{3.7}\\
& \sigma(\zeta) \nu=-S^{\prime}\left[\Lambda u_{0} \otimes e+\xi^{\prime}(0) \otimes e\right]=g \quad \text { on } \Gamma .
\end{align*}
$$

With ' denoting the first two components, it may be convenient to note that (3.7) may be rewritten

$$
\begin{array}{ll}
-\Delta \zeta^{\prime}-a \nabla \operatorname{div} \zeta^{\prime}=f^{\prime} & \text { in } \Omega  \tag{1}\\
\sigma\left(\zeta^{\prime}\right) \nu=g^{\prime} & \text { on } \Gamma
\end{array}
$$

and

$$
\begin{array}{ll}
-\Delta \zeta^{3}=f_{3} & \text { in } \Omega \\
\frac{\partial \zeta^{3}}{\partial \nu}=g_{3} & \text { on } \Gamma \tag{2}
\end{array}
$$

In addition

$$
q\left(x_{3}\right)=\left.\frac{d p}{d t}\right|_{t=0}
$$

is the solution of

$$
\begin{equation*}
\frac{d q}{d x_{3}}=\xi^{\prime}(0)-x_{3} \Lambda e, \quad q(0)=0 \tag{3.9}
\end{equation*}
$$

The systems (3.7), (3.9) are linear in $\lambda_{0}$ and the elements of $\Lambda$ so it suffices to consider four separate cases corresponding to one $\lambda_{i}=1$ with the rest set to zero. This may seem presumptuous, but we reserve to the end discussion of the bogus parameters $\mu_{1}, \mu_{2}$ which occur in $\xi^{\prime}(0)$.

Set

$$
\Lambda=\left(\begin{array}{ccc}
0 & -\lambda_{3} & \lambda_{2} \\
\lambda_{3} & 0 & -\lambda_{1} \\
-\lambda_{2} & \lambda_{1} & 0
\end{array}\right)
$$

and suppose $\mu_{1}=\mu_{2}=0$.
Case 0. (extension) $\lambda_{0}=1, \lambda_{i}=0, i=1,2,3$. Here the system (3.7) is

$$
\begin{aligned}
& -\operatorname{div} \sigma(\zeta)=0 \quad \text { in } \Omega, \\
& \sigma(\zeta) \nu=-S^{\prime}[e \otimes e] \nu=(1-a) \nu \quad \text { on } \Gamma
\end{aligned}
$$

and, clearly

$$
q\left(x_{3}\right)=x_{3} e .
$$

So $\zeta=(1-a) / 2 a u_{0}\left(x^{\prime}\right)=-c_{p} u_{0}\left(x^{\prime}\right)$, where

$$
\begin{equation*}
c_{p}=\frac{1}{2 a}(a-1) \tag{3.10}
\end{equation*}
$$

denotes the Poisson ratio. Thus

$$
\left.\frac{d y_{0}}{d t}\right|_{t=0}=v_{0}=\left(-c_{p} x_{1},-c_{p} x_{2}, x_{3}\right)
$$

We turn now to torsion
Case 3. (torsion) $\lambda_{3}=1, \lambda_{i}=0, i=0,1,2$. In terms of (3.8), the system is

$$
\begin{array}{ll}
-\Delta \zeta^{\prime}-a \nabla \operatorname{div} \zeta^{\prime}=0 & \text { in } \Omega, \\
\sigma\left(\zeta^{\prime}\right) \nu=0 & \text { on } \Gamma, \\
-\Delta \zeta^{3}=0 & \text { in } \Omega, \\
\frac{\partial \zeta^{3}}{\partial \nu}=x_{2} \nu_{1}-x_{1} \nu_{2} & \text { on } \Gamma .
\end{array}
$$

Hence $\zeta^{\prime}=0$ and $\zeta^{3}=\varphi$, the St.-Venant warping function. Moreover, $q \equiv 0$. Hence

$$
\left.\frac{d y_{3}}{d t}\right|_{t=0}=v_{3}=\left(-x_{2} x_{3}, x_{1} x_{3}, \varphi\left(x^{\prime}\right)\right), \quad x \in \mathbb{P} .
$$

Case 1. ( $e_{1}$-bending) $\lambda_{1}=1, \lambda_{i}=0, i=0,2,3$. In this case

$$
\Lambda u_{0}=x_{2} e
$$

for which it is easily checked that

$$
\begin{array}{ll}
-\Delta \zeta^{\prime}-a \nabla \operatorname{div} \zeta^{\prime}=\operatorname{div}(a-1) x_{2} \mathbb{1}=\binom{0}{a-1} & \text { in } \Omega, \\
\sigma\left(\zeta^{\prime}\right) \nu=-(a-1) x_{2} \nu & \text { on } \Gamma
\end{array}
$$

and

$$
\begin{array}{ll}
\Delta \zeta^{3}=0 & \text { in } \Omega \\
\frac{\partial \zeta^{3}}{\partial \nu}=0 & \text { on } \Gamma
\end{array}
$$

A solution is given by

$$
\zeta\left(x^{\prime}\right)=\left(-c_{p} x_{1} x_{2},-\frac{1}{2} c_{p}\left(x_{2}^{2}-x_{1}^{2}\right), 0\right)
$$

For the auxiliary function $q$ we find that

$$
q\left(x_{3}\right)=+\frac{1}{2} x_{3}^{2} e_{2} .
$$

Combining these in (3.6) gives that

$$
\begin{equation*}
\left.\frac{d y_{1}}{d t}\right|_{t=0}=v_{1}=\left(-c_{p} x_{1} x_{2},-\frac{c_{p}}{2}\left(x_{2}^{2}-x_{1}^{2}\right)-\frac{1}{2} x_{3}^{2}, x_{2} x_{3}\right) \quad \text { on } \mathbb{P} \tag{3.11}
\end{equation*}
$$

with $c_{p}$ given by (3.10).
Finally, assume that all $\lambda_{i}=0, i=1,2,3$, and $\mu_{i}$ are given. For $\zeta$ this leads to the equations

$$
\begin{gathered}
-\operatorname{div} \sigma(\zeta)=0 \\
\sigma(\zeta) \nu=-\mu \cdot \nu e
\end{gathered}
$$

so $\zeta=\left(0,0,-\mu \cdot x^{\prime}\right)$ while

$$
\frac{d q}{d x_{3}}=\mu_{i} e_{i}, \quad q(0)=0
$$

implies $q\left(x_{3}\right)=x_{3} \mu_{i} e_{i}$. Thus

$$
\left.\frac{d y}{d t}\right|_{t=0}=\gamma x=\left(\begin{array}{ccc}
0 & 0 & \mu_{1} \\
0 & 0 & \mu_{2} \\
-\mu_{1} & -\mu_{2} & 0
\end{array}\right) x
$$

a rigid motion.
4. St.-Venant's flexure solution. The St.-Venant flexure solutions, which do not satisfy the energy restriction (1.9), are not easily accomodated in the present framework. In this way our discussion is more restrictive than Muncaster's [8], [9]. The flexure solution, however, is not especially satisfactory, even in the linear theory [2], [3]. We show here that they may be interpreted, rather casually, as displacements close to the linearized solutions of semi-inverse ones. Additional comments follow.

First consider the semi-inverse $e_{1}$-bending solution, corresponding to case 1 of $\S 3$, whose form is

$$
\eta(x)=R\left(x_{3}\right)\left(u\left(x^{\prime}\right)+p\left(x_{3}\right)\right) \quad \text { in } \mathbb{P}
$$

for

$$
R\left(x_{3}\right)=e^{\delta x_{3} M_{1}}, \quad M_{1}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right), \quad \delta \text { small }
$$

and suppose there exists a family of solutions of the field equations (1.2) of the type

$$
y(x, t)=Q(t) \eta(x, t), \quad|t| \text { small }
$$

with $\eta(x, 0)=\eta(x)$ as above and

$$
Q(t)=e^{t x_{3} H}, \quad H=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Calculation of $d y /\left.d t\right|_{t=0}$ and approximation of the linearized equations at $\eta(x, 0)$ by those at $y=x,(1.10)$, leads to the credible approximation of $d y /\left.d t\right|_{t=0}$ by the St.-Venant flexure solution.

Another interpretation is in terms of second derivatives. Suppose now that

$$
y=y(x, \mu, \lambda)=R\left(x_{3}\right)\left(u\left(x^{\prime}\right)+p\left(x_{3}\right)\right) \quad \text { in } \mathbb{P}
$$

is a two parameter family of semi-inverse solutions with

$$
\Lambda=\left(\begin{array}{ccc}
0 & -\lambda & 0 \\
\lambda & 0 & -\mu \\
0 & \mu & 0
\end{array}\right)
$$

Assuming that

$$
\left.\frac{\partial^{2} y}{\partial \mu \partial \lambda}\right|_{\mu=\lambda=0}
$$

may be written as flexure + error, the error contributes no resultant force on the planes $x_{3}=$ const. Actually this is wrong by a numerical coefficient. Moreover, the term "flexure" here means just that portion of the St.-Venant solution involving the classical flexure functions.

The suggested conclusion, which in view of the brevity of this discussion, the reader may be reluctant to embrace, is that St.-Venant flexure is sufficiently close to the semi-inverse family that it does not determine, by itself, an especially interesting family of solutions of the finite equations. Geometrically, analogues of large twisting and bending may be achieved by seeking solutions

$$
y(x)=e^{x_{3} \Lambda}\left(u\left(x^{\prime}\right)-b+p\left(x_{3}\right)\right)
$$

subject to the conditions $p(0)=0$ and

$$
\int_{\Omega} u\left(x^{\prime}\right) d x=0
$$

as discussed in Ericksen [2].
5. Some remarks. From Theorem 1, the kernel of a certain linear operator defined on the unbounded domain $\mathbb{P}$ is identified. For example, the Banach space may be chosen to be
$V=$ functions which are locally in $C^{2, \alpha}(\overline{\mathbb{P}})$ with $\|\varepsilon(v)\|_{C^{0, \alpha}(\overline{\mathbb{P}})}+\left\|\nabla^{2} v\right\|_{C^{0, \alpha}(\overline{\mathbb{P}})}<\infty$, $Y=C^{0, \alpha}(\mathbb{P}) \times C^{1, \alpha}(\partial \mathbb{P})$
with the operator

$$
L: V \rightarrow Y, \quad L v=(-\operatorname{div} \sigma(v), \sigma(v) \nu)
$$

It would be useful to know the index of $L$, especially for the study of small deformations superimposed on large. This is also connected to the notion of stability of solutions.

Given a family of semi-inverse solutions of the form

$$
\begin{aligned}
& y=y(x)=y\left(x, \Lambda, \lambda_{0}\right)=R\left(x_{3}\right)\left(u\left(x^{\prime}\right)+p\left(x_{3}\right)\right), \quad x \in \mathbb{P}, \\
& R\left(x_{3}\right)=e^{x_{3} \Lambda}
\end{aligned}
$$

depending on four parameters $\lambda_{0}, \cdots, \lambda_{3}$, let us say, the displacements $\partial y / \partial \lambda_{i}, i=$ $0,1,2,3$, are good candidates for St.-Venant solutions associated to the solution $y(x)$. From the standpoint of energy, these linearizations do not seem to have any apparent interpretation, such as that given by Theorem 1. The argument at the beginning of §3 relies on the vanishing of the stress tensor at $\mathbb{1}$. The linearized strain, however, $E$, given by

$$
\begin{aligned}
2 E & =\left(\nabla \frac{\partial y}{\partial \lambda_{i}}\right)^{T} F+F^{T}\left(\nabla \frac{\partial y}{\partial \lambda_{i}}\right), \quad F=\nabla y \\
& =\frac{\partial}{\partial \lambda_{i}} U^{T} U
\end{aligned}
$$

is independent of $x_{3}$. Is every solution of the linearized equations at $y=y(x)$ with this property such a "St.-Venant" solution?

Appendix. St.-Venant solutions. For the reader's convenience we take up here the description of displacements $v(x)$ with

$$
\begin{equation*}
\frac{\partial}{\partial x_{3}} \varepsilon(v)=0 \quad \text { in } \mathbb{P} \tag{A.1}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\frac{\partial v}{\partial x_{3}}=\Lambda x+c, \quad \Lambda+\Lambda^{T}=0, \quad c \in \mathbb{R}^{3} . \tag{A.2}
\end{equation*}
$$

As the expression above is linear in the parameters occurring in $\Lambda$ and $c$, it suffices to consider separate cases and to then superimpose their solutions. We consider here the case of torsion, where

$$
\Lambda=H=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad c=0
$$

Solutions $u=\left(u^{1}, u^{2}\right)$ to the two-dimensional system

$$
\begin{array}{ll}
-\operatorname{div} \sigma(u)=0 & \text { in } \Omega, \\
\sigma(u) \nu=0 & \text { on } \Gamma
\end{array}
$$

are unique to within a affine rigid motion. Our choice of St.-Venant solution will reflect this property.

From (A.2),

$$
\frac{\partial v^{1}}{\partial x_{3}}=-x_{2}, \quad \frac{\partial v^{2}}{\partial x_{3}}=x_{1}, \quad \frac{\partial v^{3}}{\partial x_{3}}=0
$$

whence

$$
\begin{aligned}
& v^{1}=-x_{2} x_{3}+\varphi^{1}\left(x^{1}\right), \\
& v^{2}=x_{1} x_{3}+\varphi^{2}\left(x^{\prime}\right) \quad \text { in } \mathbb{P}, \\
& v^{3}=\varphi^{3}\left(x^{\prime}\right) .
\end{aligned}
$$

Substituting this in the equations (1.10) gives

$$
\begin{array}{ll}
\operatorname{div} \sigma(v)=\Delta \varphi+a \nabla \operatorname{div} \varphi=0 & \text { in } \mathbb{P}, \\
\sigma(v) \nu=0 & \text { on } \partial \mathbb{P}
\end{array}
$$

so, with $\varphi^{\prime}=\left(\varphi^{1}, \varphi^{2}\right)$,

$$
\begin{array}{ll}
\Delta \varphi^{\prime}+a \nabla \operatorname{div} \varphi^{\prime}=0 & \text { in } \Omega, \\
\sigma\left(\varphi^{\prime}\right) \nu=0 & \text { on } \Gamma
\end{array}
$$

and

$$
\begin{array}{ll}
\Delta \varphi^{3}=0 & \text { in } \Omega \\
\frac{\partial \varphi^{3}}{\partial \nu}+\left(-x_{2} \nu_{1}+x_{1} \nu_{2}\right)=0 & \text { on } \Gamma .
\end{array}
$$

Thus $\varphi^{\prime}$ is a two-dimensional rigid motion we may set equal to zero and

$$
\varphi^{3}=\varphi
$$

the St.-Venant warping function. Thus

$$
v=\left(-x_{2} x_{3}, x_{1} x_{3}, \varphi\left(x^{\prime}\right)\right), \quad x \in \mathbb{P} .
$$

The bending and extension solutions may be determined in the same way. We do not pursue this here since they are described, from a different viewpont, in $\S 3$.

Of course, Love [6] is an ideal source of information about St.-Venant solutions.
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# ON THE BEHAVIOR OF THE SOLUTIONS TO THE LAMM EQUATION OF THE ULTRACENTRIFUGE II* 

## ATSUSHI YOSHIKAWA ${ }^{\dagger}$


#### Abstract

In the ultracentrifugal analysis of a two-component solute-solvent system, the concentration $c(r, t)$ of the solute is described by the Lamm equation $\partial c / \partial t=r^{-1} \partial\left(r\left\{D_{0} \partial c / \partial r-r \omega^{2} s_{0} c /(1+k c)\right\}\right) / \partial r$, $0<r_{a}<r<r_{b}, t>0$, with the nonlinear boundary conditions $D_{0} \partial c / \partial r-r \omega^{2} s_{0} c /(1+k c)=0$ at $r=r_{a}$ and $r=r_{b}$, and the initial data $c=c_{0}(r)$ when $t=0$. Here $D_{0}, s_{0}, k, \omega$ are positive constants independent of $c$. In the present paper, it is shown that for any smooth nonnegative initial data $c_{0}(r)$, compatible with the boundary conditions, the solution $c(r, t)$ converges to the equilibrium solution as $t \rightarrow+\infty$. The rate of convergence is also given. These improve some of the results obtained in [SIAM J. Math. Anal., 15 (1984), pp. 686-711] under more stringent assumptions on $c_{0}(r)$.


Introduction. Consider the following Lamm equation of the ultracentrifugal analysis:

$$
\begin{equation*}
\frac{\partial c}{\partial t}=r^{-1} \frac{\partial}{\partial r}\left\{r\left(D_{0} \frac{\partial c}{\partial r}-r \omega^{2} s c\right)\right\}, \tag{0.1}
\end{equation*}
$$

$0<r_{a}<r<r_{b}, t>0$, with the (nonlinear) boundary conditions

$$
\begin{equation*}
D_{0} \frac{\partial c}{\partial r}-r \omega^{2} s c=0 \tag{0.2}
\end{equation*}
$$

at $r=r_{a}$ and $r=r_{b}$, and the initial data

$$
\begin{equation*}
c=c_{0}(r) \quad \text { when } t=0 . \tag{0.3}
\end{equation*}
$$

Here $c(r, t)$ stands for the concentration of the solute in a two-component system (see Fujita [1]). $D_{0}$ is the diffusion coefficient and $\omega$ the frequency of the rotor. We assume that $D_{0}$ and $\omega$ are positive constants independent of $c . s$ is the sedimentation coefficient, which is given by

$$
\begin{equation*}
s=s(c)=\frac{s_{0}}{1+k c} \tag{0.4}
\end{equation*}
$$

with positive constants $s_{0}$ and $k$.
From the physical point of view, it is natural to require that the initial concentration $c_{0}(r)$ satisfy

$$
\begin{equation*}
c_{0}(r) \geqq 0 \tag{0.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{r_{a}}^{r_{b}} c_{0}(r) r d r>0 . \tag{0.6}
\end{equation*}
$$

[^55]Some of the basic properties of the solution $c(r, t)$ of the Lamm equation (0.1)-(0.6) have been established in [2]. In particular, the existence and uniqueness of the solution to the Lamm equation have been verified [2, Thm. 1]. The property of the equilibrium solution $c_{E}(r)$ has also been discussed [2, Thm. 2]. Namely, $c_{E}(r)$ satisfies the equation

$$
\begin{equation*}
D_{0} \frac{\partial c_{E}}{\partial r}-r \omega^{2} s\left(c_{E}\right) c_{E}=0 \tag{0.7}
\end{equation*}
$$

in $r_{a}<r<r_{b}$ with

$$
\begin{equation*}
\int_{r_{a}}^{r_{b}} c_{E}(r) r d r=m_{0} \tag{0.8}
\end{equation*}
$$

However, the convergence of $c(r, t)$ to $c_{E}(r)$ as $t \rightarrow \infty$ has been shown only under the requirement that either $c_{0}(r)$ be nondecreasing in $r$ or $c_{0}(r)$ satisfy

$$
\left|D_{0} \frac{\partial c_{0}(r)}{\partial r}-r \omega^{2} s\left(c_{0}(r)\right) c_{0}(r)\right| \leqq \frac{D_{0}^{2}}{s_{0} \omega^{2} r_{b}^{3} k}
$$

[2, Thm. 3].
In the present paper, we remove these restrictions on $c_{0}(r)$ and prove the following:

Theorem 0.1. Let $c_{0}(r)$ be a smooth function, compatible with the boundary conditions (0.2), and satisfying (0.5) and (0.6). Let $c(r, t)$ be the corresponding classical solution to the problem, and $c_{E}(r)$ be the equilibrium solution with the same mass as $c_{0}(r)$. Then there is a positive constant $C$ independent of $t, r$ such that for each $t>0$,

$$
\begin{equation*}
\left|c(\cdot, t)-c_{E}\right|_{\infty} \leqq C \exp \left(-\lambda_{E} t\right) \tag{0.9}
\end{equation*}
$$

In the above statement, $\left|\left.\right|_{\infty}\right.$ stands for the norm of the Banach space $L^{\infty}\left(r_{q}, r_{b}\right)$. $\lambda_{E}$ is the smallest positive eigenvalue of the linearization $\hat{L}_{E}$ at $c=c_{E}$. That is, $\hat{L}_{E}$ is the self-adjoint extension in the Hilbert space $L^{2}\left(r_{a}, r_{b} ; q(r) r d r\right)$ of the operator $L_{E}$ :

$$
L_{E} u=-r^{-1} \frac{\partial}{\partial r}\left(r\left\{D_{0} \frac{\partial}{\partial r} u-r s_{0} \omega^{2} s_{1}^{\prime}\left(c_{E}(r)\right) u\right\}\right)
$$

for $u \in C^{2}\left(r_{a}, r_{b}\right)$ with

$$
D_{0} \frac{\partial}{\partial r} u-r s_{0} \omega^{2} s_{1}^{\prime}\left(c_{E}(r)\right) u=0
$$

at $r=r_{a}$ and $r=r_{b}$. Here we have employed $s_{1}(c)=c /(1+k c)$ and $s_{1}^{\prime}(c)=1 /(1+k c)^{2}$.

$$
q(r)=\exp \left\{-D_{0}^{-1} s_{0} \omega^{2} \int_{r_{a}}^{r} s_{1}^{\prime}\left(c_{E}\left(r^{\prime}\right)\right) r^{\prime} d r^{\prime}\right\}
$$

For the benefit of the readers, we include a few words about how $L_{E} u$ is derived. Suppose a solution $c$ of $(0.1)-(0.2)$ is written in the form $c=c_{E}+u$. Then from (0.1) and (0.2), we get

$$
\frac{\partial u}{\partial t}-r^{-1} \frac{\partial}{\partial r}\left(r\left\{D_{0} \frac{\partial}{\partial r} u-r s_{0} \omega^{2} s_{1}^{\prime}\left(c_{E}(r)\right) u\right\}\right)=\frac{1}{r} \frac{\partial}{\partial r} R\left(r ; u, c_{E}\right),
$$

$t>0, r_{1}<r<r_{b}$, and

$$
D_{0} \frac{\partial}{\partial r} u-r s_{0} \omega^{2} s_{1}^{\prime}\left(c_{E}(r)\right) u=R\left(r ; u, c_{E}\right)
$$

at $r=r_{a}$ and $r=r_{b}$. Here

$$
R\left(r ; u, c_{E}\right)=-\frac{r \omega^{2} s_{0} k u^{2}}{\left(1+k c_{E}\right)\left(1+k c_{E}+k u\right)}
$$

and is considered to be of second order in $u$ because of the fact that $c_{E}>0, c_{E}+u \geqq 0$ [2, Thm. 1]. Thus to obtain the part of order 1 in $u$, we put $R=0$ and get the operator $L_{E}$.

The proof of Theorem 0.1 is given in the next section. It depends on a better choice of the Lyapunov functional. Our technique relies on smoothness of the solution $c(r, t)$. In the meantime, Professor Barbu has shown me that the above problem (0.1)-(0.4) falls in the category of problems to which the monotone operator theory (in $L^{2}\left(r_{a}, r_{b} ; r d r\right)$ ) is applicable. The initial concentration may then merely be in $L^{2}\left(r_{a}, r_{b} ; r d r\right)$. Since such generalized possibly multivalued solutions are out of the scope of the techniques employed in the present note, we do not know if Theorem 0.1 still prevails under such a weak requirement on the initial concentration. However, it is certainly the case once the solution achieves regularity at some instant.

1. Proof of Theorem 0.1. Let $c(r, t)$ be the smooth classical solution of the problem (0.1)-(0.4) with the initial data satisfying (0.5) and (0.6). The smoothness and compatibility requirements of the initial concentration $c_{0}(r)$, on the other hand, are to guarantee the existence of such a smooth solution.

Let

$$
\begin{equation*}
J(c(r, t))=D_{0} \frac{\partial c}{\partial r}-r s_{0} \omega^{2} s_{1}(c) \tag{1.1}
\end{equation*}
$$

for $c=c(r, t)$. Recall that $s_{1}(c)=c /(1+k c)$. To control the behavior of $c(r, t)$ as $t \rightarrow+\infty$, we employ the following Lyapunov functional:

$$
\begin{equation*}
E(c(\cdot, t))=\int_{r_{a}}^{r_{b}} J(c(r, t))^{N} r d r \tag{1.2}
\end{equation*}
$$

with $N$ a positive even integer large enough.
We can then show:
Proposition 1.1. Given nonnegative smooth compatible initial data $c_{0}(r)$, there are an even positive integer $N_{0}$ and a positive number $q$ such that for any even integer $N \geqq N_{0}$, we have

$$
E(c(\cdot, t)) \leqq e^{-q t} E\left(c_{0}\right), \quad t>0
$$

Once this proposition is admitted, it is fairly immediate that the $\omega$-limit set $\omega_{p}\left(c_{0}\right)$ of $c_{0}(r)$ in $L^{p}\left(r_{a}, r_{b} ; r d r\right), 1 \leqq p<\infty$, or in $C^{0}\left(r_{a}, r_{b}\right)$ (i.e., $\left.p=\infty\right)$, consists of the unique point $c_{E}(r)$, the equilibrium solution with the mass $m_{0}=\int_{r_{a}}^{r_{b}} c_{0}(r) r d r$. In fact, there is a sequence $t_{1}<t_{2}<\cdots<t_{n}<\cdots \rightarrow+\infty$ such that $J\left(c\left(r, t_{i}\right)\right)$ converges to 0 almost everywhere in $\left(r_{a}, r_{b}\right)$. Then the proof of [2, Thm. 3] is applicable to derive (0.9).

Proof of Proposition 1.1. Because of our regularity assumptions, $u(r, t)=J(c(r, t))$ satisfies the following equation:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=D_{0} \frac{\partial^{2} u}{\partial r^{2}}+A \frac{\partial}{\partial r} u-B u, \tag{1.3}
\end{equation*}
$$

$r_{a}<r<r_{b}, t>0$, with the boundary condition

$$
\begin{equation*}
u=0 \quad \text { at } r=r_{a} \text { and } r=r_{b}, \tag{1.4}
\end{equation*}
$$

and the initial data

$$
\begin{equation*}
u=J\left(c_{0}(r)\right) \quad \text { when } t=0 \tag{1.5}
\end{equation*}
$$

Here

$$
\begin{aligned}
& A=A(r, c)=\frac{D_{0}}{r}-s_{0} \omega^{2} s_{1}^{\prime}(c) r \\
& B=B(r, c)=s_{0} \omega^{2} s_{1}^{\prime}(c)+\frac{D_{0}}{r^{2}}
\end{aligned}
$$

with $s_{1}^{\prime}(c)=1 /(1+k c(r, t))^{2}($ see $[2, \S 3])$. Since

$$
\begin{equation*}
B \geqq \frac{D_{0}}{r_{a}^{2}}>0, \tag{1.6}
\end{equation*}
$$

we have

$$
|u(r, t)| \leqq \sup J\left(c_{0}(r)\right)=M_{0}
$$

in view of the maximum principle. Since $s_{1}(c) \leqq 1 / k$, we have

$$
\begin{equation*}
\left|\frac{\partial c(r, t)}{\partial r}\right| \leqq D_{0}^{-1} M_{0}+r_{b} s_{0} \omega^{k-1}=M_{1} \tag{1.7}
\end{equation*}
$$

for all $t>0$ and $r_{a}<r<r_{b}$. Now using (1.3) and (1.4), we get by a routine computation
(1.8) $\frac{d}{d t} E(c(\cdot, t))=-N(N-1) D_{0} \int_{r_{a}}^{r_{b}} u^{N-2} u_{r}^{2} r d r-\int_{r_{a}}^{r_{b}}(r A)_{r} u^{N} d r-N \int_{r_{a}}^{r_{b}} B u^{N} r d r$.

By (1.7),

$$
\begin{align*}
\left(r A_{r}\right)=A+r A_{r} & =\frac{D_{0}}{r}-3 s_{0} \omega^{2} r s_{1}^{\prime}(c)-s_{0} \omega^{2} r^{2} s_{1}^{\prime \prime}(c) c_{r}  \tag{1.9}\\
& \geqq \frac{D_{0}}{r_{b}}-3 s_{0} \omega^{2} r_{b}-2 k s_{0} \omega^{2} r_{b}^{2} M_{1}=M_{2}
\end{align*}
$$

Therefore, from (1.6), (1.8) and (1.9) we get

$$
\begin{equation*}
\frac{d}{d t} E(c(\cdot, t)) \leqq-q E(c(\cdot, t)) \tag{1.10}
\end{equation*}
$$

if $N \geqq N_{0}>-M_{2} r_{a}^{2} /\left(D_{0} r_{b}\right)$, and thus

$$
q=N \frac{D_{0}}{r_{a}^{2}}+\frac{M_{2}}{r_{b}}>0
$$

Proposition 1.1 is now immediate from (1.10) and (1.5).
Observe that the exponent $q$ in Proposition 1.1 depends on $N$ and also on $c_{0}(r)$. On the other hand, we know that

$$
\lim _{p \rightarrow \infty}\left\{\int_{r_{a}}^{r_{b}}|v(r)|^{p} r d r\right\}^{1 / p}=|v|_{\infty}
$$

for any bounded measurable function $v=v(r)$ on the interval $\left(r_{a}, r_{b}\right)$. From this fact, we immediately get the following:

Corollary 1.2. Under the assumptions of Proposition 1.1 we have

$$
|J(c(\cdot, t))|_{\infty} \leqq e^{-Q t}\left|J\left(c_{0}(\cdot)\right)\right|_{\infty}, \quad t>0
$$

with $Q \geqq D_{0} / r_{a}^{2}$.
It is also immediate that $|J(c(\cdot, t))|_{\infty}$ is a decreasing function of $t$. This shows that $|J(c(\cdot, t))|_{\infty}$ would be the right choice as the Lyapunov functional, although the functional $E(c(\cdot, t))$ of (1.2) and Proposition 1.1 already provide enough information for our present purpose.
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# R-SEPARATION FOR HEAT AND SCHRÖDINGER EQUATIONS I * 
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Abstract. We classify all $R$-separable coordinate systems for the equation

$$
\begin{equation*}
\Delta_{m} \Psi+2 \varepsilon \partial_{t} \Psi=E \Psi, \quad \Delta_{m}=\sum_{u=1}^{m} \partial_{y^{u} y^{u}} \tag{*}
\end{equation*}
$$

which for $\varepsilon=\frac{i}{2}$ and $\varepsilon=-\frac{1}{2}, E=0$ yields standardised versions of the Schrödinger and Heat equations respectively. The classification problem is solved by utilising the fact that (*) is a symmetry-reduced version of the Helmholtz equation on $m+2$ dimensional Minkowski space for which there is a well developed theory of separation. In all cases the separated solutions are eigenfunctions of a commuting set of operators which are at most quadratic in the operators which generate the motions of the symmetry group of (*). A detailed treatment is provided of the physically interesting case $m=3$.

1. Introduction. In this article a complete treatment of the variable separation problem is given for the equation

$$
\begin{equation*}
\Delta_{m} \Psi+2 \varepsilon \partial_{t} \Psi=E \Psi \quad\left(\Delta_{m}=\sum_{u=1}^{m} \partial_{y^{u} y^{u}}\right), \tag{*}
\end{equation*}
$$

in the real variables $y^{u}$ and $t$. When $\varepsilon=i / 2$ this equation is a standardised version of the "constant potential Schrödinger equation" which will be referred to as the "Schrödinger equation". If $\varepsilon=-\frac{1}{2}$ and $E=0$ then (*) is a standardised version of the Heat or diffusion equation.

The coordinate system

$$
\begin{align*}
& y^{u}=y^{u}(\mathbf{x}), \quad u=1,2, \cdots, m \\
& t=t(\mathbf{x}), \quad \mathbf{x}=\left(x^{1}, \cdots, x^{m+1}\right) \tag{1.1}
\end{align*}
$$

is $R$-separable if there are complex analytic functions $\Psi, \Psi_{j}$ and $R$, such that (*) admits a solution of form

$$
\begin{equation*}
\Psi(\mathbf{x}, \mathbf{c})=e^{R(\mathbf{x})} \prod_{j=1}^{m+1} \Psi_{j}\left(x^{j}, \mathbf{c}\right) \tag{1.2}
\end{equation*}
$$

where $\mathbf{c}=\left(c_{1}, \cdots, c_{m+1}\right)$ are the $m+1$ separation constants. It is the main task of this article to classify these systems. At first it might seem that any solution of (*) is $R$-separable but the independence of $R$ from the constants $c_{j}$ severely limits the possible $R$-separable solutions. Pure separation corresponds to $R=0$ and trivial $R$-separation to

$$
\begin{equation*}
R=\sum_{i=1}^{m+1} R_{i}\left(x^{i}\right) . \tag{1.3}
\end{equation*}
$$

In the time independent case (i.e. $\partial_{t} \Psi=0$ ), equation (*) reduces to the Helmholtz equation if $E \neq 0$ and to the Laplace equation when $E=0$ on real Euclidean space $\mathbb{R}^{m}$.

[^56]A classification of the $R$-separable systems for these equations in three spatial dimensions ( $m=3$ ) was first provided by Böcher (1894). Eisenhart (1934) gave a rigorous derivation of the systems obtained by Böcher. Eisenhart (1934) also characterized variable separation in a geometric manner that could be systematically applied to the variable separation problem on any Riemannian space.

Separable solutions $\Phi=\Pi_{1}^{m} \Phi_{i}\left(x^{i}\right)$ of the time independent form of $(*) \Delta_{m} \Phi=K \Phi$, also provide separable solutions $\Psi=e^{\lambda t} \Phi$ of the time-dependent form of (*) if $K+2 \varepsilon \lambda$ $=E$. However there are many $R$-separable systems for (*) where the time dependence is not so trivial. Only recently has a systematic investigation of such systems been undertaken. Kalnins and Miller (1974) classified all $R$-separable systems for the poten-tial-free Schrödinger equation in one spatial dimension (i.e. (*) with $\varepsilon=i / 2$ and $m=1$ ). Subsequently Boyer, Kalnins and Miller (1975a) classified all $R$-separable systems for the Schrödinger equation in two spatial dimensions. These and earlier investigators showed that the separability of these equations was intimately related to their respective point symmetry groups. More specifically they showed that the $R$-separated solutions were eigenfunctions of a set of mutually commuting sets of linear and/or quadratic combinations of the partial differential operators that generate the motions of the group. In Boyer, Kalnins and Miller (1975a, b) these group theoretical characterisations are used to give efficient and well-motivated derivations of addition theorems both old and new for the various special functions that appeared as eigensolutions of the separated problems. In his book Symmetry and Separation of Variables, Miller (1977) collects the results of the above papers and also characterises group theoretically variable separation for many of the common partial differential equations of mathematical physics.

The present paper is an extension of Kalnins and Miller's work to $m$ dimensions. Kalnins and Miller (1982a) have already constructed all separable systems for $\Delta_{m} \Psi=$ $E \Psi$ (i.e. (*)with $\varepsilon=0$ ). It is out of their construction that we will be able to build all $R$-separable systems for the time dependent case.

The symmetry group (Bluman and Cole (1974), Boyer (1974)) of (*) will prove to be of great use in our study. This is the group of coordinate transformations which leaves the form of (*) invariant. If two $R$-separable systems are related by the action of this group then we will not distinguish between them. We will often work with the Lie algebra corresponding to this group. The infinitesimal generators

$$
\begin{equation*}
L=\alpha^{i}(\mathbf{Y}) \partial_{Y^{i}}+b(\mathbf{Y}) \tag{1.4}
\end{equation*}
$$

for this algebra are found by solving the relation

$$
\begin{equation*}
[Q, L]=M(\mathbf{Y}) Q \tag{1.5}
\end{equation*}
$$

where $Q=\Delta_{m}+2 \varepsilon \partial_{t}-E$ and $\mathbf{Y}=\left(y^{1}, \cdots, y^{m}, t\right)$. Here [ , ] is the commutator bracket and we have used the Einstein summation convention which will always be assumed unless indicated otherwise. These generators can also be interpreted as symmetry operators in the sense that they map solutions to solutions: if $\Phi$ is a solution of $(*)$ then so too is $L \Phi$.

Another illustration of the importance of the symmetry group is in the case of ignorable variables. A variable is ignorable if it is possible to choose (via the freedom (1.8a) defined below) an $R$-separable coordinate system such that this variable does not appear explicitly in (*). Greek indices will be used to denote such variables. Nonignorable coordinates will be referred to as being essential variables. Ignorables correspond to elements of the Lie algebra and systems containing $N$ of them correspond to $N$
dimensional abelian subalgebras. The determination of these subalgebras under the adjoint action of the Lie algebra will be of great use in the solution of our problem.

In all cases the $R$-separated solutions $\Psi$ will be characterised as eigenfunctions of a commuting set of $m+1$ partial differential operators quadratic in the elements of the Lie algebra. We will thus be able to extend the group theoretical characterisation found in lower dimensions by Kalnins and Miller (1974), Shapovalov and Sukhomlin (1974) to the time dependent Heat and Schrödinger equations of any spatial dimension.

The partial differential operators corresponding to ignorables are first order so the eigenfunction condition implies that

$$
\begin{equation*}
L_{\alpha} \Psi=l_{\alpha} \Psi \tag{1.6}
\end{equation*}
$$

in which case the $x^{\alpha}$ dependence in $\Psi$ is simply

$$
\begin{equation*}
\Psi_{\alpha}=e^{l_{\alpha} x^{\alpha}} \tag{1.7}
\end{equation*}
$$

The remainder of the operators are second order.
To simplify this study we will say that two $R$-separable coordinate systems $\{\mathbf{x}\}$ and $\{\overline{\mathbf{x}}\}$ are equivalent if

$$
\begin{align*}
& \bar{x}^{a}=f^{a}\left(x^{a}\right)  \tag{1.8a}\\
& \bar{x}^{\alpha}=c_{\beta}^{\alpha} x^{\beta}+\sum_{a} g_{a}\left(x^{a}\right), \quad \operatorname{det}\left(c_{\beta}^{\alpha}\right) \neq 0 . \tag{1.8b}
\end{align*}
$$

or
they are related by the action of the symmetry group.
Here the $c_{\beta}^{\alpha}$ are real constants and the $x^{a}$ are essential variables. Benenti (1980) has given a rigorous definition of equivalence for the Hamilton-Jacobi equation. By his definition two separable coordinate systems for this equation are equivalent if their separated complete integrals are the same (see $\S 2$ for the definition of separation for the Hamilton-Jacobi equation). He shows that by using this definition the only possible types of equivalence transformations are (1.8a) and (1.8b). These two equivalences extend naturally to our case since both of these transformations preserve the $R$-separability of (*). We add (1.8c) because equivalence under the group removes the distinction between many different coordinate transformations leading to the same functional form of (*).

In the early stages of this work a program (see Reid (1984)) was written in the symbolic language MACSYMA capable of producing all the time-consuming details of separation for flat spaces. Although a general theory was finally set up dispensing with the need for this program, it proved extremely useful in checking the results.

The structure of this article is as follows. In $\S 2$ we transform (*) to the Helmholtz equation in Minkowski space, and exploit the fact that both this equation and the even simpler Hamilton-Jacobi equation separate in the same coordinate systems. Section 2 is also introductory in nature as it outlines much of the basic material needed for our study. In $\S 3$ we determine the possible sets of commuting Killing vectors (or abelian sub algebras) characterising separable systems for the Hamilton-Jacobi equation. Using these abelian subalgebras a simple form is then found for the metric. As a result the Riemann curvature conditions are solved in $\S 4$ and the metric completely determined. The technical work of finding the coordinate transformations is also carried out in $\S 4$. This work is summarised in graphical form in §5. In §6 we determine the operators for (*) and in $\S 7$ the $R$-separable solutions. The results for physically interesting cases $m=1,2$, and 3 are tabulated in Appendix A.
2. Passage to the Hamilton-Jacobi equation in Minkowski space. The problem of finding all $R$-separable systems for (*) is shown to be equivalent to that of finding all separable systems for the Helmholtz equation (2.1) defined on Minkowski space with symmetry (2.2). The conditions for separability of (2.1) are best derived from its classical counterpart, the Hamilton-Jacobi equation (2.15). We show that the symmetry algebras of (*) and (2.15) are isomorphic to the Schrödinger algebra when $E=0$ and to the Galilean algebra when $E \neq 0$. The central result is the following theorem.

Theorem 2.1. There is a mapping between $R$-separable coordinate systems of (*) and separable coordinate systems for the Helmholtz equation on $n(=m+2)$ dimensional Minkowski space.

$$
\begin{equation*}
\square_{n} \bar{\Psi}=E \bar{\Psi}, \quad n=m+2, \tag{2.1}
\end{equation*}
$$

whose solutions $\bar{\Psi}$ are eigenfunctions of the symmetry operator

$$
\begin{equation*}
\partial_{\bar{x}^{n}}=\frac{1}{2}\left(\partial_{\bar{y}^{n-1}}+\partial_{\bar{y}^{n}}\right) \tag{2.2}
\end{equation*}
$$

with associated eigenvalue $\varepsilon$ (i.e. $\left.\partial_{\bar{x}^{n}} \bar{\Psi}=\varepsilon \bar{\Psi}\right)$. Here the D'Alembertian operator on Minkowski space with the coordinates $\bar{y}^{i}, i=1,2, \cdots, n$, is defined by

$$
\begin{equation*}
\square_{n}=\partial_{\bar{y}^{1} \bar{y}^{1}}+\cdots+\partial_{\bar{y}^{n-1} \bar{y}^{n-1}}-\partial_{\bar{y}^{n} \bar{y}^{n}} . \tag{2.3}
\end{equation*}
$$

Proof. We first construct the mapping from (*) to (2.1). Suppose

$$
\begin{align*}
& y^{j}=y^{j}\left(x^{1}, \cdots, x^{n-1}\right), \quad j=1,2, \cdots, n-2,  \tag{2.4}\\
& t=t\left(x^{1}, \cdots, x^{n-1}\right)
\end{align*}
$$

is an $R$-separable system for (*); then there are functions $\Psi, \Psi_{j}$ and $R$ such that

$$
\begin{equation*}
\Psi=e^{R} \prod_{j=1}^{n-1} \Psi_{j}\left(x^{j}\right) \tag{2.5}
\end{equation*}
$$

Consider the coordinate system $\bar{x}^{i}$

$$
\begin{align*}
& \bar{y}^{j}=y^{j}\left(\bar{x}^{1}, \cdots, \bar{x}^{n-1}\right), \quad j=1,2, \cdots, n-2, \\
& \bar{y}^{n-1}-\bar{y}^{n}=2 t\left(\bar{x}^{1}, \cdots, \bar{x}^{n-1}\right)  \tag{2.6}\\
& \bar{y}^{n-1}+\bar{y}^{n}=\bar{x}^{n}-R / \varepsilon .
\end{align*}
$$

This is a system in Minkowski space with ignorable $\bar{x}^{n}$, corresponding to the symmetry operator (2.2) whose eigenvalue we shall specify as $\varepsilon$. Let

$$
\begin{equation*}
\bar{\Psi}=e^{\varepsilon \bar{x}^{n}} \prod_{j=1}^{n-1} \Psi_{j}\left(\bar{x}^{j}\right)=e^{\left[\varepsilon\left(\bar{y}^{n-1}+\bar{y}^{n}\right)+R\right]} \prod_{j=1}^{n-1} \Psi_{j}\left(\bar{x}^{j}\right) \tag{2.7}
\end{equation*}
$$

As $\Psi$ satisfies (*), $\bar{\Psi}$ is easily shown to satisfy (2.1). In other words (2.6) is a separable coordinate system for the Helmholtz equation (2.1). We now show that the mapping from (2.4) to (2.6) is onto by constructing its inverse. If $\{\overline{\mathbf{x}}\}$ is a separable system for (2.1) with symmetry operator (2.2), then

$$
\begin{align*}
& \bar{y}^{j}=\bar{y}^{j}\left(\bar{x}^{1}, \cdots, \bar{x}^{n-1}\right), \quad j=1,2, \cdots, n-2, \\
& \bar{y}^{n-1}-\bar{y}_{n}=2 t\left(\bar{x}^{1}, \cdots, \bar{x}^{n-1}\right),  \tag{2.8}\\
& \bar{y}^{n-1}+\bar{y}^{n}=\bar{x}^{n}+f\left(\bar{x}^{1}, \cdots, \bar{x}^{n-1}\right)
\end{align*}
$$

which if we let

$$
\begin{equation*}
f=-R / \varepsilon \tag{2.9}
\end{equation*}
$$

is the image of (2.4), and the theorem is proved. Q.E.D.
In fact (2.1) separates in the same coordinate systems for each nonzero value of $E$. Care must be taken when $E=0$. When this occurs, (2.1) is the wave equation which in general separates in additional coordinate systems as is shown in Kalnins and Miller (1982b). However if we define

$$
\begin{equation*}
\tilde{\Psi}=e^{-E t / 2 \varepsilon} \Psi \tag{2.10}
\end{equation*}
$$

then by substitution:
$\tilde{\Psi}$ is an $R$-separable solution for (*) with $E=0$ iff $\Psi$ is an $R$-separable solution for $(*)$.
The presence of the symmetry (2.2) has eliminated these additional systems. This means that a classification for nonzero $E$ will also yield all possible systems when $E=0$. Again care must be taken as the symmetry group of the wave equation is larger: it admits additional conformal symmetries. In essence, some of the systems which are inequivalent for (*) when $E \neq 0$ become equivalent under the action of the extra symmetries when $E=0$. We will return to this point later. All that we need to know at the moment is that everything can be obtained from the nonzero case.

One of the advantages of transforming our problem to the Helmholtz equation (2.1) is that to such an equation we can naturally associate a Riemannian geometry. Here (2.1) corresponds to the metric

$$
\begin{equation*}
d s^{2}=\left(d y^{1}\right)^{2}+\cdots+\left(d y^{n-1}\right)^{2}-\left(d y^{n}\right)^{2} \tag{2.11}
\end{equation*}
$$

which is the metric of a general $n$-dimensional Minkowski space $E(n, 1)$. The classification of coordinates can now be framed as the classification of the metrics $d s^{2}=g_{i j} d x^{i} d x^{j}$ arising from the fundamental metric (2.11) using the results of Riemannian geometry. Since the space is Minkowski, these results imply that all the components of the Riemann curvature tensor are identically zero, i.e.

$$
\begin{equation*}
R_{i j k l} \equiv 0, \quad 1 \leqq i, j, k, l \leqq n . \tag{2.12}
\end{equation*}
$$

For the definition of this tensor the reader is directed to Eisenhart (1949). Continuing our discussion in general let $V_{n}$ be a (local) pseudo-Riemannian manifold specified by its metric

$$
\begin{equation*}
d s^{2}=g_{i j} d x^{i} d x^{j}, \quad g=\operatorname{det}\left(g_{i j}\right) \neq 0 \tag{2.13}
\end{equation*}
$$

The Helmholtz equation for $V_{n}$ is expressed in local coordinates by

$$
\begin{equation*}
\frac{1}{g^{1 / 2}} \partial_{i}\left(g^{1 / 2} g^{i j} \partial_{j} \Psi\right)=E \Psi \tag{2.14}
\end{equation*}
$$

where $E$ is a nonzero constant. Closely associated with the Helmholtz equation is the Hamilton-Jacobi equation

$$
\begin{equation*}
H\left(p_{i}\right)=g^{i j} p_{i} p_{j}=E, p_{i}=\frac{\partial W}{\partial x^{i}} \tag{2.15}
\end{equation*}
$$

where $W$ is the Hamilton-Jacobi function or complete integral of (2.15). This equation is said to be separable if there are functions $W_{i}$ such that

$$
\begin{equation*}
W(\mathbf{x}, \lambda)=\sum_{i=1}^{n} W_{i}\left(x^{i}, \lambda\right) \tag{2.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\left(\lambda_{1}, \cdots, \lambda_{n}\right) \tag{2.17}
\end{equation*}
$$

are the $n$ constants of the motion necessary for a complete integral. (N.B. $W$ is a complete integral if $\left.\operatorname{det}\left(\partial W_{i} / \partial \lambda_{j}\right) \neq 0\right)$. One of these constants can always be taken as $E$. Both (2.14) and (2.15) are coordinate independent and the passage between them is analogous to that between Classical and Quantum mechanics. A close relationship also exists in the case of variable separation. Every separable system for the Helmholtz equation also separates the Hamilton-Jacobi equation. This was demonstrated for orthogonal coordinates by Robertson (1927), and can be verified for nonorthogonal coordinate systems by using the results of Kalnins and Miller (1983). Robertson (1927) also supplied the extra condition (called the Robertson condition) for the converse of his result, i.e. for Hamilton-Jacobi separation to imply Helmholtz separation. The generalisation of the Robertson condition to nonorthogonal coordinates can be obtained from the work of Kalnins and Miller (1983).

The above results imply that every separable coordinate system of (2.1) is a separable system for the Hamilton-Jacobi equation

$$
\begin{equation*}
H=P_{1}^{2}+\cdots+P_{n-1}^{2}-P_{n}^{2}=E, \quad P_{i}=\frac{\partial W}{\partial y^{i}} \tag{2.18}
\end{equation*}
$$

with Minkowski space metric (2.11) and symmetry operator (2.2). The generalised Robertson condition depends on the metric components and is especially complicated in metrics with many nonorthogonal terms. In our case this condition can be shown to be always satisfied after the metric has been reduced to a simple form in §3. That is, the Hamilton-Jacobi equation and (2.1) separate in exactly the same coordinate systems. This result can also be proved by making the following observation which avoids introducing the technical details of the generalised Robertson condition. The separability of (2.1) in all separable systems for the Hamilton-Jacobi equation (2.18) is ultimately demonstrated in $\S 7$ by obtaining the corresponding separation equations for ( $*$ ). In summary our problem has been reduced to the much easier one of finding all separable systems for the Hamilton-Jacobi equation (2.18).

Working with the Hamilton-Jacobi equation is more convenient since its form (2.15) is not as complicated as that of the Helmholtz equation (2.1) and is more closely related to the metric (2.13) (it is just the inverse). Using his definition of equivalence, Benenti (1980) was able to give the conditions for separability of the Hamilton-Jacobi equation (2.18). He showed that each of his classes contained a canonical separable system $\left\{x^{a}, x^{r}, x^{\alpha}\right\}$ with contravariant metric

$$
\left(g^{i j}\right)=\left(\begin{array}{ccc}
\delta^{a b} g^{a a} & 0 & 0  \tag{2.19}\\
0 & 0 & g^{r \alpha} \\
0 & g^{r \alpha} & g^{\alpha \beta}
\end{array}\right) \begin{aligned}
& n_{1} \\
& n_{2} \\
& n_{3}
\end{aligned}
$$

Here $n_{3} \geqq n_{2}$ and the integers $a, r, \alpha$ vary in the ranges $1 \leqq a, b \leqq n_{1} ; n_{1}+1 \leqq r \leqq n_{1}+n_{2}$; $n_{1}+n_{2}+1 \leqq \alpha, \beta \leqq n_{1}+n_{2}+n_{3}=n$. The nonzero components of the contravariant metric (2.19) are

$$
\begin{equation*}
g^{a a}=\frac{\psi^{a 1}}{\psi}, \quad g^{r \alpha}=B_{r}^{r \alpha}\left(x^{r}\right) \frac{\psi^{r 1}}{\psi}, \quad g^{\alpha \beta}=\sum_{b} A_{b}^{\alpha \beta}\left(x^{b}\right) \frac{\psi^{b 1}}{\psi}, \tag{2.20}
\end{equation*}
$$

where $\psi$ and $\psi^{i 1}$ are the determinant and $i 1$ cofactors of the $\left(n_{1}+n_{2}\right) \times\left(n_{1}+n_{2}\right)$ Stäckel matrix $\left(\psi_{i j}\left(x^{i}\right)\right.$ ). Furthermore, $\partial_{\alpha} g^{i j}=0$ for each ignorable variable $x^{\alpha}$. The variables $x^{a}$ and $x^{r}$ are referred to as Stäckel and first order variables respectively. Together these variables form the class of essential variables that was mentioned in the Introduction. The form of (2.19) implies that the first order variables are of null-type, and the signature of Minkowski space which is $n-1$ thus limits the number of these variables $\left(n_{2}\right)$ to 1 . A discussion of null variables is given in Eisenhart (1949).

Since our problem will be solved using the Hamilton-Jacobi equation (2.18), we first find the Killing vectors corresponding to the first order symmetries of (2.1) and (*) when $E \neq 0$. To find these Killing vectors, we solve the analogue of (1.5):

$$
\begin{equation*}
\{H, \mu\}_{P}=0 \tag{2.21}
\end{equation*}
$$

where $\{,\}_{P}$ is the Poisson bracket and $\mu=a^{j}(\mathbf{y}) P_{j}$. When $E \neq 0$ the Hamilton-Jacobi equation (2.18) admits a Lie algebra of Killing vectors which is the Lie algebra of Minkowski space $e(n, 1)$. All the coordinate systems we are considering possess the symmetry (2.2) and so by the abelian subalgebra condition all symmetries of (2.1) must commute with (2.2). The Killing vector counterpart of this relation is

$$
\begin{equation*}
\{\hat{\varepsilon}, \mu\}_{P}=0, \quad \hat{\varepsilon}=\frac{1}{2}\left(P_{n-1}+P_{n}\right) \tag{2.22}
\end{equation*}
$$

where $\hat{\varepsilon}$ is the Killing vector corresponding to (2.2). This extra condition confines us to a subalgebra of $e(n, 1)$-the Galilean algebra $g_{m}$ of dimension $\frac{1}{2} m(m+1)+2$ and basis

$$
\begin{equation*}
\hat{\varepsilon}, P_{u}, M_{u v}=y^{u} P_{v}-y^{v} P_{u}, \quad B_{u}=y^{u} \hat{\varepsilon}-t P_{u}, \quad K_{-2}=P_{t} . \tag{2.23}
\end{equation*}
$$

Here $u, v \in U=\{1, \cdots, n-2\}$. In general the indices $u$ and $v$ will be taken from the set $U$. Since the above Killing vectors form a basis, any Killing vector has the form

$$
\begin{equation*}
\lambda_{\alpha}=\rho_{\alpha}^{u} P_{u}+m_{\alpha}^{u v} M_{u v}+\beta_{\alpha}^{u} B_{u}+\kappa_{\alpha} K_{-2}, \tag{2.24}
\end{equation*}
$$

where the $\rho_{\alpha}^{u}, m_{\alpha}^{u v}, \beta_{\alpha}^{u}$ and $\kappa_{\alpha}$ are all real constants. The commutation relations for $g_{m}$ may be derived from Table 2.1. The symmetry algebra for the Helmholtz equation (2.1) $(E \neq 0)$ is again $g_{m}$ with the identifications

$$
\begin{gather*}
\hat{\varepsilon} \rightarrow \frac{1}{2}\left(\partial_{n-1}+\partial_{n}\right), \quad P_{u} \rightarrow \partial_{u}, \quad M_{u v} \rightarrow y^{u} \partial_{v}-y^{v} \partial_{u},  \tag{2.25}\\
B_{u} \rightarrow y^{u} \hat{\varepsilon}-t \partial_{u}, \quad K_{-2} \rightarrow \partial_{t} .
\end{gather*}
$$

By solving (1.5) for (*) we find that $g_{m}$ is also the symmetry algebra for (*) except that the operator $\hat{\varepsilon}$ is replaced by its eigenvalue $\varepsilon$.

If $E=0$ the symmetries of (2.1) are of the form $a^{j} P_{j}+f$ where $\left\{H, a^{j} P_{j}+f\right\}_{P}=$ $M(\mathbf{Y}) H$ and then there are two extra symmetries. ${ }^{1}$ When expressed as conformal Killing vectors, these are:

$$
\begin{equation*}
K_{2}=-t^{2} P_{t}-t \sum_{u} y^{u} P_{u}+\frac{1}{2} \hat{\varepsilon} \sum_{u}\left(y^{u}\right)^{2}, \quad D=\sum_{u} y^{u} P_{u}+2 t P_{t} \tag{2.26}
\end{equation*}
$$

and as operators for (*)

$$
\begin{equation*}
K_{2}=-t^{2} \partial_{t}-t \sum_{u} y^{u} \partial_{u}-\frac{1}{2} m t+\frac{1}{2} \varepsilon \sum_{u}\left(y^{u}\right)^{2}, \quad D=\sum_{u} y^{u} \partial_{u}+2 t \partial_{t}+\frac{1}{2} m \tag{2.27}
\end{equation*}
$$

These satisfy the commutation relations

$$
\begin{gather*}
{\left[D, P_{u}\right]=-P_{u}, \quad\left[D, M_{u v}\right]=0, \quad\left[D, B_{u}\right]=B_{u}, \quad\left[D, K_{ \pm 2}\right]= \pm 2 k_{ \pm 2}}  \tag{2.28}\\
{\left[K_{2}, P_{u}\right]=-B_{u}, \quad\left[K_{2}, M_{u v}\right]=0, \quad\left[K_{2}, B_{u}\right]=0, \quad\left[K_{2}, K_{-2}\right]=D}
\end{gather*}
$$

This enlarged algebra is the Schrödinger algebra $s_{m}$ of dimension $\frac{1}{2} m(m+3)+4$.
Geometrically the $P_{u}$ and $M_{u v}$ are generators of space translations and rotations under which (*) is clearly invariant. Less obvious are the transformations corresponding to the $B_{u}$ 's. These are the Galilean or velocity boosts and illustrate the fact that (*) retains its form in uniformly moving frames of reference. When $E=0$ we have the additional conformal Killing vectors $D$ and $K_{2} . D$ is the generator of the dilatation symmetry $\Psi(\mathbf{y}, t) \rightarrow \Psi\left(\alpha \mathbf{y}, \alpha^{2} t\right)$. The action of $K_{2}$ is rather complicated and it does not have a simple geometrical interpretation.

One of the applications of these symmetry algebras will be to determine the abelian subalgebras corresponding to sets of ignorable variables. Again the action of the group helps us choose simple representatives for these subalgebras. The group acts on the algebra $g_{m}$ via its adjoint action. In general, for two members of a Lie algebra $L_{1}$ and $L_{2}$, the adjoint action of $L_{1}$ on $L_{2}$ is given by

$$
\begin{equation*}
e^{a L_{1}} L_{2} e^{-a L_{1}}=e^{a \operatorname{Ad} L_{1}} L_{2} \tag{2.29}
\end{equation*}
$$

where $\operatorname{Ad} L_{1}\left(L_{2}\right) \equiv\left[L_{1}, L_{2}\right]$. A proof of this result is given by Hausner and Schwartz (1968). The adjoint actions for the Galilean algebra are summarised in Table 2.1. In Table 2.1, each entry represents $e^{a \operatorname{Ad} L_{1}}\left(L_{2}\right)$, e.g. $e^{a \operatorname{Ad} P_{u}}\left(B_{w}\right)=B_{w}+a \delta_{u w} \varepsilon / 2$. If the adjoint has no effect, i.e. $e^{a \operatorname{Ad} L_{1}}\left(L_{2}\right)=L_{2}$, then there is no entry. From (2.29) the commutation relations are simply the coefficients of $a$ in the table. For example [ $M_{u v}, P_{w}$ ] $=\delta_{v w} P_{u}-\delta_{u w} P_{v}$ where $\delta_{j k}$ is the Kronecker delta.

The operators $P_{u}, B_{u}, \varepsilon$ generate the $(2 m+1)$-dimensional Weyl algebra $w_{m}$ and the $M_{u v}$ 's generate the $\frac{1}{2} m(m-1)$-dimensional orthogonal algebra $o(m)$. If we define

[^57]the operators
\[

$$
\begin{equation*}
A_{1}=D, \quad A_{2}=K_{2}+K_{-2}, \quad A_{3}=K_{-2}-K_{2}, \tag{2.30}
\end{equation*}
$$

\]

these satisfy the commutation relations

$$
\begin{equation*}
\left[A_{1}, A_{2}\right]=-2 A_{3}, \quad\left[A_{3}, A_{1}\right]=2 A_{2}, \quad\left[A_{2}, A_{3}\right]=2 A_{1} \tag{2.31}
\end{equation*}
$$

and form a basis for the Lie algebra $s l(2, \mathbb{R})$. It follows that the structure of $s_{m}$ is

$$
\begin{equation*}
s_{m}=(s l(2, \mathbb{R}) \oplus o(m)) \oplus w_{m} . \tag{2.32}
\end{equation*}
$$

where $\oplus$ represents the direct sum and $\oplus$ the indirect sum. Similarly the Galilean algebra has structure

$$
\begin{equation*}
g_{m}=\left(t_{1} \oplus o(m)\right) \oplus w_{m} \tag{2.33}
\end{equation*}
$$

where $t_{1}$ is the one-dimensional algebra of time translations. Using standard results from Lie theory, these operators can be exponentiated to obtain the Schrödinger and Galilean groups. These groups act on the space of locally analytic functions of the real variables $y^{j}, t$ and map solutions of (*) into solutions. Expressions for the actions of these groups appear in Miller (1977).

Table 2.1
Adjoint actions for the Galilean algebra.

| $L_{1} L_{2}$ | $P_{w}$ | $M_{w z}$ | $B_{w}$ | $K_{-2}$ |
| :--- | :---: | :---: | :---: | :---: |
| $P_{u}$ |  | $M_{w z}+$ <br> $a\left(\delta_{u w} P_{z}-\delta_{u z} P_{w}\right)$ | $\mathrm{B}_{w}+\frac{a \delta_{u w} \varepsilon}{2}$ |  |
| $M_{u v}$ | $M_{w z}+$ <br> $a\left(\delta_{v w} P_{u}+\delta_{u w} P_{v}\right)$ <br> $+a^{2} \ldots \dagger$ | $a\left(\delta_{u w} M_{u z}-\delta_{v z} M_{u w}\right.$ <br> $\left.+\delta_{u z} M_{v w}-\delta_{u w} M_{v z}\right)$ <br> $+a^{2} \ldots+$ | $B_{w}+$ <br> $a\left(\delta_{v w} B_{u}-\delta_{u w} B_{v}\right)$ <br> $+a^{2} \ldots \dagger$ |  |
| $B_{u}$ | $P_{w}-\frac{a \delta_{u w} \varepsilon}{2}$ | $M_{w z}+$ <br> $a\left(\delta_{u w} B_{z}-\delta_{u z} B_{w}\right)$ |  | $K_{-2}+a P_{u}-\frac{a^{2} \varepsilon}{4}$ |
| $K_{-2}$ |  |  | $B_{w}-a P_{w}$ |  |

$\dagger$ The adjoint action of $M_{u v}$ on the $P_{w}$ 's is $e^{a \operatorname{Ad} M_{u v}}\left(\rho_{u} P_{u}+\rho_{v} P_{v}\right)=\rho_{u}^{\prime} P_{u}+\rho_{v}^{\prime} P_{v}$ where $\rho_{u}^{\prime}$ and $\rho_{v}^{\prime}$ are determined by

$$
\binom{\rho_{u}^{\prime}}{\rho_{v}^{\prime}}=\left(\begin{array}{ll}
\cos (a) & \sin (a) \\
-\sin (a) & \cos (a)
\end{array}\right)\binom{\rho_{u}}{\rho_{v}}
$$

It acts on the $B_{u}$ 's in exactly the same manner. ( $u, v, w, z \in U=\{1, \cdots, n-2\}$ ).
3. Reducing the Hamilton-Jacobi equation. In this section we find simple forms for both the metric and the Killing vectors, summarising these results in the following theorem.

Theorem 3.1. All Hamilton-Jacobi separable coordinate systems for (2.18) with Killing vector $\hat{\varepsilon}$, are equivalent to a coordinate system associated with the Hamilton-Jacobian equation

$$
\begin{equation*}
g^{11} p_{1}^{2}+\cdots+g^{(n-2)(n-2)} p_{n-2}^{2}+g^{n n} p_{n}^{2}+2 p_{n-1} p_{n}=E . \tag{3.1}
\end{equation*}
$$

Moreover if one variable is first order, and there are $r$ ignorables $x^{\alpha(1)}, \cdots, x^{\alpha(r)}$ in addition to $x^{n}$, the corresponding Killing vectors are

$$
\begin{align*}
& \lambda_{n}=\frac{1}{2}\left(P_{n-1}+P_{n}\right)=\hat{\varepsilon}, \\
& \lambda_{\alpha(1)}=M_{12}, \cdots, \lambda_{\alpha(p)}=M_{2 p-1,2 p},  \tag{3.2}\\
& \lambda_{\alpha(p+1)}=P_{2 p+1}, \cdots, \lambda_{\alpha(q)}=P_{p+q}, \\
& \lambda_{\alpha(q+1)}=B_{p+q+1}-\rho^{p+q+1} P_{p+q+1}, \cdots, \lambda_{\alpha(r)}=B_{p+r}-\rho^{p+r} P_{p+r} .
\end{align*}
$$

If there are no first order variables then all the Killing vectors except for one ${ }^{2}$ will be those in (3.2).

Proof. Let $x^{a}$ be a Stäckel variable while $x^{r}$ is first order. From (2.8)

$$
\begin{equation*}
g_{n i}=\frac{\partial t}{\partial x^{i}} \tag{3.3}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{\partial t}{\partial x^{a}}=0, \quad \frac{\partial t}{\partial x^{\alpha}}=g_{n \alpha}\left(x^{r}\right) \tag{3.4}
\end{equation*}
$$

since inversion of (2.19) shows that for Stäckel variables $g_{a i}=\delta^{a i}\left(g^{a a}\right)^{-1}$. The equations in (3.4) can be integrated to give

$$
\begin{equation*}
t=h\left(x^{r}\right)+\sum_{\alpha} g_{n \alpha}\left(x^{r}\right) x^{\alpha} . \tag{3.5}
\end{equation*}
$$

Now from (3.5) and (2.8)

$$
\begin{equation*}
\lambda_{\alpha}=y_{\alpha}^{u} P_{u}+g_{n \alpha}\left(P_{n-1}-P_{n}\right)+\frac{1}{2} f, \alpha\left(P_{n-1}+P_{n}\right), \alpha \neq n \tag{3.6}
\end{equation*}
$$

so (2.24) implies

$$
\begin{equation*}
g_{n \alpha}=\kappa_{\alpha} . \tag{3.7}
\end{equation*}
$$

We know from $\S 2$ that $n_{2} \leqq 1$. If $n_{2}=0$ then;

$$
\begin{equation*}
t=\kappa_{\alpha} x^{\alpha} \rightarrow x^{n-1} \tag{3.8}
\end{equation*}
$$

under a general linear motion amongst the ignorables. Consider $n_{2}=1$. If for some $\beta$, $\kappa_{\beta} \neq 0$, we can use a general linear motion and then the freedom (1.8b) to transform $t$ to $x^{n-2}$, i.e.,

$$
\begin{equation*}
t \rightarrow h\left(x^{n-1}\right)+x^{n-2} \rightarrow x^{n-2} \tag{3.9}
\end{equation*}
$$

Thus from (3.7), the metric $g_{i j}$ has form:

$$
\begin{equation*}
d s^{2}=\sum_{a=1}^{n_{1}} g_{a a}\left(d x^{a}\right)^{2}+\sum_{k, l} g_{k l} d x^{k} d x^{l}+2 d x^{n-2} d x^{n} \quad\left(n_{1}+1 \leqq k, l \leqq n-1\right) \tag{3.10a}
\end{equation*}
$$

[^58]The variable $x^{n-1}$ is first order, thus $g^{(n-1)(n-1)}=0$ and by taking the inverse of (3.10a), ( $g^{i j}$ ) has form

$$
\left(\begin{array}{cccccccccc}
* & & & & & & & & &  \tag{3.10b}\\
& \ddots & & & & & & & & \\
& & * & & & & & & & \\
& & & * & * & \cdot & * & 0 & * & * \\
& & & * & & & . & 0 & * & . \\
& & & * & . & . & * & . & . & . \\
& & & 0 & . & & . & 0 & 0 & * \\
& & & * & * & . & * & 0 & 0 & * \\
& & & * & . & . & * & 1 & * & *
\end{array}\right)
$$

The vectors

$$
\begin{align*}
& \mathbf{X}^{n-1}=(0,0, \cdots, 0,0,1,0),  \tag{3.11}\\
& \mathbf{X}^{n-2}=(0,0, \cdots, 0,1,0,0)
\end{align*}
$$

are orthogonal and null with respect to $\left(g^{i j}\right)$, which is impossible in Minkowski space (see Eisenhart (1949)). Thus

$$
\begin{equation*}
\kappa_{\alpha}=0, \quad \text { for each } \alpha \tag{3.12}
\end{equation*}
$$

It is now possible to use the freedom (1.8a) to change variables so that

$$
\begin{equation*}
h\left(x^{n-1}\right) \rightarrow x^{n-1} \tag{3.13}
\end{equation*}
$$

We see that whether $x^{n-1}$ is first order or ignorable the coordinate transformations are

$$
\begin{align*}
& y^{u}=y^{u}\left(x^{1}, \cdots, x^{n-1}\right) \\
& y^{n-1}-y^{n}=2 x^{n-1}=2 t  \tag{3.14}\\
& y^{n-1}+y^{n}=x^{n}+f\left(x^{1}, \cdots, x^{n-1}\right)
\end{align*}
$$

This is progress as the time coordinate $t$ has been identified as just $x^{n-1}$.
From (2.24) and (3.14)

$$
\begin{equation*}
\lambda_{\alpha}=\rho_{\alpha}^{u} P_{u}+m_{\alpha}^{u v} M_{u v}+\beta_{\alpha}^{u} B_{u}, \quad \alpha \neq n-1 . \tag{3.15}
\end{equation*}
$$

To solve the orbit problem, i.e., to establish the possible commuting sets of Killing vectors, we refer the reader to Reid (1984). The essential element of that argument is to notice that when we set time to be a constant, i.e., $x^{n-1}=$ constant $=c$, in the coordinate transformations (3.14), then we have a separable system for $\Delta_{m} \Psi=E \Psi$, parameterised by $c$. The results for the orbit analysis for this equation are known (see Kalnins and Miller (1982a)), and are used in Reid (1984) to determine some of the unknown constants in (3.15). Further simplification of the orbits is achieved through the use of the adjoint actions given in Table 2.1. After some work the Killing vectors are shown to have the form given in (3.2). Solving the characteristic equations resulting from (3.2) shows that the metric can be written as

$$
\begin{equation*}
d s^{2}=\sum_{u} g_{u u}\left(d x^{u}\right)^{2}+g_{(n-1)(n-1)}\left(d x^{n-1}\right)^{2}+2 d x^{n-1} d x^{n} \tag{3.16}
\end{equation*}
$$

Inversion of (3.16) gives the Hamilton-Jacobi equation in the form (3.1)-all the conditions of Theorem 3.1 have now been satisfied.

By finding the symmetries and using the restrictive signature of Minkowski space we have reduced the nonorthogonal part of the Hamilton-Jacobi equation to one off-diagonal element.
4. Metric and coordinates. In the previous section we established a simple form (3.1) for the contravariant metric and this will enable us to use the curvature conditions (2.12) to determine this form exactly. We will also find the coordinate transformations.

Theorem 4.1. The Hamilton-Jacobi equation can be written

$$
\begin{equation*}
\sum_{q \in Q} \frac{1}{\sigma_{q}} \sum_{b \in B_{q}} \bar{g}^{b b} p_{b}^{2}+2 p_{n-1} p_{n}+\sum_{q \in Q} \frac{V_{q}}{\sigma_{q}} p_{n}^{2}=E, \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
Q=\left\{q_{i}: q_{1}<q_{2}<\cdots<q_{l}\right\} \tag{4.2}
\end{equation*}
$$

is some subset of $U=\{1, \cdots, m\}$ and the sets

$$
\begin{equation*}
B_{q_{i}}=\left\{q_{i}, q_{i}+1, \cdots, q_{i+1}-1\right\}, \quad 1 \leqq i \leqq l, \tag{4.3}
\end{equation*}
$$

form a partition of $U$. Here $\sigma_{q}$ is a function of $x^{n-1}$ alone, and if $b \in B_{q}$

$$
\begin{equation*}
\bar{g}^{b b}=\bar{g}^{b b}\left(x^{c}\right), \quad V_{q}=V_{q}\left(x^{c}\right) \tag{4.4}
\end{equation*}
$$

where $c \in B_{q}$.
As an illustration of the notation used in Theorem 4.1 see (5.14). There $U=Q=$ $\{1,2\}, B_{1}=\{1\}$ and $B_{2}=\{2\}$. In (5.17) $Q=\{1\}, B_{1}=\{1,2\}$ and $\sigma_{1}=\left|\left(x^{3}\right)^{2}+1\right|^{1 / 2}$. To prove the Theorem, we will make use of the following equivalent condition for the Stäckel matrix found by Eisenhart (1934).

Lemma 4.1. The nonsingular $Q \times Q$ matrix $\left(\psi_{i j}\right)$ is a Stäckel matrix if and only if

$$
\begin{align*}
& \partial_{j k} \log \left(\frac{\psi}{\psi^{i 1}}\right)=\partial_{j} \log \left(\frac{\psi}{\psi^{i 1}}\right) \partial_{k} \log \left(\frac{\psi}{\psi^{i 1}}\right)-\partial_{j} \log \left(\frac{\psi}{\psi^{i 1}}\right) \partial_{k} \log \left(\frac{\psi}{\psi^{j 1}}\right)  \tag{4.5}\\
&-\partial_{k} \log \left(\frac{\psi}{\psi^{i 1}}\right) \partial_{j} \log \left(\frac{\psi}{\psi^{k 1}}\right), \quad 1 \leqq j<k \leqq Q .
\end{align*}
$$

We now prove Theorem 4.1.
Proof of Theorem 4.1. For notational convenience we need only assume $n_{2}=1$ since the functional form for $n_{2}=0$ is just a special case. Consider the matrix

$$
\left(\Phi_{i j}\right)=\left(\begin{array}{cc}
\psi_{a b} & 0  \tag{4.6}\\
A_{\beta a} & I_{M M}
\end{array}\right)
$$

where

$$
\begin{equation*}
A_{\beta a}=-A_{a}^{\beta \beta}, \quad \beta=n_{1}+1, \cdots, n-2 \tag{4.7}
\end{equation*}
$$

is an $M \times N$ matrix ( $N=n_{1}+1, M=n-2-n_{1}$ ) and $I_{M M}$ is the $M \times M$ identity matrix. This matrix has the properties

$$
\begin{equation*}
g^{a a}=\frac{\Phi^{a 1}}{\Phi}, \quad g^{\beta \beta}=\frac{\Phi^{\beta 1}}{\Phi}, \quad g^{(n-1) n}=1=\frac{\Phi^{(n-1) 1}}{\Phi} \tag{4.8}
\end{equation*}
$$

These will enable us to make extensive use of Lemma 4.1. It follows immediately from (3.1) and Lemma 4.1 that

$$
\begin{equation*}
\partial_{v(n-1)} \log g_{u u}=\partial_{v} \log g_{u u} \partial_{n-1} \log g_{u u}-\partial_{v} \log g_{u u} \partial_{n-1} \log g_{v v} \tag{4.9}
\end{equation*}
$$

It is easily shown that

$$
\begin{align*}
R_{v u u(n-1)}= & \frac{1}{2} g_{u u} \partial_{v(n-1)} \log \left(g_{u u}\right)  \tag{4.10}\\
& +\frac{g_{u u}}{4}\left[\partial_{v} \log \left(g_{u u}\right) \partial_{n-1} \log g_{u u}-\partial_{v} \log \left(g_{u u}\right) \partial_{n-1} \log \left(g_{v v}\right)\right]=0 .
\end{align*}
$$

Substitution of (4.9) into [•] in (4.10) gives

$$
\begin{equation*}
\partial_{v(n-1)} \log \left(g_{u u}\right)=0 \tag{4.11}
\end{equation*}
$$

This implies

$$
\begin{equation*}
g_{u u}=\sigma_{u}\left(x^{n-1}\right) \bar{g}_{u u} \tag{4.12}
\end{equation*}
$$

where $\bar{g}_{u u}$ does not depend on $x^{n-1}$. From (4.9) and (4.11)

$$
\begin{equation*}
\partial_{v} \log \left(g_{u u}\right) \partial_{n-1} \log \left(\sigma_{u} / \sigma_{v}\right)=0 \tag{4.13}
\end{equation*}
$$

We can define an equivalence relation $\sim$ on $U$ by $u \sim v$ if $\sigma_{u}$ is proportional to $\sigma_{v}$, and by rescaling coordinates there is no loss in assuming that $\sigma_{u}=\sigma_{v}$ on each equivalence class. By reordering the indices, the sets of the partition can be taken to be the $B_{q}$ 's of Theorem 4.1. Furthermore, (4.13) implies that the $\bar{g}_{b b}$ 's are only functions of those $x^{c}$ 's in their class, i.e. they satisfy property (4.4) in Theorem 4.1. Defining

$$
\begin{equation*}
V_{q}=\sum_{b \in B_{q}} \bar{g}^{b b} A_{b}^{n n} \tag{4.14}
\end{equation*}
$$

the Hamilton-Jacobi equation takes the form (4.1) given in Theorem 4.1. Q.E.D.
Theorem 4.2. The spaces with metrics

$$
\begin{equation*}
d \bar{s}_{q}^{2}=\sum_{b \in B_{q}} \bar{g}_{b b}\left(d x^{b}\right)^{2} \tag{4.15}
\end{equation*}
$$

are separable, flat and positive definite. Also we have

$$
\begin{equation*}
\partial_{x^{c} x^{d}} V_{q}=0, \quad c \neq d, \quad c, d \in B_{q} . \tag{4.16}
\end{equation*}
$$

Proof. We first show that the metrics (4.15) are differentially flat, separable and positive definite. The flatness conditions $R_{i j k l}=0$ with $i, j, k, l \in B_{q}$, are equivalent to $\bar{R}_{i j k l}=0$, i.e., those for the metrics in (4.15). It follows that the spaces associated with these metrics are flat. Since the metrics in (4.15) are orthogonal, the separability conditions (4.5) for $i, j, k \in B_{q}$ can be applied to show that these metrics are also separable. To show that the metrics in (4.15) are positive definite, we first compute the eigenvalues of (4.1). These are

$$
\begin{equation*}
\xi_{u}=g^{u u}, \quad \xi_{ \pm}=\frac{1}{2}\left[g^{n n} \pm \sqrt{\left(g^{n n}\right)^{2}+4}\right] \tag{4.17}
\end{equation*}
$$

Regardless of the value of $g^{n n}$ the eigenvalues $\xi_{+}$and $\xi_{-}$are positive and negative
respectively. The remaining eigenvalues $\xi_{u}$ must be positive since the space is Minkowski with signature $n-1$. It now follows from (4.1) that

$$
\begin{equation*}
\sigma_{q}>0 \quad \text { and } \quad \bar{g}_{u u}>0, \tag{4.18}
\end{equation*}
$$

redefining $\sigma_{q}$ and $\bar{g}_{u u}$ to be their negatives if necessary. This shows that the metrics (4.15) are positive definite.

To prove condition (4.16) of the theorem we notice that since $V_{q}$ is given by (4.14), the extension of Lemma 4.1 (see (4.8)) can be used to obtain

$$
\begin{equation*}
\partial_{c d} V_{q}+\partial_{c} V_{q} \partial_{d} \log \left(g_{c c}\right)+\partial_{d} V_{q} \partial_{c} \log \left(g_{d d}\right)=0 \tag{4.19}
\end{equation*}
$$

Alternatively this result can be obtained by considering the Hamilton-Jacobi equation (artificially created for our purpose) $\sum_{b \in B_{q}} \bar{g}^{b b} p_{b}^{2}+\sum_{q} V_{q} p_{n-1}^{2}$. As this equation is separable the results of Lemma 4.1 can be applied: equation (4.19) is derived from (4.5) with $j=c, k=d$ and $i=n-1$. Combining this result with the curvature conditions $R_{c(n-1)(n-1) d}=0$, which are equivalent to

$$
\begin{equation*}
-\frac{1}{2} \partial_{c d} V_{q}+\partial_{c} V_{q} \partial_{d} \log \left(g_{c c}\right) / 4+\partial_{d} V_{q} \partial_{c} \log \left(g_{d d}\right) / 4=0 \tag{4.20}
\end{equation*}
$$

we obtain condition (4.16). Q.E.D.
We now go on to determine the exact form of the unknown functions $\bar{g}_{b b}, \sigma_{q}, V_{q}$, and hence obtain the classification we are seeking. First since the spaces defined by the metrics (4.15) are positive definite, we can use the results of Kalnins and Miller (1982a), in which they completely classified such spaces; this determines the $\bar{g}_{u u}$ 's. By transforming to standard cartesian coordinates on each $\mathbb{R}^{n_{q}}$, the $\sigma_{q}$ and $V_{q}$ are determined. In transforming back to general separable coordinates, however, the separability is not necessarily preserved, so we find the compatibility conditions to ensure this preservation.

Since the spaces defined by the metrics are flat and positive definite we can choose standard coordinates $z^{b}$ :

$$
\begin{equation*}
z^{b}=z^{b}\left(x^{c}\right), \quad b, c \in B_{q} \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
d \bar{s}_{q}^{2}=\sum_{b \in B_{q}}\left(d z^{b}\right)^{2} \tag{4.22}
\end{equation*}
$$

Working in terms of these coordinates (4.19) implies that

$$
\begin{equation*}
\partial_{z^{c} z^{d}} V_{q}=0, \quad c, d \in B_{q}, \quad c \neq d \tag{4.23}
\end{equation*}
$$

$R_{(n-1) c c(n-1)}=0$ is equivalent to

$$
\begin{equation*}
\frac{1}{2} \sigma_{q}^{\prime \prime}-\frac{\left(\sigma_{q}^{\prime}\right)^{2}}{4 \sigma_{q}}-\frac{1}{2} \sum_{t \in Q} \frac{V_{t, c c}}{\sigma_{t}}=0 \tag{4.24}
\end{equation*}
$$

where the prime denotes differentiation with respect to $x^{n-1}$. Together with (4.23) this last equation implies that

$$
\begin{equation*}
V_{q}=\sum_{b \in B_{q}}\left(\frac{\zeta_{q}}{4}\left(z^{b}\right)^{2}+\gamma_{b} z^{b}\right)+\delta \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \sigma_{q} \sigma_{q}^{\prime \prime}-\left(\sigma_{q}^{\prime}\right)^{2}=\zeta_{q}, \quad \sigma_{q}>0, \quad \zeta_{q}, \delta \in \mathbb{R} \tag{4.26}
\end{equation*}
$$

Making a transformation of form $x^{n} \rightarrow x^{n}+g\left(x^{n-1}\right)$, we can take $\delta=0$ in (4.25). When $\zeta_{q} \neq 0$ it is possible to translate $z^{b}$ so that $\gamma_{b} \rightarrow 0$. To solve (4.26), differentiate it to obtain $\sigma^{\prime \prime \prime}=0$ and substitute the resulting quadratic into the original equation (4.26). Application of the coordinate freedoms (1.8) leads to the five possibilities I $\rightarrow \mathrm{IV} \pm$ in Table 4.1. The constants $\zeta_{q}, \gamma_{b}, v_{q}$ and $w_{q}$ are all real.

Table 4.1
Possibilities for $\sigma\left(x^{n-1}\right)$.

| Type |  | $\sigma_{q}$ | $\gamma_{q}$ |
| :--- | :--- | :--- | :--- |
| I | 1 | 0 | arbitrary |
| II | $\left(x^{n-1}+v_{q}\right)^{2}$ | 0 | arbitrary |
| III | $\left(x^{n-1}+v_{q}\right)$ | -1 | 0 |
| IV $\pm$ | $\left\|\left(x^{n-1}+v_{q}\right)^{2} \pm w_{q}^{2}\right\|$ | $\pm 4 w_{q}^{2}, w_{q} \neq 0$ | 0 |

A knowledge of the lower dimensional cases, and a little guesswork leads to the transformations for $n=3(m=1)$. They are

$$
\begin{align*}
& y^{1}=z^{1} \sigma^{1 / 2}+\frac{1}{2} \gamma \iint \sigma^{-3 / 2}, \\
& y^{2}+y^{3}=x^{3}-\sigma^{\prime}\left(z^{1}\right)^{2} / 4-\frac{1}{2} \gamma z^{1} \sigma^{1 / 2} \int \sigma^{-3 / 2}-\frac{\gamma^{2}}{8} \int\left(\int \sigma^{-3 / 2}\right)^{2},  \tag{4.27}\\
& y^{2}-y^{3}=2 x^{2},
\end{align*}
$$

where

$$
\begin{equation*}
\int f(y)=\int_{y=y_{0}}^{x^{2}} f(y) d y \tag{4.28}
\end{equation*}
$$

We now show that this one-dimensional case forms the building block for all others. Define

$$
\begin{equation*}
F_{u q}\left(z^{u}, x^{n-1}\right)=z^{u} \sigma_{q}^{1 / 2}+\frac{1}{2} \gamma_{u} \iint \sigma_{q}^{-3 / 2} \tag{4.29}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{u q}\left(z^{u}, x^{n-1}\right)=\sigma_{q}^{\prime}\left(z^{u}\right)^{2} / 4+\frac{1}{2} \gamma_{u} z^{u} \sigma_{q}^{1 / 2} \int \sigma_{q}^{-3 / 2}+\frac{\gamma_{u}^{2}}{8} \int\left(\int \sigma_{q}^{-3 / 2}\right)^{2}, \tag{4.30}
\end{equation*}
$$

then the coordinate transformations are

$$
\begin{align*}
& y^{u}=F_{u q}, \\
& y^{n-1}+y^{n}=x^{n}-\sum_{q \in Q} \sum_{b \in b_{q}} G_{b q},  \tag{4.31}\\
& y^{n-1}-y^{n}=2 x^{n-1} .
\end{align*}
$$

These results can be checked by computing the metric using (4.31) and then taking its inverse to obtain the Hamilton-Jacobi equation (4.1). In the above transformations we will say that the $\gamma_{u}$ term is attached to the $z^{u}$ coordinate.

To obtain the coordinate transformations in terms of the $x^{i}$ we simply substitute the expressions given for the $z^{b}$ in (4.21). Not all the systems thus obtained will be separable. Naturally they will be separable when $\gamma_{u}=0$ for all $u$ and $\zeta_{q}=0$, or for all values of these parameters when the coordinates are cartesian. Given a certain separable system (4.21) the problem is to work out the form of $V_{q}$ (or equivalently the values of the parameters $\gamma_{u}$ and $\zeta_{q}$ ) to ensure separation in the variables $x^{i}$.

To tackle this problem it is necessary to know just what the possible systems (4.21) are. We give a brief summary of the solution provided by Kalnins and Miller (1982a). They show that it is possible to decompose $\mathbb{R}^{n}$ into a direct sum of subspaces $\mathbb{R}^{n_{r}}$ in such a way that the separable coordinates on each of these are of either "elliptic" or "parabolic" type with graphical representations

or

respectively. We will say that $\mathbb{R}^{n}$ splits into the subspaces $\mathbb{R}^{n_{r}}$. Cartesian coordinates on $\mathbb{R}^{n_{r}}$ for case A are given by

$$
\begin{equation*}
z^{i}=\left({ }_{N_{r}} w_{j}\right)\left({ }_{p_{j}} s_{q_{j}}\right), \quad 1 \leqq i \leqq n_{r}, \quad 1 \leqq j \leqq N_{r} \tag{4.33A}
\end{equation*}
$$

and for case B

$$
\begin{align*}
& z^{1}=\left({ }_{N_{r}} w_{1}\right), \\
& z^{i}=\left({ }_{N_{r}} w_{j}\right)\left({ }_{p_{j}} s_{q_{j}}\right), \quad 2 \leqq i \leqq n_{r}, \quad 2 \leqq j \leqq N_{r} . \tag{4.33B}
\end{align*}
$$

Here the ${ }_{p_{j}} s_{q_{j}}, 1 \leqq q_{j} \leqq p_{j}=1$ are coordinates on the $p_{j}$-dimensional sphere $S_{p_{j}}$ and therefore satisfy

$$
\begin{equation*}
\sum_{q_{j}=1}^{p_{j}+1} p_{j} s_{q_{j}}^{2}=1 . \tag{4.34}
\end{equation*}
$$

In (4.32) the sphere $S_{p_{j}}$ is said to be attached to $e_{j}$ or equivalently to the coordinate ${ }_{{ }_{r}} w_{j}$. When $p_{j}=0, S_{p_{j}}$ is the "zero dimensional" or "trivial" sphere. Equivalently there is no sphere attached to ${ }_{N_{r}} w_{j}$.

For elliptic-type coordinates A

$$
\begin{equation*}
N_{r} w_{j}^{2}=c_{r}^{2} \frac{\prod_{l=1}^{N_{r}}\left(x_{r}^{l}-e_{j}^{r}\right)}{\prod_{l \neq j}\left(e_{l}^{r}-e_{j}^{r}\right)}, \quad j=1, \cdots, N_{r} \tag{4.35~A}
\end{equation*}
$$

where

$$
e_{1}^{r}<x_{r}^{1}<\cdots<e_{N_{r}}^{r}<x_{r}^{N_{r}}, \quad c_{r}, e_{j}^{r} \in \mathbb{R}
$$

For parabolic coordinates B

$$
\begin{align*}
& {N_{r}}^{w_{1}}=\frac{c_{r}}{2}\left(\sum_{l=1}^{N_{r}} x_{r}^{l}+\sum_{l=1}^{N_{r}-1} e_{l}^{r}\right),  \tag{4.35B}\\
& N_{r} w_{j}^{2}=-c_{r}^{2} \frac{\prod_{l=1}^{N_{r}}\left(x_{r}^{l}-e_{j-1}^{r}\right)}{\prod_{l \neq j-1}\left(e_{l}^{r}-e_{j-1}^{r}\right)}, \quad j=2, \cdots, N_{r}
\end{align*}
$$

where

$$
x_{r}^{1}<e_{1}^{r}<\cdots<e_{N_{r}-1}^{r}<x_{r}^{N_{r}}, \quad c_{r}, e_{j}^{r} \in \mathbb{R}
$$

If the case $N_{r}=1$ is treated in the same way as $N_{r}>1$, it is possible to have the elliptic and parabolic systems

and

corresponding to the metrics $d s^{2}=\left(d x^{1}\right)^{2} /\left(x^{1}-e_{1}\right)$ and $d s^{2}=\left(d x^{1}\right)^{2}$ respectively. Both of these systems are equivalent via the scaling transformation (1.8a). This explains why the parabolic case does not appear when $N_{r}=1$. This will help clarify some of the exceptional behaviour that we will later encounter for $N_{r}=1$.

The classification also depends on the possible separable systems on the spheres $S_{p_{j}}$. The structure of these systems is independent of the $V_{q}$ and $\sigma_{q}$ terms. Separable systems on $S_{p_{j}}$ can be built from irreducible blocks, each having graphical representation


The coordinate transformations for this block are

$$
\begin{equation*}
p_{p}^{s_{i}^{2}}=c^{2} \frac{\Pi_{j=1}^{p}\left(x^{j}-e_{i}\right)}{\Pi_{j \neq i}\left(e_{j}-e_{i}\right)}, \quad 1 \leqq i \leqq p+1 \tag{4.37}
\end{equation*}
$$

where $e_{1}<x^{1}<\cdots<x^{p}<e_{p+1}$. A general graph for $S_{p_{j}}$ has form


The coordinates for (4.38) can be built in multiplicative-iterative fashion from those of (4.37). This process is best understood by consulting Kalnins and Miller (1982a) and the examples provided in Tables 2 and 5 of the Appendix.

Applying these results to our case, decomposing the space corresponding to $d \bar{s}_{q}^{2}$, corresponds to partitioning $B_{q}$ into subsets $E_{r}$ in just the same way that we partitioned
$U$ into the subsets $B_{q}$ (i.e. the set $E_{r}$ is labelled by its minimum value $r$ ). For example in (5.17), $E_{1}=\{1\}, E_{2}=\{2\}$, and in (5.22) $E_{1}=\{1,2\}$. Using this partition,

$$
\begin{equation*}
d \bar{s}_{q}^{2}=\sum_{r \in \mathscr{R} \cap B_{q}} d \bar{s}_{r}^{2} \tag{4.39}
\end{equation*}
$$

where $d \bar{s}_{r}^{2}$ is the infinitesimal distance

$$
\begin{equation*}
d \bar{s}_{r}^{2}=\sum_{b \in E_{r}} \bar{g}_{b b}\left(d \bar{x}^{b}\right)^{2} \tag{4.40}
\end{equation*}
$$

Here $\mathscr{R}$ is the set of all the (minimum) indices $r$ (e.g. in both (5.14) and (5.17) $\mathscr{R}=\{1,2\}$ ). For simplicity on each irreducible block $E_{r}$ of form (4.32a) or (4.32b) the coordinates $x^{r}, x^{r+1}, \cdots, x^{r+n_{r}-1}$ are relabelled as $x^{1}, x^{2}, \cdots, x^{n_{r}}$. $V_{r}$ for each of these blocks is defined as in (4.14) but with $b$ restriced to $E_{r}$. Confining ourselves to one of these blocks $E_{r}$ we systematically determine $V_{r}$.

Suppose that $\zeta_{q} \neq 0$ (i.e. $\sigma_{q}$ is of types III or IV $\pm$ ) on $E_{r}$. Here

$$
\begin{equation*}
V_{r}=\sum_{i=1}^{n_{r}} \frac{\zeta_{q}}{4}\left(z^{i}\right)^{2} \tag{4.41}
\end{equation*}
$$

and from (4.33) and (4.34).

$$
\begin{equation*}
V_{r}=\frac{\zeta_{q}}{4} \sum_{j=1}^{N_{r}}{ }_{N_{r}} w_{j}^{2} \tag{4.42}
\end{equation*}
$$

Substituting for the ${ }_{N_{r}} w_{j}$ from (4.35) and expanding in partial fractions in terms of the $e_{j}$ 's, we find after some time that for the elliptic case A

$$
\begin{equation*}
V_{r}=\frac{\zeta_{q} c_{r}^{2}}{4}\left[\sum_{i=1}^{N_{r}} x^{i}-\sum_{i=1}^{N_{r}} e_{i}\right] \tag{4.43A}
\end{equation*}
$$

and for the parabolic case B

$$
\begin{equation*}
V_{r}=\frac{\zeta_{q} c_{r}^{2}}{16}\left[2 \sum_{i=1}^{N_{r}}\left(x^{i}\right)^{2}-\left(\sum_{i=1}^{N_{r}} x^{i}\right)^{2}+6 \sum_{i=1}^{N_{r}} x^{i} \sum_{t=1}^{N_{r}-1} e_{t}-\left(\sum_{t=1}^{N_{r}-1} e_{t}\right)^{2}-2 \sum_{t=1}^{N_{r}-1} e_{t}^{2}\right] \tag{4.43B}
\end{equation*}
$$

However only the $V_{r}$ of (4.43A) satisfies (4.16). This means that if $\zeta_{q} \neq 0$ only ellipticaltype coordinates are separable.

Now consider $\zeta_{q}=0$ and suppose that at least one of the $\gamma_{i}$ 's ( $\gamma_{k}$ say) is nonzero. In this case $\sigma_{q}$ is of type I or II and

$$
\begin{equation*}
V_{r}=\sum_{1}^{n_{r}} \gamma_{i} z^{i}=\sum_{j=1}^{N_{r}}{ }_{N_{r}} w_{j} \sum_{q_{j}=1}^{p_{j}+1} \gamma_{q_{j} p_{j}}^{i} s_{q_{j}} . \tag{4.44}
\end{equation*}
$$

Let $x^{i}$ be any of the separable coordinates on the sphere $S_{p_{1}}$. From (4.16)

$$
\begin{equation*}
\partial_{x^{1} x^{I}} V_{r}\left(x^{1}, x^{2}=e_{2}, \cdots, x^{N_{r}}=e_{N_{r}}\right)=0=\partial_{x^{1}}\left({ }_{N_{r}} w_{1}\right) \partial_{x^{i}}\left(\sum_{q_{1}=1}^{p_{1}+1} \gamma_{q_{1} p_{1}}^{1} s_{q_{1}}\right) \tag{4.45}
\end{equation*}
$$

$\operatorname{since}_{N_{r}} w_{k}\left(x^{k}=e_{k}\right)=0$. Now $\partial_{x^{1}}\left(N_{r} w_{1}\right) \neq 0$ so that

$$
\begin{equation*}
\partial_{x^{i}}\left(\sum_{q_{1}=1}^{p_{1}+1} \gamma_{q_{1} p_{1}}^{1} s_{q_{1}}\right)=0 . \tag{4.46}
\end{equation*}
$$

i.e. $\sum_{q_{1}=1}^{p_{1}+1} \gamma_{q_{1}}^{1} p_{1} s_{q_{1}}=A$, a constant. Such a relation cannot exist among the ${ }_{p_{1}} s_{q_{1}}$ 's unless $p_{1}=0$. No sphere can be attached to the coordinate ${ }_{N_{r}} w_{1}$. This is demonstrated as follows. As the $\gamma_{q_{1}}^{1}$ 's are real, rotations can be used to pass to an equivalent set of separable coordinates ${ }_{p_{1}} \tilde{q}_{q_{1}}$, for the sphere $S_{p_{1}}$ such that

$$
\begin{equation*}
\sum_{q_{1}=1}^{p_{1}+1} \gamma_{q_{1} p_{1}}^{1} s_{q_{1}} \rightarrow\left[\sum_{q_{1}}\left(\gamma_{q_{1}}^{1}\right)^{2}\right]_{p_{1}}^{1 / 2} \tilde{s}_{1} . \tag{4.47}
\end{equation*}
$$

Since $\Sigma_{q_{1}}\left(\gamma_{q_{1}}^{1}\right)^{2} \neq 0$ equation (4.46) now implies

$$
\begin{equation*}
\partial_{x^{\prime}}\left(p_{p_{1}} \tilde{1}_{1}\right)=0, \quad \text { for all } l . \tag{4.48}
\end{equation*}
$$

This is only possible if $p_{1}=0$, i.e, no sphere is attached to the ${ }_{N_{r}} w_{1}$ coordinate.
Still assuming $\zeta_{q}=0$ and $\gamma_{k} \neq 0$, consider the elliptic case. Let $N_{r}=1$. No spheres are attached to ${ }_{1} w_{1}$ by the argument above and so $z^{1}={ }_{1} w_{1}=x^{1}$. Condition (4.16) is satisfied and the system is separable. Let $N_{r} \geqq 2$. Using the above argument and the symmetry of the elliptic coordinate transformations (4.35A) shows that no spheres (beside the trivial ones) can be attached to any of the ${ }_{N_{r}} w_{j}$ coordinates. Let $x^{1}$ and $x^{2}$ be any two of the elliptic-type coordinates in (4.35A). Equation (4.16) yields

$$
\begin{equation*}
\partial_{x^{1} x^{2}} V_{r}=0=\sum_{i} \frac{\gamma_{i N_{r}} w_{i}}{4\left(x^{1}-e_{i}\right)\left(x^{2}-e_{i}\right)} . \tag{4.49}
\end{equation*}
$$

Multiplying this last expression by $\left(x^{2}-e_{2}\right)^{1 / 2}$ and setting $x_{i}=e_{i}$ for $i \geqq 2$, we find that $\gamma_{2}=0$. This result is easily generalised to show that $\gamma_{i}=0$, for all $i$ : contradicting our initial assumption that one of the $\gamma_{i}$ 's was nonzero. Under these conditions, it follows that the elliptic block $E_{r}$ leads to separability only if $V_{r}=0$.

In the parabolic case using the same methods we find that only $\gamma_{1}$ can be nonzero and then

$$
\begin{equation*}
V_{r}=\gamma_{1 N_{r}} w_{1}=\frac{1}{2} \gamma_{1} c_{r}\left(x^{1}+\cdots+x^{N_{r}}+e_{1}+\cdots+e_{N_{r}-1}\right) . \tag{4.50}
\end{equation*}
$$

i.e. parabolic coordinates are separable in this case.

Finally if $\gamma_{1}=0=\zeta_{q}$ (i.e. $\sigma_{q}$ is of type I or II), then both elliptic or parabolic type blocks are possible.

We have determined all Euclidean coordinate systems that can combine with a given $V_{q}$ to form a separable system for (4.1). Thus using the results of $\S 2$ the $R$-separation problem for (*) has been solved. This procedure is systematised in graphical form in the next section.
5. Graphical representation of coordinates. We develop a graphical calculus to represent the $R$-separable coordinate systems for (*), illustrating this procedure in detail for $m=1,2,3$-the cases of physical interest.

From (4.28) and (4.30) the coordinate transformations for (*) are given by

$$
\begin{align*}
& y^{u}=z^{u} \sigma_{q}^{1 / 2}+\frac{1}{2} \gamma_{u} \iint \sigma_{q}^{-3 / 2}, \quad u \in B_{q}, \quad q \in Q  \tag{5.1}\\
& t=x^{n-1}
\end{align*}
$$

and these can be given the graphical representation


Here $G_{q}$ is a separable system on $\mathbb{R}^{n\left(B_{q}\right)}$ and the box indicates that there is just one function $\sigma_{q}$ on $G_{q}$, while the Latin number $L_{q}(\mathrm{I}, \mathrm{II}$, III or IV $\pm)$ specifies its type. $G_{q}$ is one of Kalnins and Miller's graphs and will in general have form

$$
\begin{equation*}
G_{q}^{1} \cdots G_{q}^{r} \cdots \tag{5.3}
\end{equation*}
$$

where each $G_{q}^{r}$ is one of the elliptic or parabolic types given in (4.32A) and (4.32B).
At the end of the last section we found the compatibility conditions for a $\sigma_{q}-G_{q}^{r}$ combination to be separable. To summarise these results we start with a given separable Euclidean system $G_{q}^{r}$ and then give the compatible $\sigma$ functions.

If $G_{q}^{r}$ is of elliptic-type, then $L_{q}$ could take any of its values I $\rightarrow$ IV $\pm$. However the cases $\zeta_{q}=0, \gamma_{u} \neq 0$ where $x^{u}$ is one of the coordinates on $G_{q}^{r}$ can only occur if $G_{q}^{r}$ has form $\langle\bar{e}\rangle$. If the block $G_{q}^{r}$ is of parabolic-type, it is only compatible with the $\sigma$-types I and II since it was shown in $\S 4$ that $\zeta_{q} \neq 0$ did not satisfy (4.16). In the allowed cases I and II, the $\gamma_{u}$ term attaches itself to the coordinate ${ }_{N_{r}} w_{1}$ of (4.35B).

These results are now generalised to a block of form


If all the $G_{q}^{r}$ 's are of elliptic-type, then $L_{q}$ can take any of its values, $\mathrm{I} \rightarrow \mathrm{IV} \pm$. The parameters $\gamma_{u}$ on $G_{q}$ can only be nonzero if the blocks $G_{q}^{r}$ to which they are attached have form (e).

If at least one $G_{q}^{r}$ is of parabolic-type, then $L_{q}$ is restricted to types I or II. The exceptional case $N=1$ can be given our uniform general treatment if we regard it as being equivalent to the two systems $O$ and $\langle e\rangle$ as discussed in $\S 4$. A $\gamma_{u}$ term can be attached to $O$ (no spheres can be attached to this graph). Spheres can be attached to $\langle e\rangle$ and this is compatible with $\zeta_{q} \neq 0$ but not with $\zeta_{q}=0$ and $\gamma_{u} \neq 0$.

The parameters $w_{q}$ and $v_{q}$ can be normalised, since by making the separability preserving transformations

$$
\begin{equation*}
x^{n-1} \rightarrow a x^{n-1}+b \tag{5.5}
\end{equation*}
$$

we can take one $v_{q}$ to be zero and one $w_{q}$ to be 1 . Further normalisations are possible when $E=0$ because of the extra conformal symmetries $K_{2}$ and $D$. For instance, consider the case when one of the $L_{q}$ 's is I in (5.2). The coordinates on this block are

$$
\begin{equation*}
y^{b}=z^{b}+\gamma_{b}\left(x^{m+1}\right)^{2} / 4, \quad b \in B_{q} . \tag{5.6}
\end{equation*}
$$

The dilatation $D$ acts on the coordinates as

$$
\begin{equation*}
y^{b} \rightarrow c y^{b}, \quad t \rightarrow c^{2} t, \quad c \in \mathbb{R} \tag{5.7}
\end{equation*}
$$

If this action is combined with the equivalence transformations

$$
\begin{equation*}
z^{b} \rightarrow c z^{b}, \quad x^{m+1} \rightarrow c^{2} x^{m+1} \tag{5.8}
\end{equation*}
$$

and $c=\gamma_{b}^{-1 / 3}$ then $\gamma_{b}$ can be normalised to 1 or 0 . If $L_{q}$ is II on a block, then the same normalisation is possible by similar methods. There are more equivalences possible under the conformal symmetries, but the discussion of these will be postponed until the operators have been determined in §6. It is not possible to simultaneously normalise all the $\gamma_{b}$ 's. There is a different coordinate system for each vlaue of $\gamma_{b}$. Thus in general, there is an infinite number of $R$-separable coordinate systems for (*) and the numbering of these systems in the Appendix is for tidiness only.

The following procedure emerges for the construction of all $R$-separable systems for ( $*$ ).
A. Construct the graphs representing all separable systems on $\mathbb{R}^{m}$.
B. For each of these construct all possible boxings.
C. From the discussion above determine all possible $\sigma$ 's compatible with the boxings.

We now go through this procedure for $m=1$.
A. There is only one possible separable system on $\mathbb{R}^{1}$
$\square$
corresponding to the choice of coordinate

$$
\begin{equation*}
z^{1}=x^{1} \tag{5.10}
\end{equation*}
$$

B. There is only one possible boxing:

C. The resulting types with their coordinate transformations are listed in Table 1 of the Appendix.

We have displayed possible normalisations of the parameters $v_{q}$, $w_{q}$ in brackets alongside $L_{q}$, but have not substituted their values in the coordinate transformations since the unnormalised forms will be needed for the $m=2$ and $m=3$ classifications.

For $m=2$ the separable systems resulting from step A are listed in Table 2 of the Appendix. There are three classes of boxings arising from step B.

where $G$ is the elliptic, parabolic or polar system of Table 2 in the Appendix,

and

where $G_{c}$ is $\langle\overline{0}\rangle$. The only new systems are those of type (5.12a) as it will be shown that the remaining systems can be derived from the $m=1$ case. The unsplit class a types are
listed in Table 3 of the Appendix. The class b systems are mixtures of the $m=1$ systems

where $\sigma_{1} \neq \sigma_{2}$, and these are listed in Table 4 of the Appendix. $\mathbb{R}^{2}$ has split into $\mathbb{R} \oplus \mathbb{R}$ and so these coordinate systems are referred to as splitting types. For example, the system 5: II, III $\left(v_{2}=0\right)$ in Table 4 has coordinate transformations

$$
\begin{align*}
& y^{1}=\left(x^{3}+v_{1}\right) x^{1}+\gamma_{1} / 4\left(x^{3}+v_{1}\right) \\
& y^{2}=\left|x^{3}\right|^{1 / 2} x^{2}  \tag{5.14}\\
& t=x^{3}
\end{align*}
$$

that are easily derived from systems II and III in Table 1. The remaining systems of class $c$ are simply combinations of the $m=1$ systems

$$
\begin{array}{ccc}
L_{1} & & L_{1}  \tag{5.15}\\
\hline G_{c} & \text { and } & G_{c} \\
\hline
\end{array}
$$

where $\sigma_{1}=\sigma_{2}$, that is class $b$ with $L_{1}=L_{2}$. They are listed in Table 4 of the Appendix. For example the coordinate transformations for IV $+\left(v_{1}=0, w_{1}^{2}=1\right)$ can be derived from those of the system

$$
\begin{gather*}
I V+\left(v_{1}=0, w_{1}^{2}=1\right) \\
0  \tag{5.16}\\
0
\end{gather*}
$$

given in Table 1. They are

$$
\begin{align*}
& y^{1}=\left|\left(x^{3}\right)^{2}+1\right|^{1 / 2} x^{1}, \\
& y^{2}=\left|\left(x^{3}\right)^{2}+1\right|^{1 / 2} x^{2},  \tag{5.17}\\
& t=x^{3}
\end{align*}
$$

Miller (1977) has also classified the $R$-separable systems for $m=2$ and developed many of their properties but misses splitting types such as (5.14) and (5.17). In general, his classification only includes those mixing types of class $b$ for which one of the coordinates is $y^{1}=x^{1}$. These omissions are rectified in Kalnins and Miller (1979).

For general $m$ the $R$-separable systems have form

$$
\begin{gather*}
L_{1}  \tag{5.18}\\
\hline G
\end{gather*}
$$

where $G$ is of parabolic or elliptic-type, or they will be a mixture of systems like (5.2). In this case (*) is equivalent to the equations

$$
\begin{equation*}
\left(\Delta_{q}+2 \varepsilon \partial_{t}\right) \Psi_{q}=T_{q} \Psi_{q}, \quad \Psi=\prod_{q \in Q} \Psi_{q} \tag{5.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{q}=\Psi_{q}\left(x^{b}\right), \quad b \in B_{q} \tag{5.20}
\end{equation*}
$$

All such mixtures can be classified from the lower dimensional equations given in (5.19).

The classification for $m=3$ for the unsplit types given in Table 5 of the Appendix has not appeared before. These systems can of course be derived from our general procedure but we list them for easy access. The splitting types for $m=3$ can be derived from the tables for $m=1$ and $m=2$ given in the Appendix. For example consider

for which the coordinates are

$$
\begin{align*}
& y^{1}=c x^{4} \cosh \left(x^{1}\right) \cos \left(x^{2}\right), \\
& y^{2}=c x^{4} \sinh \left(x^{1}\right) \sin \left(x^{2}\right), \\
& y^{3}=\left|x^{4}+v_{3}\right|^{1 / 2} x^{3},  \tag{5.22}\\
& t=x^{4}
\end{align*}
$$

and these can be obtained from the tables for $m=1$ and $m=2$.
6. Operators. Each $R$-separable system for (*) is characterised as a commuting set of second order differential operators that are in the enveloping algebra of (*). These operators are derived from those representing separable systems on $\mathbb{R}^{m}$. In this way we will establish the connection between separation of variables for (*) and the symmetry group of (*).

We will first derive the operators for (2.1) from the Killing tensors $\lambda_{i}$ for the Hamilton-Jacobi equation (4.1) associated with (2.1). The Killing tensors characterising separable systems for (4.1) are of second order, and the work of Thomas (1946) implies that they are in the enveloping algebra of $e(n, 1)$. In other words if the Killing vectors $\mu_{j}$ are a basis for $e(n, 1)$ then there are real constants $a^{j k}$ such that

$$
\begin{equation*}
\lambda_{i}=\sum_{j, k} a^{j k}\left\{\mu_{j}, \mu_{k}\right\}, \quad 1 \leqq i, j, k \leqq n . \tag{6.1}
\end{equation*}
$$

Recall that $\{\cdot, \cdot\}$ is the symmetric bracket which is defined by

$$
\begin{equation*}
\left\{\mu_{j}, \mu_{k}\right\}=\frac{\mu_{j} \mu_{k}+\mu_{k} \mu_{j}}{2} \tag{6.2}
\end{equation*}
$$

By a simple generalisation of the work of Kalnins and Miller (1977) the corresponding operators $\tilde{\lambda}_{i}$ for (2.1) can be obtained by the identification $\mu_{j} \rightarrow \tilde{\mu}_{j}$ defined in (2.25) so that

$$
\begin{equation*}
\tilde{\lambda}_{i}=\sum_{j, k} a^{j k}\left\{\tilde{\mu}_{j}, \tilde{\mu}_{k}\right\} \tag{6.3}
\end{equation*}
$$

These will also be operators for (*) with the identification $\hat{\varepsilon} \rightarrow \varepsilon$ since

$$
\begin{equation*}
\tilde{\lambda}_{i}=\bar{\Psi}=l_{i} \bar{\Psi} \quad \text { iff } \quad \tilde{\lambda}_{i} \Psi=l_{i} \Psi \tag{6.4}
\end{equation*}
$$

where $\bar{\Psi}$ and $\Psi$ are defined in (2.7).

The work of Shapovalov (1979), and Kalnins and Miller (1981) provides the machinery to determine the Killing tensors. They are

$$
\begin{equation*}
\lambda_{i}=\sum_{a=1}^{n-2} \frac{\Phi^{a i}}{\Phi} p_{a}^{2}+2 \frac{\Phi^{(n-1) i}}{\Phi} p_{n-1} p_{n}+\sum_{a=1}^{n-2} \frac{\Phi^{a i}}{\Phi} A_{a}^{n n} p_{n}^{2}, \quad i=1,2, \cdots, n-1 \tag{6.5}
\end{equation*}
$$

where $\left(\Phi_{i j}\right)$ is the Stäckel matrix defined in (4.6). We first find this matrix in terms of the Stäckel matrices for the embedded separable Euclidean systems $d \bar{s}_{q}^{2}$. These are the $n\left(B_{q}\right) \times n\left(B_{q}\right)$ dimensional matrices, $\left(\Phi_{q}\right)_{i j}$, such that

$$
\begin{equation*}
\bar{g}^{b b}=\frac{\Phi_{q}^{b 1}}{\Phi_{q}}, \quad \Phi_{q}=\operatorname{det}\left(\left(\Phi_{q}\right)_{i j}\right) \tag{6.6}
\end{equation*}
$$

The matrix ( $\Phi_{i j}$ ) can be taken as

$$
\left(\begin{array}{cccccccc}
0 & \Gamma_{0}^{---} & \cdots & 0 & \cdot & \cdot & 0  \tag{6.7}\\
\cdot & \Phi_{1} & & & & & \\
& \cdot & 0 & & \Gamma_{0} & \cdots & & \\
\cdot & \cdot & & & & \\
\cdot & \cdot & \cdot & & \Phi_{q} & \\
\cdot & \cdot & \cdot & & \vdots & & \ddots & \\
0 & & \cdot & & & & \\
1 & \frac{-1}{\sigma_{1}} & 0 & \cdots & \frac{-1}{\sigma_{q}} & 0 & \cdots &
\end{array}\right)
$$

since this matrix satisfies

$$
\begin{equation*}
g^{b b}=\frac{\Phi^{b 1}}{\Phi}=\frac{1}{\sigma_{q}} \frac{\Phi_{q}^{b 1}}{\Phi_{q}}, \quad \text { for } b \in B_{q} \tag{6.8}
\end{equation*}
$$

By substituting for $\left(\Phi_{i j}\right)$ from (6.7) into (6.5), the Killing tensors are

$$
\begin{align*}
& \lambda_{v}=\sum_{b \in B_{q}} \frac{\Phi_{q}^{b v}}{\Phi_{q}} p_{b}^{2}+U_{v} p_{n}^{2},  \tag{6.9}\\
& v=1,2, \cdots, m, \\
& \lambda_{m+1}=E,
\end{align*}
$$

where

$$
\begin{equation*}
U_{v}=\sum_{b \in B_{q}} \frac{\Phi_{q}^{b v}}{\Phi_{q}} A_{b}^{n n} . \tag{6.10}
\end{equation*}
$$

In (6.9) the terms $\sum_{b \in B_{q}}\left(\Phi_{q}^{b v} / \Phi_{q}\right) p_{b}^{2}$ can be recognised as having the same form as that for the constants of the motion for the separable system $d \bar{s}_{q}^{2}$. This fact will guide us in what follows.

The constant of the motion $\lambda_{v}$ may also be written

$$
\begin{equation*}
\lambda_{v}=\mathbf{p}^{t} \Lambda_{v} \mathbf{p} \tag{6.11}
\end{equation*}
$$

where

$$
\mathbf{p}=\left(\begin{array}{c}
p_{1} \\
\vdots \\
p_{n}
\end{array}\right),
$$

and

Here $\Lambda_{v}^{E}$ is a diagonal matrix whose elements as determined by (6.9) are $\left(\Lambda_{v}^{E}\right)_{b c}=$ $\delta^{b c} \Phi_{q}^{b v} / \Phi_{q}$. It is what will be called the matrix form of the Euclidean constants of the motion arising on $d \bar{s}_{q}^{2}$. We express $\lambda_{v}$ in terms of the $y^{i}$ coordinates by using the transformation matrix $J$ :

$$
\begin{equation*}
J_{a b}=\frac{\partial y^{b}}{\partial x^{a}} \tag{6.13}
\end{equation*}
$$

In the $y^{i}$ coordinates

$$
\begin{equation*}
\lambda_{v}=\mathbf{P}^{t} J^{t} \Lambda_{v} J \mathbf{P} \tag{6.14}
\end{equation*}
$$

where

$$
\mathbf{P}=\left(\begin{array}{c}
P_{1}  \tag{6.15}\\
\vdots \\
P_{n}
\end{array}\right), \quad P_{i}=\partial_{y^{i}} W .
$$

and $t$ denotes matrix transposition. Using (6.13) $J$ is given by
where from (4.30)

$$
\begin{equation*}
\left(\mathbf{c}_{q}\right)_{a}=-\frac{1}{2} \partial_{x^{a}} \sum_{b \in B_{q}} G_{b q} \quad \text { and } \quad\left(J_{q}\right)_{a b}=\partial z^{b} / \partial x^{a} \tag{6.17}
\end{equation*}
$$

As our final result is independent of the quantities $B_{q}, X$ and $Y$ we need not calculate
them. Finally

$$
\begin{equation*}
\lambda_{v}=\sigma_{q} \mathbf{P}_{q}^{t} \tilde{\Lambda}_{v}^{E} \mathbf{P}_{q}-\mathbf{P}_{q}^{t} \varepsilon\left[\sigma_{q}^{\prime} \sigma_{q}^{1 / 2} \tilde{\Lambda}_{v}^{E} \mathbf{z}_{q}+\sigma_{q}^{1 / 2}\left(\int \sigma_{q}^{-3 / 2}\right) \tilde{\Lambda}_{v}^{E} \boldsymbol{\gamma}_{q}\right]+F_{v} \varepsilon^{2} \tag{6.18}
\end{equation*}
$$

In this equation

$$
\begin{equation*}
F_{v}=4 \mathbf{c}_{q}^{t} \tilde{\Lambda}_{v}^{E} \mathbf{c}_{q}+U_{v}, \quad \tilde{\Lambda}_{v}^{E}=J^{t} \Lambda_{u}^{E} J \tag{6.19a}
\end{equation*}
$$

and $\boldsymbol{\gamma}_{v}, \mathbf{P}_{q}$ and $\mathbf{z}_{q}$ are $n\left(B_{q}\right) \times 1$ vectors:

$$
\begin{equation*}
\left(\gamma_{q}\right)_{b}=\gamma_{b}, \quad\left(\mathbf{P}_{q}\right)_{b}=P_{b}, \quad\left(\mathbf{z}_{q}\right)_{b}=z^{b}, \quad b \in B_{q} \tag{6.19b}
\end{equation*}
$$

From (6.19a) $\tilde{\Lambda}_{v}^{E}$ is just $\Lambda_{v}^{E}$ in the $z^{b}$ coordinates. Equation (6.18) implies that the constants of the motion for $v \in B_{q}$ do not depend on the structure of (*) on any of the other blocks. This is natural since (*) is equivalent to the set of lower dimensional equations given in (5.19). The problem of finding the operators for a general system has now reduced to the determination of the constants of the motion on one of the blocks


Kalnins and Miller (1982a) give specific formulae for the Euclidean constants of the motion $\tilde{\lambda}_{ふ}^{E}$. On each irreducible block they find that

$$
\begin{equation*}
P_{b}^{2}, M_{a b}^{2} \text { and }\left\{M_{q b}, P_{b}\right\}, \quad a, b \in B_{q} \tag{6.21}
\end{equation*}
$$

are a basis so that

$$
\begin{align*}
& \tilde{\lambda}_{v}^{E}=\sum_{b} A^{b} P_{b}^{2}+\sum_{b} B^{b}\left\{M_{q b}, P_{b}\right\}+\sum_{a<b} C^{a b} M_{a b}^{2},  \tag{6.22}\\
& A^{b}, B^{b}, C^{a b} \in \mathbb{R} .
\end{align*}
$$

The reader is referred to Kalnins and Miller (1982a) for the determination of the constants in (6.22). Since (6.18) provides us with a relation of form

$$
\begin{equation*}
\lambda_{v}=\lambda_{v}\left(\tilde{\Lambda}_{v}^{E}, \sigma_{q}\right) \tag{6.23}
\end{equation*}
$$

all that has to be done for each of the $\sigma$ 's for $\mathrm{I} \rightarrow \mathrm{IV} \pm$, is to determine the images of the Euclidean constants of the motion in (6.21). In each case we will find an expression $\lambda^{\prime}$ in the enveloping algebra such that $\lambda$ is determined to within a term in $\varepsilon^{2}$ i.e.

$$
\begin{equation*}
\lambda=\lambda^{\prime}+F^{\prime} \varepsilon^{2} \tag{6.24}
\end{equation*}
$$

(In this discussion prime is not the derivative). Since $\lambda$ is a constant of the motion and $\lambda^{\prime}$ is in the enveloping algebra

$$
\begin{equation*}
\{E, \lambda\}_{P}=0=\left\{E, \lambda^{\prime}+F^{\prime} \varepsilon^{2}\right\}_{P}=\left\{E, F^{\prime} \varepsilon\right\} \tag{6.25}
\end{equation*}
$$

Solving this relation with $E=P_{1}^{2}+\cdots+P_{n-1}^{2}-P_{n}^{2}$ we find that $F^{\prime}$ is a constant, but since $\varepsilon$ is already on the orbit

$$
\begin{equation*}
\lambda=\lambda^{\prime} \tag{6.26}
\end{equation*}
$$

in (6.24).

The images of the Euclidean operators are displayed in Table 6.1; however one example will be done in detail to show how they are derived. Consider the term $\left\{M_{q b}, P_{b}\right\}$ which appears in constants of the motion in parabolic-type coordinates. The matrix form $\tilde{\Lambda}^{E}$ for this term is

$$
\begin{equation*}
\left(\right) \tag{6.27}
\end{equation*}
$$

as it is easily checked that $\mathbf{P}^{t} \tilde{\Lambda}^{E} \mathbf{P}=\left\{M_{q b}, P_{b}\right\}$. From (4.30) and (4.50)

$$
\begin{aligned}
& y^{q}=z^{q}+\gamma_{q}\left(x^{n-1}\right)^{2} / 4, \\
& y^{b}=z^{b}, \quad b \neq q .
\end{aligned}
$$

The calculation for the constant of the motion corresponding to $\left\{M_{q b}, P_{b}\right\}$ goes as follows:

$$
\begin{align*}
\lambda\left(\left\{M_{q b}, P_{b}\right\}, \sigma=1\right) & =\left\{z^{q} P_{y^{b}}-z^{b} P_{y^{q}}, P_{b}\right\}-\mathbf{P}_{q}^{t} x^{n-1} \tilde{\Lambda}^{E} \gamma_{q} \varepsilon+F \varepsilon^{2} \\
& =\left\{M_{q b}, P_{b}\right\}-\frac{1}{4} \gamma_{q}\left(x^{n-1}\right)^{2} P_{b}^{2}+\frac{1}{2} \gamma_{q} x^{n-1} P_{b} \varepsilon+F^{\prime} \varepsilon^{2}  \tag{6.28}\\
& =\left\{M_{q b}, P_{b}\right\}-\gamma_{q} B_{b}^{2} / 4
\end{align*}
$$

since $F^{\prime}=0$ from the discussion above. The corresponding operator for (2.1) and (*) is obtained via (6.3) but it may be unambiguously written as (6.28) by removing the tildes. Occasionally $P_{b}$ has been used to represent both the Euclidean constant of the motion $\partial W / \partial z^{b}$ and $\partial W / \partial y^{b}$, a constant of the motion for the Hamilton-Jacobi equation (4.1). Sometimes, as in (6.28), we have written $P_{y^{b}}$ to emphasise the difference.

Table 6.1
Images of Euclidean operators.

| $\tilde{\Lambda}^{E}$ | $L_{q}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | I | II | III | IV $\pm$ |
| $P_{b}^{2}$ | $P_{b}^{2}+\gamma_{b} \varepsilon B_{b}$ | $\begin{aligned} & \left(v_{q} P_{b}-B_{b}\right)^{2} \\ & +\gamma_{b} \varepsilon P_{b} \end{aligned}$ | $\begin{aligned} & v_{q} P_{b}^{2} \\ & -\left\{P_{b}, B_{b}\right\} \end{aligned}$ | $\begin{aligned} & \left(v_{q} P_{b}-B_{b}\right)^{2} \\ & +w^{2} P_{b}^{2} \end{aligned}$ |
| $M_{a b}^{2}$ | $M_{a b}^{2}$ | $M_{a b}^{2}$ | $M_{a b}^{2}$ | $M_{a b}^{2}$ |
| $\left\{M_{q l}, P_{b}\right\}$ | $\begin{aligned} & \left\{M_{q,}, P_{b}\right\} \\ & -\gamma_{q} B_{b}^{2} / 4 \end{aligned}$ | $\begin{aligned} & \left\{M_{q b}, v_{q} P_{b}-B_{b}\right\} \\ & -\gamma_{a} P_{b}^{2} / 4 \end{aligned}$ | does not occur | does not occur |

The results in Table 6.1 can be used to obtain the operators for any $m$ but we will go through these results in detail for $m=1$ and $m=2$.

When $m=1$ the Euclidean operator is $P_{1}^{2}$, and its images can be read from the row containing $P_{b}^{2}$ in Table 6.1 obtaining the results listed in Table 1 of the Appendix.

When $m=2$ the operators resulting from the unmixed systems are listed in Table 3 of the Appendix. The operators for the mixing systems are simply those of the component one-dimensional systems. For example the two Euclidean operators for (5.14) are $P_{1}^{2}$ and $P_{2}^{2}$ and by using Table 6.1 their images are

$$
\begin{equation*}
\left(v_{1} P_{1}-B_{1}\right)^{2}+\gamma_{1} \varepsilon P_{1}, \text { and }-\left\{P_{1}, B_{1}\right\} . \tag{6.29}
\end{equation*}
$$

Alternatively the same result is easily obtained from Table 1 of the Appendix.
In the three-dimensional case the operators have not been listed in the Appendix, but the following example will show how they are obtained. Consider system 4 of Table 6 in the Appendix.


The operators for ellipsoidal coordinates are easily derived from the work of Kalnins and Miller (1982a) but we also record them in Table 5. They are

$$
\begin{align*}
& P_{1}^{2}+P_{2}^{2}+P_{3}^{2} \\
& \mathbf{J} \cdot \mathbf{J}+c^{2}\left[(1+a) P_{1}^{2}+a P_{2}^{2}+P_{3}^{2}\right]  \tag{6.31}\\
& J_{2}^{2}+a J_{3}^{2}+c^{2} a P_{1}^{2}
\end{align*}
$$

Employing Table 6.1,

$$
\begin{equation*}
J_{b}^{2} \rightarrow J_{b}^{2}, \quad P_{b}^{2} \rightarrow B_{b}^{2}-P_{b}^{2}, \quad b=1,2,3 \tag{6.32}
\end{equation*}
$$

so that the operators for (6.30) are

$$
\begin{align*}
& \sum_{b}\left(B_{b}^{2}-P_{b}^{2}\right), \mathbf{J} \cdot \mathbf{J}+c^{2}\left[(1+a)\left(B_{1}^{2}-P_{1}^{2}\right)+a\left(B_{2}^{2}-P_{2}^{2}\right)+B_{3}^{2}-P_{3}^{2}\right],  \tag{6.33}\\
& J_{2}^{2}+a J_{3}^{2}+c^{2} a\left(B_{1}^{2}-P_{1}^{2}\right)
\end{align*}
$$

The operators for the $m=3$ mixing types are also computed in the same fashion. For instance the operators for the mixing type (5.21) can be derived from the tables for the one- and two-dimensional cases. They are

$$
\begin{equation*}
B_{1}^{2}+B_{2}^{2}, \quad M_{12}^{2}+c^{2} B_{1}^{2} \quad \text { and } \quad v_{3} P_{3}^{2}-\left\{P_{3}, B_{3}\right\} . \tag{6.34}
\end{equation*}
$$

All $R$-separable systems for the $m=3$ for (*) have been characterised as commuting sets of second order partial differential operators which are members of the enveloping algebra. An immediate application for this characterisation is now given.

All separable systems on $\mathbb{R}^{m}$ possess the Casimir operator $\sum_{u=1}^{m} P_{u}^{2}$. If $E=0$ and our systems have form

then the operators corresponding to this invariant for each of the $\sigma$ types are:

$$
\begin{array}{ll}
\text { I } & \sum_{1}^{m} P_{b}^{2}+\gamma_{1} \varepsilon B_{1}, \\
\text { II } & \sum_{1}^{m} B_{b}^{2}+\gamma_{1} \varepsilon P_{1}, \\
\text { III } & \sum_{1}^{m}\left\{P_{b}, B_{b}\right\},  \tag{6.36}\\
\text { IV } \pm & \sum_{1}^{m} B_{b}^{2} \pm \sum_{1}^{m} P_{b}^{2} .
\end{array}
$$

By examining the forms of the operators in $(2.25) \rightarrow(2.26)$ the following substitutions hold on the solution space of $(*)$ when $E=0$.

$$
\begin{equation*}
\sum_{1}^{m} P_{b}^{2} \rightarrow-2 \varepsilon K_{-2}, \quad \sum_{1}^{m}\left\{P_{b}, B_{b}\right\} \rightarrow \varepsilon D \quad \text { and } \quad \sum_{1}^{m} B_{b}^{2} \rightarrow 2 \varepsilon K_{2} \tag{6.37}
\end{equation*}
$$

With these substitutions, the new expressions for the operators in (6.36) are summarised in Table 6.2.

Table 6.2

| $L_{1}$ | Operator |
| :--- | :--- |
| I | $\varepsilon\left[\gamma_{1} B_{1}-2 K_{-2}\right]$ |
| II | $\varepsilon\left[2 K_{2}+\gamma_{1} P_{1}\right]$ |
| III | $\varepsilon D$ |
| IV $\pm$ | $\varepsilon\left[K_{2} \mp K_{-2}\right]$ |

Each of the operators in Table 6.2 is first order and can be diagonalised to reduce (*) by a dimension. This feature is discussed by Miller (1977) for the one and two-dimensional heat equations. His claim, however, that this is a feature of all systems of those dimensions does not hold. For example the operators (6.29) of the splitting type (5.14) can never be made first order.

The knowledge of the operators will now be exploited to find the extra equivalences for $E=0$ that were mentioned in $\S 5$. For a system like (6.35) it is possible, as was explained in $\S 5$, to normalise $\gamma_{1}$ to 0 or 1 . Thus there are the possibilities for $L_{1}$ :

| 1 | a. | I | $\left(\gamma_{1}=0\right)$ |
| :--- | :--- | :--- | :--- |
|  | b. | I | $\left(\gamma_{1}=1\right)$ |
| 2 | a. | II | $\left(v_{1}=0, \gamma_{1}=0\right)$ |
|  | b. | II | $\left(v_{1}=0, \gamma_{1}=1\right)$ |
| 3 |  | III | $\left(v_{1}=0\right)$ |
| 4 | a. | IV - | $\left(v_{1}=0, w_{1}^{2}=-1\right)$ |
|  | b. | IV $+\quad\left(v_{1}=0, w_{1}^{2}=1\right)$. |  |

The extra equivalences occur under the action of the operator $A_{3}=K_{-2}-K_{2}$. The
adjoint action of this operator is given in Table 6.3.

Table 6.3
Adjoint action of $A_{3}$.

| $\lambda$ |  |
| :--- | :--- |
| $P_{a}$ | $e^{s \mathrm{Ad} A_{3}} \lambda$ |
| $M_{a b}$ | $\cos (s) P_{a}+\sin (s) B_{a}$ |
| $B_{a}$ | $\cos (s) B_{a}-\sin (s) P_{a}$ |
| $A_{1}$ | $A_{1} \cos (2 s)-A_{2} \sin (2 s)$ |
| $A_{2}$ | $A_{2} \cos (2 s)-A_{1} \sin (2 s)$ |

The adjoint action of $A_{3}$ on any element $\left\{L_{1}, L_{2}\right\}$ of the enveloping algebra is easily shown to be

$$
\begin{equation*}
e^{s \operatorname{Ad} A_{3}}\left(\left\{L_{1}, L_{2}\right\}\right)=\left\{e^{s \operatorname{Ad} A_{3}}\left(L_{1}\right), e^{s \operatorname{Ad} A_{3}}\left(L_{2}\right)\right\} \tag{6.39}
\end{equation*}
$$

by using (2.29). Consider the action of $A_{3}$ when $s=-\pi / 4$ and for convenience let $J=e^{-\pi A_{3} / 4}$. Then from (2.29)

$$
\begin{equation*}
e^{-\pi \operatorname{Ad} A_{3} / 4}(L)=J L J^{-1} \tag{6.40}
\end{equation*}
$$

The Euclidean operators for (*) are

$$
\begin{equation*}
\tilde{\lambda}_{v}^{E}=\sum_{b} A_{v}^{b} P_{b}^{2}+\sum_{b} B_{v}^{b}\left\{M_{q b}, P_{b}\right\}+\sum_{a<b} C_{v}^{a b} M_{a b}^{2} \tag{6.41}
\end{equation*}
$$

where $v=1, \cdots, m+1$. For case 3 in (6.38), $B_{v}^{b}=0$ always, since such terms can only appear for parabolic type coordinates. The corresponding operators as obtained from Table 6.1 are

$$
\begin{equation*}
\lambda_{v}=-\sum_{b} A_{v}^{b}\left\{P_{b}, B_{b}\right\}+\sum_{a<b} C_{v}^{a b} M_{a b}^{2} . \tag{6.42}
\end{equation*}
$$

If the action of $J$ is applied to these operators using Table 6.3 we obtain

$$
\begin{align*}
\lambda_{v}^{\prime} & =-\sum_{b} A_{v}^{b}\left(\frac{P_{b}}{\sqrt{2}}-\frac{B_{b}}{\sqrt{2}}, \frac{B_{b}}{\sqrt{2}}+\frac{P_{b}}{\sqrt{2}}\right\}+\sum_{a<b} C_{v}^{a b} M_{a b}^{2}  \tag{6.43}\\
& =\sum_{b} A_{v}^{b}\left(B_{b}^{2}-P_{b}^{2}\right) / 2+\sum_{a<b} C_{v}^{a b} M_{a b}^{2}
\end{align*}
$$

since $P_{b} \rightarrow P_{b} / \sqrt{2}-B_{b} / \sqrt{2}, B_{b} \rightarrow B_{b} / \sqrt{2}+P_{b} / \sqrt{2}$ and $M_{a b} \rightarrow M_{a b}$ under the action of $J$. The expression obtained in (6.43) is precisely the one that would have been obtained from the same Euclidean operators for system 4a in (6.38). In similar fashion it can be shown that the systems $1 a$ and $1 b$ are equivalent to the systems $2 a$ and $2 b$ respectively under the action of

$$
\begin{equation*}
J^{2}=e^{-\pi A_{3} / 2} \tag{6.44}
\end{equation*}
$$

We have demonstrated that the systems in (6.38) collapse to the systems $1 \mathrm{a}, 1 \mathrm{~b}, 3$ and 4 b . The action of $J$ on solutions of $(*)$ is

$$
\begin{align*}
& J \Phi(\mathbf{y}, t)=\left[\frac{\sqrt{2}}{(1+t)}\right]^{m / 2} \exp \left[\frac{\varepsilon \mathbf{y} \cdot \mathbf{y}}{2(1+t)}\right] \Phi\left(\frac{\sqrt{2} \mathbf{y}}{t+1}, \frac{t-1}{t+1}\right) \\
& J^{2} \Phi(\mathbf{y}, t)=t^{-m / 2} \exp \left[\frac{\varepsilon \mathbf{y} \cdot \mathbf{y}}{2 t}\right] \Phi\left(\frac{\mathbf{y}}{t}, \frac{-1}{t}\right)  \tag{6.45}\\
& J^{4} \Phi(\mathbf{y}, t)=-\Phi(-\mathbf{y}, t) \\
& J^{8} \Phi(\mathbf{y}, t)=\Phi(\mathbf{y}, t)
\end{align*}
$$

The expression for $J^{2}$ is particularly notable: it is the Appell transform, and its importance for the theory of the Heat equation is discussed in Widder (1975). The above work is a generalisation of that of Miller (1977) for the one and two-dimensional heat equations.

In conclusion, it is possible to exploit the conformal symmetries for unsplit systems when $E=0$ to show that some systems that look different are actually equivalent under the action of the Schrödinger group.
7. $\boldsymbol{R}$-separable solutions. We now investigate the $R$-separable solutions of (*). To accomplish this, it is necessary to determine both the $R$-separation factors and the separation equations. The separation equations for (*) are the ordinary differential equations determining the $\Psi_{j}$ functions in (2.5). From (2.7) these are the same as the corresponding functions for the Helmholtz equation (2.1). Therefore this equation is used to find the separation equations for (*). The form of (2.1) in the separable coordinates $x^{i}$ can be found by using this equations local coordinate description given in (2.14). It is

$$
\begin{align*}
\sum_{q \in Q} \frac{1}{\sigma_{q}} \sum_{b \in B_{q}} & {\left[\bar{g}_{q}^{-1 / 2} \partial_{b}\left(\bar{g}^{b b_{g}} \bar{g}_{q}^{1 / 2} \partial_{b} \Psi\right)+\bar{g}^{b b} A_{b}^{n n} \partial_{n n} \Psi\right] }  \tag{7.1}\\
& +2 \partial_{(n-1) n} \Psi+\frac{1}{2} \sum_{q \in Q} n\left(B_{q}\right)\left(\log \sigma_{q}\right)^{\prime} \partial_{n} \Psi=E \Psi
\end{align*}
$$

where

$$
\begin{equation*}
\bar{g}_{q}=\operatorname{det}\left(\bar{g}_{b c}\right), \quad b, c \in B_{q}, \tag{7.2}
\end{equation*}
$$

and $A_{b}^{n n}$ is defined in (4.14). When $\Psi=\prod_{i=1}^{n} \Psi_{i}\left(x^{i}\right)$ is substituted into (7.1) and the resulting equation is divided by $\Psi$ we obtain the separation equations:

$$
\begin{equation*}
\Psi_{n}^{\prime}=\varepsilon \Psi_{n} \tag{7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \varepsilon \Psi_{n-1}^{\prime}+\sum_{q \in Q} \frac{s_{q}}{\sigma_{q}} \Psi_{n-1}+\frac{\varepsilon}{2} \sum_{q \in Q} n\left(B_{q}\right)\left(\log \sigma_{q}\right)^{\prime} \Psi_{n-1}=E \Psi_{n-1} \tag{7.4}
\end{equation*}
$$

Here $s_{q}$ is the eigenvalue of the operator $S_{q}$ whose action on $\Psi$ is

$$
\begin{equation*}
S_{q} \Psi=\sum_{b \in B_{q}}\left[\bar{g}_{q}^{-1 / 2} \partial_{b}\left(\bar{g}^{b b} \bar{g}_{q}^{1 / 2} \partial_{b} \Psi\right)+(\varepsilon)^{2} \bar{g}^{b b} A_{b}^{n n} \Psi\right]=s_{q} \Psi \tag{7.5}
\end{equation*}
$$

The remaining separation equations are derived from (7.5) by noticing it is the Helmholtz equation on $d \bar{s}_{q}^{2}$ with an extra term

$$
\begin{equation*}
\sum_{b \in B_{q}}(\varepsilon)^{2} \bar{g}^{b b} A_{b}^{n n} \Psi \tag{7.6}
\end{equation*}
$$

By a simple modification of Kalnins and Miller's results for $\mathbb{R}^{n\left(B_{q}\right)}$ we obtain these equations.

The one-dimensional elliptic case is an exception to the general construction of the separation equations that we are about to give. The separation equation for this case is

$$
\begin{equation*}
\frac{d^{2} \Psi_{1}}{\left(d x^{1}\right)^{2}}+\left\{\varepsilon^{2}\left[\zeta_{1}\left(x^{1}\right)^{2} / 4+\gamma_{1} x^{1}\right]-s_{1}\right\} \Psi_{1}=0 \tag{7.7}
\end{equation*}
$$

Returning to our general treatment, we can confine ourselves to a block $E_{r}$ of form (4.32A) or (4.32B). For simplicity on each of these irreducible blocks the coordinates $x^{r}, x^{r+1}, \cdots, x^{r+n_{r}-1}$ are relabelled as $x^{1}, x^{2}, \cdots, x^{n_{r}}$ just as in our discussion of the coordinate transformations at the end of $\S 4$. The additional term contributed to the separation equations by (7.6) for the elliptic-type $A$ coordinates $x^{a}$ is

$$
\begin{equation*}
Z_{a}=-\frac{(\varepsilon)^{2} c_{r}^{4} \zeta_{q}}{16}\left(x^{a}\right)^{N_{r}-1}\left(x^{a}-\sum_{b=1}^{N_{r}} e_{b}\right), \quad a=1,2, \cdots, N_{r} \tag{7.8~A}
\end{equation*}
$$

For the parabolic-type $B$ coordinates $x^{a}$ this term is

$$
\begin{equation*}
Z_{a}=\frac{(\varepsilon)^{2} c_{r}^{3} \gamma_{1}}{8}\left(x^{a}\right)^{N_{r}-1}\left(x^{a}+\sum_{b=1}^{N_{r}-1} e_{b}\right), \quad a=1,2, \cdots, N_{r} \tag{7.8B}
\end{equation*}
$$

The separation equations in both of these cases are

$$
\begin{align*}
\left(P_{a} / Q_{a}\right)^{1 / 2} \frac{d}{d x^{a}} & {\left[\left(P_{a} Q_{a}\right)^{1 / 2} \frac{d}{d x^{a}} \Psi_{a}\right] }  \tag{7.9}\\
& +\left\{\sum_{b=1}^{N_{r}} \frac{\Pi_{c \neq b}\left(e_{b}-e_{c}\right)}{\left(x^{a}-e_{b}\right)} t_{b}+\sum_{b=1}^{N_{r}} l_{b}\left(x^{a}\right)^{N_{r}-b}+Z_{a}\right\} \Psi_{a}=0
\end{align*}
$$

In this last equation

$$
\begin{gather*}
P_{a}=\prod_{b=1}^{N_{r}}\left(x^{a}-e_{b}\right), \quad Q_{a}=\prod_{b=1}^{N_{r}}\left(x^{a}-e_{b}\right)^{p_{b}} \\
t_{b}= \begin{cases}0, & p_{b}=0 \\
j_{b}\left(j_{b}+p_{b}-1\right), & p_{b} \neq 0\end{cases} \tag{7.10}
\end{gather*}
$$

where $p_{b}$ is the dimension of the sphere $S_{p_{b}}$ attached to $e_{b}$ (see (4.32A) and (4.32B)). If there is no sphere attached, then $p_{b}=0$. From (7.5) there is no loss in assuming $l_{1}=-s_{1}$. The constant $t_{b}$ is the eigenvalue of the Helmholtz equation on the sphere $S_{p_{b}}$.

The form of $t_{b}$ given in (7.10) appears in Kalnins and Miller (1982a) and is derived from the spectral theory of the Sphere.

We now consider the separation equations for the remaining variables i.e. those on the attached spheres $S_{p}$. As was mentioned in $\S 4$ the separable systems for such spaces have been classified by Kalnins and Miller (1982a). If we trace down one of the tree graphs they use to represent these systems, it will have form (see (4.38))


The separation equations for the variables $x^{1}, \cdots, x^{u}$ on $S_{w}$ are

$$
\begin{align*}
& \left(\frac{P_{a}}{Q_{a}}\right)^{1 / 2} \frac{d}{d x^{a}}\left[\left(P_{a} Q_{a}\right)^{1 / 2} \frac{d}{d x^{a}} \Psi_{a}\right]  \tag{7.12}\\
& \quad+\left\{\sum_{b=1}^{u+1} \frac{\Pi_{c \neq b}\left(e_{b}-e_{c}\right)}{\left(x^{a}-e_{b}\right)} t_{b}+\sum_{b=1}^{u} l_{b}\left(x^{a}\right)^{u-b}\right\} \Psi_{a}=0, \quad a=1,2, \cdots, u
\end{align*}
$$

with the same definitions for $P_{a}, Q_{a}$ and $t_{b}$ except that the number of elliptic or parabolic coordinates $N_{r}$ is replaced by $u$. We can of course take $-l_{1}$ as the value of the Helmholtz equation on the sphere $S_{w}$ and via the spectral theory to be $-\mu(\mu+w-1)$ (see Talman (1968)). These separation equations are unaffected by the terms $V_{q}$ and $\sigma_{q}$, and are just the same as they would be on Euclidean space.

The separation equation for $x^{n-1}$, (7.4), can be directly integrated:

$$
\begin{equation*}
\Psi_{n-1}=\left\{\prod_{q \in Q} \sigma_{q}^{-n\left(B_{q}\right) / 4}\right\} \exp \left(\frac{1}{2 \varepsilon}\left[E x^{n-1}-\sum_{q \in Q} s_{q} \int \frac{d x^{n-1}}{\sigma_{q}}\right]\right) . \tag{7.13}
\end{equation*}
$$

As an example consider system 9 in Table 6 of the Appendix:


The separation equations for this system are

$$
\begin{align*}
\left(x^{a}\right)^{1 / 2} \frac{d}{d x^{a}} & {\left[x^{a}\left(x^{a}-1\right) \frac{d}{d x^{a}} \Psi_{a}\right] }  \tag{7.15}\\
+ & \left\{\frac{j_{2}^{2}}{\left(x^{a}-1\right)}+-s_{1} x^{a}+l_{2}+\frac{(\varepsilon)^{2} c_{r}^{4}}{16} x^{a}\left(x^{a}-1\right)\right\} \Psi_{a}=0, \quad a=1,2
\end{align*}
$$

and

$$
\begin{equation*}
\left[x^{3}\left(x^{3}-1\right)\right]^{1 / 2} \frac{d}{d x^{3}}\left(\left[x^{3}\left(x^{3}-1\right)\right]^{1 / 2} \frac{d}{d x^{3}} \Psi_{3}\right)-j_{2}^{2} \Psi_{3}=0 \tag{7.16}
\end{equation*}
$$

Here $s_{1}, l_{2}$ and $j_{2}^{2}$ are the separation constants. These coordinates are in standard form but they could easily be transformed to the more familiar expressions in terms of cos, sinh etc. that appear in the Appendix. Indeed letting $x^{3}=\sin ^{2} \boldsymbol{\vartheta}$, (7.16) becomes

$$
\frac{1}{4} \frac{d^{2} \Psi_{\vartheta}}{d \vartheta^{2}}+j_{2}^{2} \Psi_{\vartheta}=0
$$

We also have from (7.13)

$$
\begin{equation*}
\Psi_{4}=\left|x^{4}\right|^{-3 / 4-s_{1} / 2 \varepsilon} e^{E x^{4} / 2 \varepsilon} \tag{7.17}
\end{equation*}
$$

In order to fully determine the $R$-separable solutions, we now find the $R$-separation factor $R$. From (2.9) and (4.30)

$$
\begin{equation*}
R=-\varepsilon f=\varepsilon \sum_{q \in Q} \sum_{b \in B_{q}} G_{b q} . \tag{7.18}
\end{equation*}
$$

If we define

$$
\begin{equation*}
R_{r}=\varepsilon \sum_{b \in E_{r}} G_{b q}, \tag{7.19}
\end{equation*}
$$

then

$$
\begin{equation*}
R=\sum_{q \in Q} \sum_{r \in \mathscr{R}} R_{r} \tag{7.20}
\end{equation*}
$$

as a result the essential structure of the $R$-separation factor is solely dependent on the structure of each of the irreducible blocks $E_{r}$. Employing (4.50), it can be assume that $\gamma_{r+1}=\gamma_{r+2}=\cdots=0$, with $\gamma_{r}$ being nonzero and zero in the parabolic and elliptic cases respectively. By using (7.18) we obtain

$$
\begin{equation*}
R_{r}=\varepsilon\left\{\frac{\sigma_{q}^{\prime}}{4} \sum_{b \in E_{r}}\left(z^{b}\right)^{2}+\frac{1}{2} \gamma_{r} z^{r} \sigma_{q}^{1 / 2} \int \sigma_{q}^{-3 / 2}\right\}+\frac{\varepsilon \gamma_{r}^{2} \delta_{r q}}{8} \int\left(\int \sigma_{q}^{-3 / 2}\right)^{2} \tag{7.21}
\end{equation*}
$$

The last term of $R_{r}$ is a function of $x^{n-1}$ alone and so only contributes to trivial $R$-separation and can be absorbed in $\Psi_{n-1}\left(x^{n-1}\right)$. An expression for $\sum\left(z^{b}\right)^{2}$ term in $R_{r}$ in the separable coordinates $x^{k}$ can be easily obtained from (4.41), (4.43A) and (4.43B). The expression for $z^{r}$ in the $x^{k}$ can be found from (4.50) since only parabolic coordinates can correspond to the linear potential term $\gamma_{r} z^{r}$. Thus it is always possible to give the $R$-factors in the $x^{k}$ coordinates. These general expressions are summarised in Reid (1984). In each case the $R$-factor is independent of the variables on the spheres $S_{p_{b}}$. The $R$-separation factors corresponding to the unmixed types $m=1,2,3$ are given in the Appendix. The $R$-separation factors for the two-dimensional mixing types may be obtained simply from those for the one dimension. Similar comments apply for $m=3$.

In one and two dimensions separation equations can be solved to give known special functions. Miller (1977) lists these results and investigates some of their properties (e.g. bases and overlaps for the Schrödinger equation). In higher dimensions, however, the separation equations lead to new special functions about which little is known. Development of the properties of these functions is a problem for future research.

Conclusion. All $R$-separable coordinate systems have been classified and characterised in terms of the symmetry group of equation (*). In a subsequent article we will investigate the applications of this group theoretical characterisation. Moving boundary value problems will be considered. It will be shown how the results for the potential free Schrödinger equation can be applied to equations in which the potential term need not vanish. Boyer (1974), (1976) has classified all time-independent potentials for the Schrödinger equation which admit symmetry groups. Exact forms were obtained for those potentials invariant under the Schrödinger algebra of maximal dimension. In particular he has shown how these cases: the potential free Schrödinger equation, the linear potential Schrödinger equation and the harmonic oscillator Schrödinger equations are all equivalent under the action of the Schrödinger group. Miller (1977) has shown how this equivalence is connected with the separability properties of the one and two dimensional Schrödinger equations: we will generalise his result. The programme initiated by Kalnins and Miller for the one and two-dimensional Schrödinger equations will also be pursued: deriving results about the functions arising as separated solutions of (*), using the group theoretical characterisations of these systems.

Appendix. The main purpose of this appendix is to summarise in tabular form results concerning $R$-separation for $m=1,2$ and 3 .

In all the tables $\sigma_{\mathrm{II}} \rightarrow \sigma_{\mathrm{IV}}^{ \pm}$are the functions of Table 4.1, that is

$$
\begin{aligned}
& \sigma_{\mathrm{II}}=\left(x^{m+1}+v\right)^{2}, \\
& \sigma_{\mathrm{III}}=\left|x^{m+1}+v\right|
\end{aligned}
$$

and

$$
\begin{equation*}
\sigma_{\mathrm{IV}}^{ \pm}=\left|\left(x^{m+1}+v\right)^{2} \pm w^{2}\right|, \quad x^{m+1}=t \tag{A1}
\end{equation*}
$$

As we have already mentioned

$$
\begin{equation*}
\tau=\operatorname{sign}\left(\left(x^{m+1}+v\right)^{2} \pm w^{2}\right) \tag{A2}
\end{equation*}
$$

In the tables for the unsplit systems we have ambiguously removed the subscripts from the parameters so that $v_{1} \rightarrow v, w_{1} \rightarrow w$ and $\gamma_{1} \rightarrow \gamma$.

The general forms for elliptic and parabolic coordinates in (4.35) can be transformed to give their more familiar appearance in low dimensions. For example we make the transformations

$$
\begin{equation*}
\sqrt{x^{1}} \rightarrow \cosh \left(x^{1}\right), \quad \sqrt{x^{2}} \rightarrow \cos \left(x^{2}\right) \tag{A3}
\end{equation*}
$$

to give elliptic coordinates their "usual" appearance in Table 2. It must be remembered, however, that in higher dimensions this is not always possible. For cases like the ellipsoidal coordinates of Table 5 the general forms of (4.35) must be used. In Table 5, $J_{1}=M_{32}, J_{2}=M_{13}, J_{3}=M_{21}$ and $\mathbf{J} \cdot \mathbf{J}=\sum_{i=1}^{3} J_{i}{ }^{2}$.

In the tables some of the parameters $e_{r}$ have been normalised. In general by making the transformations

$$
\begin{equation*}
x^{i} \rightarrow a x^{i}+b, \quad e_{i} \rightarrow a e_{i}+b \tag{A4}
\end{equation*}
$$

an elliptic block
(A5)

and become


Table 1
$R$-separable coordinates and operators for $\left(\partial_{y^{1}}^{2}+2 \varepsilon \partial_{t}\right) \Psi=E \Psi$.

| Graph |  | $\begin{aligned} & \text { Coordinates }\left\{y^{1}, t\right\} \\ & t=x^{2} \text { for all systems } \end{aligned}$ | Operator <br> $R$-separation factor $R$ |
| :---: | :---: | :---: | :---: |
| 1. |  | $y^{1}=x^{1}+\gamma\left(x^{2}\right)^{2} / 4$ | $\begin{aligned} & P_{1}^{2}+\gamma \varepsilon B_{1} \\ & R=\varepsilon \gamma x^{1} x^{2} / 2 \end{aligned}$ |
| 2. | $\begin{gathered} \mathrm{II}(v=0) \\ 0 \\ \hline \end{gathered}$ | $y^{1}=\sigma_{\mathrm{If}}^{1 / 2} x^{1}+\gamma / 4\left(x^{2}+v\right)$ | $\begin{aligned} & \left(v P_{1}-B_{1}\right)^{2}+\gamma \varepsilon P_{1} \\ & R=\frac{1}{2} \varepsilon\left[\left(x^{2}+v\right)\left(x^{1}\right)^{2}\right. \\ & \left.\quad-\gamma x^{1} / 4\left(x^{2}+v\right)\right] \end{aligned}$ |
| 3. | $\operatorname{III}(v=0)$ <br> (0) | $y^{1}=\sigma_{\text {III }}^{1 / 2} x^{1}$ | $\begin{aligned} & v P_{1}^{2}-\left\{P_{1}, B_{1}\right\} \\ & R=0 \end{aligned}$ |
| 4. | $\begin{gathered} \operatorname{IV} \pm\left(v=0, w^{2}=1\right) \\ (0) \end{gathered}$ | $y_{ \pm}^{1}=\sigma_{\mathrm{IV}}^{1 / 2}{ }^{2} x^{1}$ | $\begin{aligned} & \left(v P_{1}-B_{1}\right)^{2} \pm w^{2} P_{1}^{2} \\ & R=\tau_{ \pm} \varepsilon\left(x^{1}\right)^{2} x^{2} / 2 \end{aligned}$ |

Table 2
Separable coordinates and operators for $p_{1}^{2}+p_{2}^{2}=E$.

| Name \& graph | Coordinates | Operator |
| :---: | :---: | :---: |
| Elliptic $G_{e} \equiv 0$ | $\begin{aligned} & z_{e}^{1}=c \cosh \left(x^{1}\right) \cos \left(x^{2}\right) \\ & z_{e}^{2}=c \sinh \left(x^{1}\right) \sin \left(x^{2}\right) \end{aligned}$ | $M_{12}^{2}+c^{2} P_{1}^{2}$ |
| Parabolic $G_{p} \equiv(0)$ | $\begin{aligned} & z_{p}^{1}=\frac{1}{2}\left[\left(x^{1}\right)^{2}-\left(x^{2}\right)^{2}\right] \\ & z_{p}^{2}=x^{1} x^{2} \end{aligned}$ | $\left\{M_{12}, P_{2}\right\}$ |
| Polar | $\begin{aligned} & z_{r}^{1}=x^{1} \cos \left(x^{2}\right) \\ & z_{r}^{2}=x^{1} \sin \left(x^{2}\right) \end{aligned}$ | $M_{12}^{2}$ |
| Cartesian <br> (0) $\langle 0\rangle$ | $\begin{aligned} & z^{1}=x^{1} \\ & z^{2}=x^{2} \end{aligned}$ | $P_{1}^{2}$ |

Analogous remarks apply to parabolic blocks and to those representing separable systems on the spheres $S_{p_{b}}$. As a final remark, the split types for $m=3$ may be obtained from the results for $m=1$ and $m=2$ (i.e. from Tables 1 and 3). For a brief discussion see (5.19) $\rightarrow$ (5.22).
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Notes.
Table 3. The results of Table 2 have been used to simplify the presentation of this table. For example in system 8

and $y^{u}=\sigma_{\mathrm{II}}^{1 / 2} z_{r}^{u}$ is

$$
\begin{aligned}
& y^{1}=\left|x^{3}+v\right| x^{1} \cos \left(x^{2}\right), \\
& y^{2}=\left|x^{3}+v\right| x^{1} \sin \left(x^{2}\right) .
\end{aligned}
$$

(Recall that $t=x^{3}$ for these systems.)
Table 4. An entry $L_{1} L_{2}$ in this table corresponds to the split coordinate system

$$
\begin{aligned}
& y^{1}=\sigma_{L_{1}}^{1 / 2} x^{1}+\frac{1}{2} \gamma_{1} \iint \sigma^{-3 / 2} \\
& y^{2}=\sigma_{L_{2}}^{1 / 2} x^{2}+\frac{1}{2} \gamma_{2} \iint \sigma^{-3 / 2} \\
& t=x^{3}, \quad L_{i}: \mathrm{I} \rightarrow \mathrm{IV} \pm
\end{aligned}
$$

An entry $L_{1}$ in part c of Table 4 has coordinate transformations as above but with $L_{1}=L_{2}$.

Table 6. In analogy to the case $m=2$ we have used the results of Table 5 to simplify the presentation of Table 6. For instance in system 19

and $y^{u}=\sigma_{\mathrm{III}}^{1 / 2} z_{s p}^{u}$ is

$$
\begin{aligned}
& y^{1}=\left|x^{4}+v\right|^{1 / 2} x^{1} \cos \left(x^{2}\right), \\
& y^{2}=\left|x^{4}+v\right|^{1 / 2} x^{1} \sin \left(x^{2}\right) \cos \left(x^{3}\right), \\
& y^{3}=\left|x^{4}+v\right|^{1 / 2} x^{1} \sin \left(x^{2}\right) \sin \left(x^{3}\right) .
\end{aligned}
$$

Table 3
Unsplit $R$-separable coordinates and operators for $\left(\Delta_{2}+2 \varepsilon \partial_{t}\right) \Psi=E \Psi$.


Table 4
Split $R$-separable coordinates for $\left(\Delta_{2}+2 \varepsilon \partial_{t}\right) \Psi=E \Psi$.

| Class $b$ splitting types |  |  |  |
| :---: | :---: | :---: | :---: |
| 1. <br> 4. <br> 7. <br> 9. | $\begin{aligned} & \operatorname{III}\left(v_{2}=0\right) \\ & \operatorname{II}\left(v_{1}=0\right) \operatorname{II}\left(v_{2} \neq 0\right) \\ & \operatorname{III}\left(v_{1}=0\right) \operatorname{III}\left(v_{2} \neq 0\right) \\ & \operatorname{IV} \pm \operatorname{IV} \pm \end{aligned}$ | 2. I III $\left(v_{2}=0\right)$ <br> 5. $\operatorname{IIIII}\left(v_{2}=0\right)$ <br> 8. III IV $\pm\left(v_{2}=0, w_{2}^{2}=1\right)$ <br> 10. IV $\pm \mathrm{IV} \mp$ | 3. IIV $\pm\left(c_{2}=0 . w_{2}^{2}=1\right)$ <br> 6. II IV $\pm\left(v_{2}=0, w_{2}^{2}=1\right)$ |
| Class $c$ splitting types |  |  |  |
| 1. I | 2. $\mathrm{II}\left(l_{1}=0\right)$ | 3. $\operatorname{III}\left(v_{1}=0\right)$ | 4. $\mathrm{IV}_{ \pm}\left(v_{1}=0, \mathrm{w}_{1}^{2}=1\right)$ |

Table 5
Unsplit separable coordinates and operators for $\mathbf{p}_{1}^{2}+\mathbf{p}_{2}^{2}+\mathbf{p}_{3}^{2}=\mathbf{E}$.

| Name \& graph | Coordinates | Operators |
| :---: | :---: | :---: |
| Ellipsoidal $G_{e o}=0\|1\| a$ | $\begin{aligned} & z_{e o}^{1}=c\left[\frac{x^{1} x^{2} x^{3}}{a}\right]^{1 / 2} \\ & z_{e o}^{2}=c\left[\frac{\left(x^{1}-1\right)\left(x^{2}-1\right)\left(x^{3}-1\right)}{(1-a)}\right]^{1 / 2} \\ & z_{e o}^{3}=c\left[\frac{\left(x^{1}-a\right)\left(x^{2}-a\right)\left(x^{3}-a\right)}{a(a-1)}\right]^{1 / 2} \\ & 0<x^{1}<1<x^{2}<a<x^{3} \end{aligned}$ | $\begin{aligned} & \mathbf{J} \cdot \mathbf{J}+c^{2}\left[(1+a) P_{1}^{2}+a P_{2}^{2}+P_{3}^{2}\right] \\ & J_{2}^{2}+a J_{3}^{2}+c^{2} a P_{1}^{2} \end{aligned}$ |
| Paraboloidal $G_{p o}=0 \text { D }$ | $\begin{aligned} & z_{p o}^{1}=\frac{1}{2} c\left(x^{1}+x^{2}+x^{3}-1\right) \\ & z_{p_{0}}^{2}=c\left[-x^{1} x^{2} x^{3}\right]^{1 / 2} \\ & z_{p o}^{3}=c\left[\left(x^{1}-1\right)\left(x^{2}-1\right)\left(x^{3}-1\right)\right]^{1 / 2} \\ & x^{1}<0<x^{2}<1<x^{3} \end{aligned}$ | $\begin{aligned} & \left\{J_{2}, P_{3}\right\}-\left\{J_{3}, P_{2}\right\}+c\left(P_{1}^{2}+P_{3}^{2}\right) \\ & J_{1}^{2}+c\left\{J_{3}, P_{2}\right\} \end{aligned}$ |
| Prolate spheroidal $G_{p s}=\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & z_{p s}^{1}=c \cosh \left(x^{1}\right) \cos \left(x^{2}\right) \\ & z_{p s}^{2}=c \sinh \left(x^{1}\right) \sin \left(x^{2}\right) \cos \left(x^{3}\right) \\ & z_{p s}^{3}=c \sinh \left(x^{1}\right) \sin \left(x^{2}\right) \sin \left(x^{3}\right) \end{aligned}$ | $\begin{aligned} & \mathbf{J} \cdot \mathbf{J}-c^{2}\left(P_{2}^{2}+P_{3}^{2}\right) \\ & J_{1}^{2} \end{aligned}$ |
| Oblate spheroidal $G_{o s}=\frac{0}{\square}$ | $\begin{aligned} & z_{o s}^{1}=c \cosh \left(x^{1}\right) \cos \left(x^{2}\right) \cos \left(x^{3}\right) \\ & z_{o s}^{2}=c \cosh \left(x^{1}\right) \cos \left(x^{2}\right) \sin \left(x^{3}\right) \\ & z_{o s}^{3}=c \sinh \left(x^{1}\right) \sin \left(x^{2}\right) \end{aligned}$ | $\mathbf{J} \cdot \mathbf{J}+c^{2}\left(P_{2}^{2}+P_{3}^{2}\right)$ $J_{1}^{2}$ |
| Parabolic | $\begin{aligned} & z_{p a}^{1}=\frac{1}{2}\left[\left(x^{1}\right)^{2}-\left(x^{2}\right)^{2}\right] \\ & z_{p a}^{2}=x^{1} x^{2} \cos \left(x^{3}\right) \\ & z_{p a}^{2}=x^{1} x^{2} \sin \left(x^{3}\right) \end{aligned}$ | $\left\{J_{2}, P_{3}\right\}-\left\{J_{3}, P_{2}\right\}$ $J_{1}^{2}$ |
| Spherical | $z_{s p}^{1}=x^{1} \cos \left(x^{2}\right)$ $z_{s p}^{2}=x^{1} \sin \left(x^{2}\right) \cos \left(x^{3}\right)$ $z_{s p}^{3}=x^{1} \sin \left(x^{2}\right) \sin \left(x^{3}\right)$ | $\begin{aligned} & \mathbf{J} \cdot \mathbf{J} \\ & J_{1}^{2} \end{aligned}$ |
| Conical $G_{c o}=\frac{0}{\square}$ | $\begin{aligned} & z_{c o}^{1}=x^{1}\left[\frac{x^{2} x^{3}}{a}\right]^{1 / 2} \\ & z_{c o}^{2}=x^{1}\left[\frac{\left(x^{2}-1\right)\left(x^{3}-1\right)}{1-a}\right]^{1 / 2} \\ & z_{c o}^{3}=x^{1}\left[\frac{\left(x^{2}-a\right)\left(x^{3}-a\right)}{a(a-1)}\right]^{1 / 2} \\ & x^{1}>0,0<x^{2}<1<x^{3}<a \end{aligned}$ | $\mathbf{J} \cdot \mathbf{J}$ $J_{2}^{2}+a J_{3}^{2}$ |

Table 6
Unsplit $R$-separable coordinates and $R$-factors for $\left(\Delta_{3}+2 \varepsilon \partial_{t}\right) \Psi=E \Psi$.

| Graph |  | $\begin{aligned} & \hline \text { Coordinates }\left\{y^{4}, t\right\} \\ & t=x^{4} \text { for all systems } \end{aligned}$ | $\begin{gathered} \hline R \text {-separation factor } \\ R \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| 1. | $\stackrel{1}{G_{e n}}$ | $y^{\prime \prime}=z_{e o}^{u \prime}$ | 0 |
| 2. | $\begin{gathered} \mathrm{II}(v=0) \\ G_{c o} \end{gathered}$ | $y^{u}=\sigma_{11}^{1 / 2} z_{e o}^{u}$ | $\frac{1}{2} E c^{2} x^{4}\left(x^{1}+x^{2}+x^{3}\right)$ |
| 3. | $\begin{gathered} \operatorname{III}(v=0) \\ G_{e o} \end{gathered}$ | $y^{u}=\sigma_{111}^{1} z^{2} z_{e o}$ | 0 |
| 4. | $\begin{gathered} \text { IV }^{+}\left(v=0, w^{2}=1\right) \\ G_{e o} \end{gathered}$ | $y_{ \pm}^{u}=o_{1 V^{1}}{ }_{ \pm}^{2} z_{e o}^{u}$ | $\frac{1}{2} \varepsilon \tau_{ \pm} c^{2} x^{4}\left(x^{1}+x^{2}+x^{3}\right)$ |
| 5. | $\begin{gathered} \mathrm{I} \\ G_{p o} \end{gathered}$ | $\begin{aligned} & y^{1}=z_{p o}^{1}+\gamma\left(x^{4}\right)^{2} / 4 \\ & y^{2}=z_{p o}^{2} \\ & y^{3}=z_{p o}^{3} \end{aligned}$ | $\varepsilon c \gamma x^{4}\left(x^{1}+x^{2}+x^{3}\right) / 4$ |
| 6. | $\begin{gathered} \mathrm{HI}(b=0) \\ G_{p o} \end{gathered}$ | $\begin{aligned} & y^{1}=\sigma_{11}^{1} z_{p o}^{1}+\gamma / 4 x^{4} \\ & y^{2}=\sigma_{11}^{1} z_{p o}^{2} \\ & y^{3}=\sigma_{11}^{1} z_{p o}^{3} \end{aligned}$ | $\begin{array}{r} \frac{1}{2} \varepsilon\left\{c^{2} x^{4}\left[2 \sum_{1}^{3}\left(x^{i}\right)^{2}-\left(\sum_{1}^{3} x^{i}\right)^{2}+6 \sum_{1}^{3} x^{i}\right]\right. \\ \left.-\gamma c \sum_{1}^{3} x^{i} / 8 x^{4}\right\} \end{array}$ |
| 7. | $\begin{gathered} \hline \mathrm{I} \\ G_{p, s} \\ \hline \end{gathered}$ | $y^{u}=z_{p s}^{u}$ | 0 |
| 8. | $\begin{gathered} \mathrm{HI}(r=0) \\ G_{p, s} \end{gathered}$ | $y^{u}=\sigma_{11}^{1 / 2} z_{p s}^{u}$ | $\varepsilon c^{2} x^{4}\left(\cosh ^{2}\left(x^{1}\right)+\cos ^{2}\left(x^{2}\right)\right) / 2$ |
| 9. | $\begin{gathered} \mathrm{III}(v=0) \\ G_{p s} \end{gathered}$ | $y^{u}=\sigma_{111}^{1 / 2} z_{p s}^{u}$ | 0 |
| 10. | $\begin{gathered} \text { IV }^{ \pm}\left(v=0, w^{2}=1\right) \\ G_{p, s} \end{gathered}$ | $y_{ \pm}^{u}=\sigma_{\text {I }}^{1}{ }^{1}{ }_{ \pm}^{\prime} z_{p s}^{u}$ | $\varepsilon \tau_{ \pm} c^{2} x^{4}\left(\cosh ^{2}\left(x^{1}\right)+\cos ^{2}\left(x^{2}\right)\right) / 2$ |
| 11. | $\begin{gathered} \hline \mathrm{I} \\ G_{0 s} \end{gathered}$ | $y^{u}=z_{o s}^{u}$ | 0 |
| 12. | $\begin{gathered} \underline{\mathrm{II}(v=0)} \\ G_{o s} \end{gathered}$ | $y^{u}=\sigma_{\text {If }}^{1 / 2} z_{o s}^{u}$ | $\varepsilon c^{2} x^{4}\left(\cosh ^{2}\left(x^{1}\right)+\cos ^{2}\left(x^{2}\right)\right) / 2$ |

Table 6 (continued).

| Graph |  | $\begin{aligned} & \text { Coordinates }\left\{y^{u}, t\right\} \\ & t=x^{4} \text { for all systems } \end{aligned}$ | $\begin{gathered} \hline R \text {-separation factor } \\ R \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| 13. | $\begin{gathered} \mathrm{HI}(v=0) \\ G_{o s} \end{gathered}$ | $y^{u}=\sigma_{\text {III }}^{1}{ }^{2} z_{\text {os }}^{u}$ | 0 |
| 14. | $\begin{gathered} \mathrm{IV} \pm\left(v=0, w^{2}=1\right) \\ G_{o s} \end{gathered}$ | $y_{ \pm}^{u}=\sigma_{1 V^{1}}^{1 / 2} z_{o s}^{u}$ | $\varepsilon \tau_{ \pm} c^{2} x^{4}\left(\cosh ^{2}\left(x^{1}\right)+\cos ^{2}\left(x^{2}\right)\right) / 2$ |
| 15. | $\begin{gathered} \text { IV } \pm\left(v=0, w^{2}=1\right) \\ G_{p a} \end{gathered}$ | $\begin{aligned} & y^{1}=z_{p a}^{1}+\gamma\left(x^{4}\right)^{2} / 4 \\ & y^{2}=z_{p a}^{2} \\ & y^{3}=z_{p a}^{3} \end{aligned}$ | $\varepsilon \gamma x^{4}\left[\left(x^{1}\right)^{2}-\left(x^{2}\right)^{2}\right] / 4$ |
| 16. | $\begin{gathered} \mathrm{II}(v=0) \\ G_{p a} \end{gathered}$ | $\begin{aligned} & y^{1}=\sigma_{\mathrm{II}}^{1} 2_{p a}^{1} z_{p a}^{1}+\gamma / 4 x^{4} \\ & y^{2}=\sigma_{\mathrm{If}}^{1} z_{p a}^{2} \\ & y^{3}=\sigma_{\mathrm{II}}^{1} z_{p a}^{3} \end{aligned}$ | $\begin{aligned} & \frac{\varepsilon}{8}\left[x^{4}\left(\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}\right)^{2}\right. \\ & \left.-\frac{\gamma\left(\left(x^{1}\right)^{2}-\left(x^{2}\right)^{2}\right)}{2 x^{4}}\right] \end{aligned}$ |
| 17. | $\begin{gathered} \mathrm{I} \\ G_{s p} \end{gathered}$ | $y^{u}=z_{s p}^{u}$ | 0 |
| 18. | $\begin{gathered} \mathrm{II}(v=0) \\ G_{s p} \end{gathered}$ | $y^{u}=\sigma_{\text {II }}^{1 / 2} z_{s p}^{u}$ | $\frac{1}{2} \varepsilon x^{4}\left(x^{1}\right)^{2}$ |
| 19. | $\begin{gathered} \mathrm{III}(v=0) \\ G_{s p} \end{gathered}$ | $y^{u}=\sigma_{\text {IfI }}^{1 / 2} z_{s p}^{u}$ | 0 |
| 20. | $\begin{gathered} \mathrm{IV} \pm\left(v=0, w^{2}=1\right) \\ G_{s p} \end{gathered}$ | $y_{ \pm}^{u}=\sigma_{\text {IV }}^{1}{ }^{1}{ }^{2} z_{s p}^{u}$ | $\frac{1}{2} \varepsilon \tau_{ \pm} x^{4}\left(x^{1}\right)^{2}$ |
| 21. | $\begin{gathered} \mathrm{I} \\ G_{c o} \end{gathered}$ | $y^{u}=z_{c o}^{u}$ | 0 |
| 22. | $\begin{gathered} \mathrm{II}(v=0) \\ G_{c o} \end{gathered}$ | $y^{u}=\sigma_{\text {If }}^{1 / 2} z_{c o}^{u}$ | $\frac{1}{2} \varepsilon x^{4}\left(x^{1}\right)^{2}$ |
| 23. | $\begin{gathered} \mathrm{III}(v=0) \\ G_{c o} \end{gathered}$ | $y^{u}=\sigma_{\text {III }}^{1 / 2} z_{c o}^{u}$ | 0 |
| 24. | $\begin{gathered} \text { IV } \pm\left(v=0, w^{2}=1\right) \\ G_{c o} \end{gathered}$ | $y_{ \pm}^{u}=\sigma_{\text {IV }}^{1}{ }^{1}{ }_{ \pm} z_{c o}^{u}$ | $\frac{1}{2} \varepsilon \tau_{ \pm} x^{4}\left(x^{1}\right)^{2}$ |
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# AN INTEGRAL TRANSFORM INVOLVING HEUN FUNCTIONS AND A RELATED EIGENVALUE PROBLEM* 

G. VALENT ${ }^{\dagger}$


#### Abstract

An integral transform involving Heun functions is obtained. When combined with the explicit solutions given by Carlitz new closed integral representations are obtained for some Heun functions. As an application we solve an eigenvalue problem related to birth and death processes obtaining the exact spectrum and eigenfunctions. A direct proof of their orthogonality and completeness is given.


1. Introduction. Heun's differential equation [1] is the most general second order differential equation with four regular singular points located at $z=0,1,1 / k^{2}, \infty$ where we take the real parameter $k^{2}$ in the domain $\mathscr{D}_{0}=\left\{k^{2} \mid 0 \leqq k^{2} \leqq k_{0}^{2}<1\right\}$ for some fixed $k_{0}$.

Heun's equation is given by

$$
\begin{align*}
& \frac{d^{2} y}{d z^{2}}+\left(\frac{\gamma}{z}-\frac{\delta}{1-z}-\frac{\varepsilon k^{2}}{1-k^{2} z}\right) \frac{d y}{d z}+\frac{\alpha \beta k^{2} z+s}{z(1-z)\left(1-k^{2} z\right)} y=0,  \tag{1.1}\\
& \alpha+\beta=\gamma+\delta+\varepsilon-1, \tag{1.2}
\end{align*}
$$

where $s$ is the so-called "accessory parameter".
Most of what is known about solutions of this equation is summarized in [2, p. 57]. The most important result is the existence of expansions of Heun's functions in terms of hypergeometric functions. The coefficients of such expansions obey a three term recurrence formula which makes them hard to use. Furthermore it does not seem possible to obtain explicitly the eigenvalues from such expansions.

The solutions of (1.1) which may be considered as the elliptic generalization of the hypergeometric function (in the same sense as Jacobi elliptic functions generalize the trigonometric ones) are of interest in many physical problems. Nevertheless little effort has been made to obtain explicit integral representations for them. Since the fifties, as far as we know, the main progress has been due to Carlitz [3] who obtained a finite set of nontrivial exact solutions for (1.1). (By nontrivial, we mean solutions for arbitrary values of the accessory parameter s.) It is interesting to note that he found these solutions in a study of orthogonal polynomials for which Heun's functions appear as generating functions and not in a direct analysis of (1.1).

In this article we shall give an integral transform relating two Heun's functions with different parameters. This comes about if one looks for a solution of (1.1) as a Mellin transform (in the sense of [4, p. 195]) whose kernel is itself a Heun function. Unexpectedly this transform is successful, and when combined with the explicit solutions given by Carlitz, it leads to a finite set of new integral representations for Heun's functions.

As an application we discuss thoroughly an eigenvalue problem which is relevant to the study of quadratic birth and death processes (see [5] for an introduction). Upon use of a previously derived integral representation we obtain the exact eigenvalues and eigenfunctions.

[^59]Contrary to the case where $k^{2}=0$, for nonvanishing $k^{2}$ the eigenfunctions are no longer polynomials with respect to the variable. Nevertheless it is possible to give a direct proof of the orthogonality of the eigenfunctions, to compute their norm and to prove their completeness in the space of square integrable functions with the weight $w(x)=(1-x)^{-1}$.

The eigenvalues display a continuous dependence for $k^{2} \in \mathscr{D}_{0}$ while for $k^{2} \rightarrow 1$ they all vanish, a fact related to a deep change in the nature of the spectrum which becomes continuous.
2. Connection relations for Heun functions. We shall denote a Heun function by the symbol

$$
\begin{aligned}
& H\left(\alpha, \beta ; \gamma, \delta, \varepsilon ; k^{2}, s ; z\right) \equiv H\left(P ; k^{2}, s ; z\right), \\
& P=\{\alpha, \beta ; \gamma, \delta, \varepsilon\} .
\end{aligned}
$$

By a Heun function, we mean the solution of (1.1) which is holomorphic in a finite neighbourhood of $z=0$. For $\operatorname{Re} \gamma>0$, using the Wronskian, we readily prove that this solution is unique. In all that follows, we take $\operatorname{Re} \gamma>0$, and normalize $H$ by

$$
\begin{equation*}
H\left(P ; k^{2}, s ; 0\right)=1 . \tag{2.1}
\end{equation*}
$$

To make things more precise, we shall suppose that $H$ is analytic in some domain $D=\{z| | z \mid \leqq R\}$ with fixed (and at the moment unknown) $R>0 . R$ will be prescribed later.

We define a transformation of the parameters $P$ by

$$
P^{\prime}=T_{\alpha} P \Leftrightarrow \begin{cases} & \gamma^{\prime}=\alpha,  \tag{2.2}\\ \alpha^{\prime}=\gamma, & \delta^{\prime}=\delta+\gamma-\alpha \\ \beta^{\prime}=\beta, & \varepsilon^{\prime}=\varepsilon+\gamma-\alpha\end{cases}
$$

This transformation is such that relation (1.2) still holds for the new parameters.
We consider the function

$$
\begin{aligned}
G(z) & =\int_{0}^{1} d t t^{c-1}(1-t)^{\gamma-c-1} H\left(P^{\prime} ; k^{2}, s ; z t\right) \\
& \equiv \int_{0}^{1} d t U(t) H\left(P^{\prime} ; k^{2}, s ; z t\right)
\end{aligned}
$$

with the restrictions

$$
\begin{equation*}
\operatorname{Re} \gamma>\operatorname{Re} c>0 \tag{2.3}
\end{equation*}
$$

Let us define the differential operator

$$
\begin{aligned}
\mathscr{L}_{z}(P)= & z(1-z)\left(1-k^{2} z\right) \frac{d^{2}}{d z^{2}} \\
& +\left[\gamma(1-z)\left(1-k^{2} z\right)-\delta z\left(1-k^{2} z\right)-\varepsilon k^{2} z(1-z)\right] \frac{d}{d z}+\alpha \beta k^{2} z+s .
\end{aligned}
$$

We shall prove that $G(z)$ is holomorphic for $z \in D$ and is annihilated by $\mathscr{L}_{z}(P)$. This will imply that $G(z)$ is a Heun function with parameters $P$.

We divide the proof into several lemmas.
Lemma 1. $G(z)$ is holomorphic for $z \in D$.
Proof. $H\left(P^{\prime} ; k^{2}, s ; z t\right)$ and $(\partial / \partial z) H\left(P^{\prime} ; k^{2}, s ; z t\right)$ are holomorphic with respect to $z$ uniformly for $t \in[0,1]$. One has the obvious inequality

$$
\left|t^{c-\alpha}(1-t)^{\gamma-c-1} \frac{\partial}{\partial z} H\left(P^{\prime} ; k^{2}, s ; z t\right)\right| \leqq t^{\operatorname{Re}(c-1)}(1-t)^{\mathrm{Re}(\gamma-c-1)}\left|\frac{\partial}{\partial z} H\left(P^{\prime} ; k^{2}, s ; z t_{0}\right)\right|
$$

for some $t_{0} \in[0,1]$ and the left-hand member is integrable over $t \in[0,1]$ because of (2.3). This shows the holomorphy of $G(z)$ for $z \in D$ and the legitimacy of bringing the derivatives with respect to $z$ inside the integral over $t$.

Next we prove:
Lemma 2. $\mathscr{L}_{z}(P) G(z)=0, \quad z \in D$.
Proof. Using Lemma 1, a straightforward but lengthy computation, we obtain

$$
\begin{equation*}
\mathscr{L}_{z}(P) G(z)=\int_{0}^{1} d t U(t) M_{v} H\left(P^{\prime} ; k^{2}, s ; v\right)+A / z+B \cdot\left(k^{2} z\right) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{aligned}
v & =z t \\
M_{v} & =v(1-v)\left(1-k^{2} v\right) \frac{d^{2}}{d v^{2}}+\left\{c-\left[\gamma+\delta+(\gamma+\varepsilon) k^{2}\right] v+d v^{2}\right\} \frac{d}{d v}+s+e v, \\
A & =\int_{0}^{1} d t U(t)\left[t(1-t) \frac{\partial^{2}}{\partial t^{2}}+(\gamma t-c) \frac{\partial}{\partial t}\right] H\left(P^{\prime} ; k^{2}, s ; v\right), \\
B & =\int_{0}^{1} d t U(t)\left\{t^{2}(1-t) \frac{\partial^{2}}{\partial t^{2}}+t\left(1+\alpha+\beta-\frac{d t}{k^{2}}\right) \frac{\partial}{\partial t}+\alpha \beta-e \cdot \frac{t}{k^{2}}\right\} H\left(P^{\prime} ; k^{2}, s ; v\right) .
\end{aligned}
$$

At that stage the constants $c, d, e$ are free parameters to be adjusted later on.
As is apparent from (2.4), it is crucial for this integral transform to be successful that the coefficients $A$ and $B$ vanish.

Let us begin with $A$. Integrating by parts, we find that

$$
\begin{equation*}
A=-\left.t^{c}(1-t)^{\gamma-c} \frac{\partial}{\partial t} H\left(P^{\prime} ; k^{2}, s ; z t\right)\right|_{t=0} ^{t=1} \tag{2.5}
\end{equation*}
$$

since

$$
U(t)=t^{c-1}(1-t)^{\gamma-c-1}
$$

On account of (2.3) and the holomorphy of Heun function, the right side of (2.5) vanishes.

We now consider $B$. We choose the constants $c, d, e$ as

$$
c=\alpha, \quad d=(\beta+\gamma+1) k^{2}, \quad e=\beta \gamma k^{2}
$$

and integrate by parts twice to obtain

$$
B=t^{2}(1-t) U(t) \frac{\partial}{\partial t} H\left(P^{\prime} ; k^{2}, s ; z t\right)+\left.\beta t(1-t) U(t) H\left(P^{\prime} ; k^{2}, s ; z t\right)\right|_{t=0} ^{t=1}
$$

These terms vanish in view of (2.3) which now reads

$$
\operatorname{Re} \gamma>\operatorname{Re} \alpha>0
$$

Using the values of $c, d, e$, we note that $M_{v}$ is nothing but $\mathscr{L}_{v}\left(P^{\prime}\right)$ which precisely annihilates $H\left(P^{\prime} ; k^{2}, s ; v\right)$. This constitutes the proof of Lemma 2.

An immediate consequence is:
Theorem 1. If 1) $\operatorname{Re} \gamma>\operatorname{Re} \alpha>0$, and 2) $P^{\prime}=T_{\alpha} P$ given by (2.2), then for $z \in D$ we have

$$
\begin{equation*}
H\left(P ; k^{2}, s ; z\right)=\frac{\Gamma(\gamma)}{\Gamma(\alpha) \Gamma(\gamma-\alpha)} \int_{0}^{1} d t t^{\alpha-1}(1-t)^{\gamma-\alpha-1} H\left(P^{\prime} ; k^{2}, s ; z t\right) \tag{2.6}
\end{equation*}
$$

Proof. $G(z)$ is holomorphic for $z \in D$ and is annihilated by $\mathscr{L}_{z}(P)$. We know that there is a unique solution to this problem which is $H\left(P ; k^{2}, s ; z\right)$ and hence $G(z)$ is related to it up to a multiplicative constant which is obtained by letting $z \rightarrow 0$ and using (2.1).

Analytic continuation will extend Theorem 1 to the complex plane with a cut along the positive real axis for $\operatorname{Re} z \geqq 1$.

Let us make some remarks on this result.
First, Erdélyi had already obtained [6] an integral equation for Heun functions. In his case, however, $P^{\prime}=P$ and he deals with a kernel containing at least one hypergeometric function. His result is therefore completely different from (2.6).

Secondly, it is interesting to see what happens when $k^{2} \rightarrow 0$. In this case Heun functions become hypergeometric functions, and (2.6) degenerates in an integral relation due to Bateman

$$
{ }_{2} F_{1}(a, b ; c ; z)=\frac{\Gamma(c)}{\Gamma(\alpha) \Gamma(c-\alpha)} \int_{0}^{1} d t t^{\alpha-1}(1-t)^{c-\alpha-1}{ }_{2} F_{1}(a, b ; c ; z t), \quad \operatorname{Re} c>\operatorname{Re} \alpha>0 .
$$

Thirdly, since $H\left(P^{\prime} ; k^{2}, s ; z\right)$ is a symmetric function of $\alpha$ and $\beta$, we can write down (2.6) with $\beta$ in place of $\alpha$ everywhere in the right-hand member (and in that case $\operatorname{Re} \gamma>\operatorname{Re} \beta>0$ ).

We define

$$
P^{\prime}=T_{\beta} P \Leftrightarrow \begin{cases} & \gamma^{\prime}=\beta, \\ \alpha^{\prime}=\alpha, & \delta^{\prime}=\delta+\gamma-\beta, \\ \beta^{\prime}=\gamma, & \varepsilon^{\prime}=\varepsilon+\gamma-\beta\end{cases}
$$

Combining $T_{\alpha}$ and $T_{\beta}$, we have

$$
\begin{aligned}
& T_{\alpha}^{2}=T_{\beta}^{2}=\text { identity }, \\
& T_{\alpha} T_{\beta}=T_{\alpha}, \quad T_{\beta} T_{\alpha}=T_{\beta},
\end{aligned}
$$

which shows that no new relation can be obtained by iteration.
3. Integral representations for some particular Heun functions. Let us first recall the remarkable results obtained by Carlitz [3]. We refer to the article for the derivation and we give only the results.

Consider

$$
\begin{aligned}
& f_{1}=\cos \left(2 \sqrt{s} \operatorname{sn}^{-1}\left(\sqrt{z} ; k^{2}\right)\right), \\
& f_{2}=\sin \left(2 \sqrt{s} \operatorname{sn}^{-1}\left(\sqrt{z} ; k^{2}\right)\right)
\end{aligned}
$$

where the square root determination is taken to be positive for real positive argument.
The inverse function of the Jacobi elliptic function $\operatorname{sn}\left(z ; k^{2}\right)$ is also multiple valued and we take the branch which vanishes for $z=0$.

One can check that $f_{1}, f_{2}$ are two linearly independent solutions of Heun's equations with parameters

$$
\alpha=0, \quad \beta=\frac{1}{2}, \quad \gamma=\delta=\varepsilon=\frac{1}{2} .
$$

Putting

$$
\begin{aligned}
& f=z^{a}(1-z)^{b}\left(1-k^{2} z\right)^{c} g \\
& a\left(a-\frac{1}{2}\right)=b\left(b-\frac{1}{2}\right)=c\left(c-\frac{1}{2}\right)=0,
\end{aligned}
$$

we find, in turn, other solutions with different parameters. We list below the explicit form of Carlitz solutions normalized as in (2.1)

$$
\begin{gather*}
H\left(0, \frac{1}{2} ; \frac{1}{2}, \frac{1}{2}, \frac{1}{2} ; k^{2}, s_{0} ; z\right)=\cos \left(2 \sqrt{s_{0}} \zeta\right), \\
H\left(\frac{1}{2}, 1 ; \frac{3}{2}, \frac{1}{2}, \frac{1}{2} ; k^{2}, s_{0}-\frac{1+k^{2}}{4} ; z\right)=\frac{\sin \left(2 \sqrt{s_{0}} \zeta\right)}{2 \sqrt{s_{0}} \sqrt{z}},  \tag{3.1}\\
H\left(\frac{1}{2}, 1 ; \frac{1}{2}, \frac{3}{2}, \frac{1}{2} ; k^{2}, s_{0}-\frac{1}{4} ; z\right)=\frac{\cos \left(2 \sqrt{s_{0}} \zeta\right)}{\sqrt{1-z}}, \\
H\left(\frac{1}{2}, 1 ; \frac{1}{2}, \frac{1}{2}, \frac{3}{2} ; k^{2}, s_{0}-\frac{k^{2}}{4} ; z\right)=\frac{\cos \left(2 \sqrt{s_{0}} \zeta\right)}{\sqrt{1-k^{2} z}}, \\
H\left(1, \frac{3}{2} ; \frac{3}{2}, \frac{3}{2}, \frac{1}{2} ; k^{2}, s_{0}-1-\frac{k^{2}}{4} ; z\right)=\frac{\sin \left(2 \sqrt{s_{0}} \zeta\right)}{2 \sqrt{s_{0} \sqrt{z(1-z)}},} \\
H\left(1, \frac{3}{2} ; \frac{3}{2}, \frac{1}{2}, \frac{3}{2} ; k^{2}, s_{0}-k^{2}-\frac{1}{4} ; z\right)=\frac{\sin \left(2 \sqrt{s_{0}} \zeta\right)}{2 \sqrt{s_{0} \sqrt{z\left(1-k^{2} z\right)}},} \\
H\left(1, \frac{3}{2} ; \frac{1}{2}, \frac{3}{2}, \frac{3}{2} ; k^{2}, s_{0}-\frac{1+k^{2}}{4} ; z\right)=\frac{\cos \left(2 \sqrt{s_{0}} \zeta\right)}{\sqrt{(1-z)\left(1-k^{2} z\right)}}, \\
H\left(\frac{3}{2}, 2 ; \frac{3}{2}, \frac{3}{2}, \frac{3}{2} ; k^{2}, s_{0}-1-k^{2} ; z\right)=\frac{\sin \left(2 \sqrt{s_{0}} \zeta\right)}{2 \sqrt{s_{0} \sqrt{z(1-z)\left(1-k^{2} z\right)}},} \\
\zeta=\operatorname{sn}^{-1}\left(\sqrt{z} ; k^{2}\right) .
\end{gather*}
$$

Using Theorem 1, we get four new integral representations

$$
\begin{align*}
& H\left(\frac{1}{2}, \frac{1}{2} ; 1,0,1 ; k^{2}, s_{0}-\frac{k^{2}}{4} ; z\right)=\frac{1}{\pi} \int_{0}^{1} \frac{d t}{\sqrt{t(1-t)}} \cdot \frac{\cos \left(2 \sqrt{s_{0}} \mathrm{sn}^{-1}\left(\sqrt{z t} ; k^{2}\right)\right)}{\sqrt{1-k^{2} z t}}, \\
& H\left(\frac{1}{2}, \frac{1}{2} ; 1,1,0 ; k^{2}, s_{0}-\frac{1}{4} ; z\right)=\frac{1}{\pi} \int_{0}^{1} \frac{d t}{\sqrt{t(1-t)}} \cdot \frac{\cos \left(2 \sqrt{s_{0}} \mathrm{sn}^{-1}\left(\sqrt{z t} ; k^{2}\right)\right)}{\sqrt{1-z t}},  \tag{3.2}\\
& H\left(\frac{1}{2}, \frac{3}{2} ; 1,1,1 ; k^{2}, s_{0}-\frac{1+k^{2}}{4} ; z\right)=\frac{1}{\pi} \int_{0}^{1} \frac{d t}{\sqrt{t(1-t)}} \cdot \frac{\cos \left(2 \sqrt{\left.s_{0} \mathrm{sn}^{-1}\left(\sqrt{2 t} ; k^{2}\right)\right)}\right.}{\sqrt{(1-z t)\left(1-k^{2} z t\right)}}, \\
& H\left(\frac{3}{2}, \frac{3}{2} ; 2,1,1 ; k^{2}, s_{0}-1-k^{2} ; z\right)=\frac{2}{\pi} \int_{0}^{1} \frac{d t \sqrt{t}}{\sqrt{1-t}} \cdot \frac{\sin \left(2 \sqrt{s_{0}} \mathrm{sn}^{-1}\left(\sqrt{z t} ; k^{2}\right)\right)}{2 \sqrt{s_{0} \sqrt{z t(1-z t)\left(1-k^{2} z t\right)}} .}
\end{align*}
$$

In order to use Theorem 1, one may take $R<1$; analytic continuation extends the relations (3.2) to the whole complex plane with a cut on the real axis for $\operatorname{Re} z \geqq 1$. If $\alpha=\frac{1}{2}$, $\beta=1, \gamma=\frac{3}{2}, \delta=\varepsilon=\frac{1}{2}$ formula (2.6) gives an integral which can be computed and one recovers the results already given by (3.1).

Theorem 1 may generate additional formulas. For example let $\zeta=1-z$. As a function of $\zeta$, the Heun function has the parameters

$$
P^{\prime}: \begin{cases}\alpha^{\prime}=\alpha, & \gamma^{\prime}=\delta, \quad \varepsilon^{\prime}=\varepsilon, \quad k^{\prime 2}=1-k^{2} \\ \beta^{\prime}=\beta, & \delta^{\prime}=\varepsilon, \quad s^{\prime}=\frac{s+\alpha \beta k^{2}}{k^{\prime 2}}\end{cases}
$$

and $k^{2}$ is transformed into $-k^{2} / k^{\prime 2}$.
Considering the solution which is holomorphic in a neighbourhood of $\zeta=0$, we can again prove Theorem 1 and obtain new integral representations.

In this example, we took $\zeta=1-z$, but any one among the 24 changes of variables given in [7, p. 577] will work. We shall not give all the related formulas which can be easily obtained.
4. Application to an eigenvalue problem. Among the integral representations obtained in (3.2), one is relevant for application to a birth and death process with quadratic transition rates (see, for instance [5] for an introduction).

One is led to the following eigenvalue problem:

$$
\begin{equation*}
\left\{(1-x) \frac{d}{d x}\left[x\left(1-k^{2} x\right) \frac{d}{d x}\right]-\frac{k^{2}}{4}(1-x)-s_{0}\right\} y_{s_{0}}(x)=0 \tag{4.1}
\end{equation*}
$$

with $k^{2} \in \mathscr{D}_{0}=\left\{k^{2} \mid 0 \leqq k^{2} \leqq k_{0}^{2}<1\right\}$ (the analysis for $k^{2}=1$ is given in [5]). The boundary conditions are

$$
\begin{equation*}
y_{s_{0}}(0)=1, \quad y_{s_{0}}(1)=0 . \tag{4.2}
\end{equation*}
$$

4.1. Eigenfunctions and eigenvectors. The first condition in (4.2) implies that the eigenfunctions are

$$
y_{s_{0}}\left(x ; k^{2}\right)=H\left(\frac{1}{2}, \frac{1}{2} ; 1,0,1 ; k^{2}, s_{0}-\frac{k^{2}}{4} ; x\right) .
$$

The other linearly independent solution is easily excluded because it has a logarithmic singularity at $x=0$.

The following lemma is essential to identify the eigenvalues.
Lemma 3. If $k^{2} \in \mathscr{D}_{0}$ the eigenfunctions $y_{s_{0}}\left(x ; k^{2}\right)$ are continuous for $x \in[0,1]$ and one has

$$
y_{s_{0}}\left(1 ; k^{2}\right)=\frac{\sin \left(2 \sqrt{s_{0}} K\right)}{\sqrt{s_{0}} \pi}
$$

where $K\left(k^{2}\right)=\pi / 2 .{ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2} ; 1, k^{2}\right)$ is the complete elliptic integral of the first kind.
Proof. We use the integral representation of $y_{s_{0}}\left(x ; k^{2}\right)$ obtained in (3.2)

$$
\begin{equation*}
y_{s_{0}}\left(x ; k^{2}\right)=\frac{1}{\pi} \int_{0}^{1} \frac{d t}{\sqrt{t(1-t)}} \cdot \frac{\cos \left(2 \sqrt{s_{0}} \mathrm{sn}^{-1}\left(\sqrt{x t} ; k^{2}\right)\right)}{\sqrt{1-k^{2} x t}} . \tag{4.3}
\end{equation*}
$$

The integrand is a continuous function of $x \in[0,1]$ for $t \in[0,1]$. Furthermore we have the bound

$$
\frac{1}{\sqrt{t(1-t)}}\left|\frac{\cos \left(2 \sqrt{s_{0}} \mathrm{sn}^{-1}\left(\sqrt{x t} ; k^{2}\right)\right)}{\sqrt{1-k^{2} x t}}\right| \leqq \frac{\operatorname{ch}\left(2 K \cdot \operatorname{Im} \sqrt{s_{0}}\right)}{\sqrt{t(1-t)\left(1-k^{2} t\right)}}=g(t)
$$

with $g(t)$ obviously integrable for $t \in[0,1]$. Hence we get the continuity of $y_{s_{0}}\left(x ; k^{2}\right)$ and

$$
y_{s_{0}}\left(1 ; k^{2}\right)=\frac{1}{\pi} \int_{0}^{1} \frac{d t}{\sqrt{t(1-t)}} \cdot \frac{\cos \left(2 \sqrt{s_{0}} \mathrm{sn}^{-1}\left(\sqrt{t} ; k^{2}\right)\right)}{\sqrt{1-k^{2} t}}
$$

Putting $t=\operatorname{sn}^{2}\left(\theta ; k^{2}\right)$, we get

$$
y_{s_{0}}\left(1 ; k^{2}\right)=\frac{2}{\pi} \int_{0}^{K} d \theta \cos \left(2 \sqrt{s_{0}} \theta\right)=\frac{\sin \left(2 \sqrt{s_{0}} K\right)}{\pi \sqrt{s_{0}}}
$$

As a side remark the simplicity of this main result is made more transparent if in (4.3) we change the variables to

$$
x=\operatorname{sn}^{2}\left(\theta ; k^{2}\right), \quad x t=\operatorname{sn}^{2}\left(\psi ; k^{2}\right), \quad \theta, \psi \in[0, K]
$$

Then the eigenfunctions may be written

$$
y_{s_{0}}\left(\operatorname{sn}^{2}\left(\theta ; k^{2}\right) ; k^{2}\right)=\frac{2}{\pi} \int_{0}^{\theta} d \psi \frac{\mathrm{cn}\left(\psi ; k^{2}\right)}{\sqrt{\operatorname{sn}^{2}\left(\theta ; k^{2}\right)-\mathrm{sn}^{2}\left(\psi ; k^{2}\right)}} \cos \left(2 \sqrt{s_{0}} \psi\right) .
$$

From Lemma 3 we conclude that the eigenvalues are given by

$$
\begin{align*}
& \left(s_{0}\right)_{n}=\frac{n^{2} \pi^{2}}{4 K^{2}\left(k^{2}\right)}=n^{2} \frac{K^{2}(0)}{K^{2}\left(k^{2}\right)}, \quad n \in \mathbb{N}^{*}  \tag{4.4}\\
& \mathbb{N}^{*}=\{1,2,3, \cdots .\}
\end{align*}
$$

and the eigenfunctions

$$
\begin{equation*}
y_{n}\left(x ; k^{2}\right)=\frac{1}{\pi} \int_{0}^{1} \frac{d t}{\sqrt{t(1-t)}} \cdot \frac{\cos \left((n \pi / K) \mathrm{sn}^{-1}\left(\sqrt{x t} ; k^{2}\right)\right)}{\sqrt{1-k^{2} x t}} . \tag{4.5}
\end{equation*}
$$

All the eigenvalues are simple.
If $k^{2} \rightarrow 0$ we recover for eigenvalues $n^{2}$ with eigenfunctions ${ }_{2} F_{1}(-n, n ; 1, x)$ which are hypergeometric polynomials.

For $k^{2} \in \mathscr{D}_{0}$ the eigenvalues exhibit a continuous dependence with respect to $k^{2}$, but if $k^{2}>0$ the eigenfunctions are no longer polynomials and have a complicated structure displayed by (4.5). If $k^{2} \rightarrow 1$ (which lies outside $\left.\mathscr{D}_{0}\right) K\left(k^{2}\right)$ has a logarithmic singularity and diverges. All the eigenvalues collapse to zero, an indication of a drastic change in the spectrum which becomes a continuous one (this was observed in [5]).

This is rather interesting from a differential equation theoretic point of view since we have at our disposal a soluble model where, according to the value of the parameter $k^{2}$, we can "see" the transition from a discrete spectrum to a continuous one.

One can check (4.4) using perturbation theory around $k^{2}=0$. Up to order $\left(k^{2}\right)^{2}$ the perturbation theory calculations are in agreement with (4.4).
4.2. Summation formulae for the eigenfunctions. As an interesting application of the integral representation (4.5) we have to mention the possibility of evaluating several sums involving the eigenfunctions $y_{n}\left(x ; k^{2}\right)$.

Let us first give an example. We start from the series given, for instance, in [7, p. 511]

$$
\operatorname{dn}\left(\psi ; k^{2}\right)=\frac{\pi}{2 K}+\frac{2 \pi}{K} \sum_{n=1}^{\infty} \frac{q^{n}}{1+q^{2 n}} \cos \left(\frac{n \pi \psi}{K}\right)=\sum_{n=0}^{\infty} \mu_{n}(\psi), \quad \psi \in[0, K] .
$$

For $k^{2} \in \mathscr{D}_{0}$ we have $q=e^{-\pi K^{\prime} / K}<1$ and the series is absolutely and uniformly convergent for $\psi \in[0, K]$. Furthermore it is easy to see that the series

$$
\sum_{n=0}^{\infty}\left|\mu_{n}(\psi)\right|
$$

is integrable over $[0, K]$. Hence we may multiply each term by

$$
\frac{\operatorname{cn}\left(\psi ; k^{2}\right)}{\sqrt{\operatorname{sn}^{2}\left(\theta ; k^{2}\right)-\operatorname{sn}^{2}\left(\psi ; k^{2}\right)}}
$$

and integrate term by term from $\psi=0$ to $\psi=\theta$. This gives

$$
\frac{2}{\pi} \int_{0}^{\theta} d \psi \frac{\operatorname{cn} \psi \operatorname{dn} \psi}{\sqrt{\operatorname{sn}^{2} \theta-\operatorname{sn}^{2} \psi}}=\frac{\pi}{2 K} y_{0}\left(\operatorname{sn}^{2} \theta\right)+\frac{2 \pi}{K} \sum_{n=1}^{\infty} \frac{q^{n}}{1+q^{2 n}} \cdot y_{n}\left(\operatorname{sn}^{2} \theta\right)
$$

The integral on the left side equals $\pi / 2$. Taking into account the relation

$$
y_{0}(x)={ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2} ; 1 ; k^{2} x\right),
$$

we obtain the summation formula

$$
\begin{equation*}
\frac{2 \pi}{K} \sum_{n=1}^{\infty} \frac{q^{n}}{1+q^{2 n}} y_{n}(x)=1-\frac{\pi}{2 K}{ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2} ; 1 ; k^{2} x\right) . \tag{4.6}
\end{equation*}
$$

For $k^{2} \in \mathscr{D}_{0}$ the left-hand member series is uniformly convergent for $x \in[0,1]$. The reader can check that this series defines a $C^{\infty}$ function for $x \in[0,1]$ and that it is legitimate to differentiate it term by term. Hence differentiating (4.6) with respect to $x$ will give new relations.

Similarly, using the known Fourier series (see [7]) for $1 / \mathrm{dn} \psi$ and $\operatorname{sn}^{2} \psi$, we find that

$$
\begin{aligned}
& \frac{2 \pi}{K} \sum_{n=1}^{\infty}(-1)^{n} \frac{q^{n}}{1+q^{2 n}} \cdot y_{n}(x)=\frac{k^{\prime}}{\sqrt{1-k^{2} x}}-\frac{\pi}{2 K}{ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2} ; 1 ; k^{2} x\right) \\
& \frac{2 \pi^{2}}{K^{2}} \sum_{n=1}^{\infty} \frac{n q^{n}}{1-q^{2 n}} \cdot y_{n}(x)={ }_{2} F_{1}\left(-\frac{1}{2}, \frac{1}{2} ; 1 ; k_{x}^{2}\right)-\frac{E}{K}{ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2} ; 1 ; k^{2} x\right)
\end{aligned}
$$

where $E=E\left(k^{2}\right)$ is the complete elliptic integral of the second kind.
4.3. A useful integral representations for the eigenfunctions. The integral representation (4.5) for the eigenfunctions is not suited to prove their orthogonality because it does not exhibit their vanishing at $x=1$. This means that one can extract out from them a factor $1-x$ times some other integral. This is the aim of this paragraph, which follows the remark made at the end of $\S 3$.

We go back to the differential equation for the eigenfunctions, but for the moment $s_{0}$ is not supposed to be an eigenvalue

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\left(\frac{1}{x}-\frac{k^{2}}{1-k^{2} x}\right) \frac{d y}{d x}+\frac{s_{0}-\left(k^{2} / 4\right)(1-x)}{x(1-x)\left(1-k^{2} x\right)} y=0 . \tag{4.7}
\end{equation*}
$$

The change of variable $u=1-x$ gives

$$
\begin{gather*}
\frac{d^{2} y}{d u^{2}}-\left(\frac{1}{1-u}+\frac{\hat{k}^{2}}{1-\hat{k}^{2} u}\right) \frac{d y}{d u}+\frac{s_{0} / k^{\prime 2}+\left(\hat{k}^{2} / 4\right) u}{u(1-u)\left(1-\hat{k}^{2} u\right)} \cdot y=0  \tag{4.8}\\
\hat{k}^{2}=-k^{2} / k^{\prime 2}, \quad k^{\prime 2}=1-k^{2}
\end{gather*}
$$

Equation (4.8) has a first solution

$$
f_{1}(u)=H\left(\frac{1}{2}, \frac{1}{2} ; 0,1,1 ; \hat{k}^{2}, s_{0} / k^{\prime 2} ; u\right)
$$

In order to get the other solution, we put

$$
y=u \cdot Y
$$

and obtain

$$
\frac{d^{2} Y}{d u^{2}}+\left(\frac{2}{u}-\frac{1}{1-u}-\frac{\hat{k}^{2}}{1-\hat{k}^{2} u}\right) \frac{d Y}{d u}+\frac{s_{0} / k^{\prime 2}-1-\hat{k}^{2}+(9 / 4) \hat{k}^{2} u}{u(1-u)\left(1-\hat{k}^{2} u\right)} \cdot Y=0
$$

Hence, we take as the second solution of (4.8):

$$
f_{2}(u)=u H\left(\frac{3}{2}, \frac{3}{2} ; 2,1,1 ; \hat{k}^{2}, \frac{s_{0}}{k^{\prime 2}}-1-\hat{k}^{2} ; u\right)
$$

To prove the linear independence of $f_{1}$ and $f_{2}$, we examine their Wronskian which is

$$
W\left[f_{1}, f_{2}\right]=f_{1} \frac{d f_{2}}{d u}-f_{2} \frac{d f_{1}}{d u}=-W_{0}(1-u)^{-1}\left(1-\hat{k}^{2} u\right)^{-1} .
$$

An easy computation in the neighbourhood of $u=0$ gives $W_{0}=+1$ and we conclude the linear independence of $f_{1}$ and $f_{2}$.

Since (4.7) has at most two linearly independent solutions, we must have a linear relation of the form

$$
y\left(x ; k^{2}\right)=A f_{2}(u)+B f_{1}(u), \quad u=1-x .
$$

Now we take $s_{0}$ to be an eigenvalue: since $y_{n}\left(x ; k^{2}\right)$ vanishes at $x=1$ this implies $B=0$ and we are left with

$$
\begin{equation*}
y_{n}\left(x ; k^{2}\right)=A_{n}(1-x) H\left(\frac{3}{2}, \frac{3}{2} ; 2,1,1 ; \hat{k}^{2},\left(\frac{n \pi}{2 k^{\prime} / K}\right)^{2}-1-\hat{k}^{2} ; 1-x\right) \tag{4.9}
\end{equation*}
$$

where the unknown constant

$$
A_{n}=-\left.\frac{d}{d x} y_{n}\left(x ; k^{2}\right)\right|_{x=1}
$$

is given by the following lemma:
Lemma 4. $y_{n}^{\prime}\left(x ; k^{2}\right)$ is continuous for $x \in[0,1]$ and

$$
\lim _{x \rightarrow 1} y_{n}^{\prime}\left(x ; k^{2}\right)=\frac{(-1)^{n}}{k^{\prime 2}} \cdot \frac{n \pi}{2 K} \cdot \frac{1+q^{2 n}}{1-q^{2 n}}, \quad n \in \mathbb{N}^{*}, \quad k^{2} \in \mathscr{D}_{0}
$$

Proof. We start by using the integral representation (4.5). Formally, the derivative is given by

$$
\begin{align*}
y_{n}^{\prime}\left(x ; k^{2}\right)= & \frac{1}{\pi} \int_{0}^{1} d t \sqrt{\frac{t}{(1-t)\left(1-k^{2} x t\right)^{3}}}  \tag{4.10}\\
& \cdot\left\{\frac{k^{2}}{2} \cdot \cos \left(\frac{n \pi}{K} \mathrm{sn}^{-1}(\sqrt{x t})\right)-\frac{n \pi}{2 K} \sqrt{\frac{\left(1-k^{2} x t\right)}{x t(1-x t)}} \cdot \sin \left(\frac{n \pi}{K} \mathrm{sn}^{-1}(\sqrt{x t})\right)\right\}
\end{align*}
$$

Our task is to justify differentiation under the integral sign.
We first observe that

$$
\left(1-k^{2} x t\right)^{-3 / 2} \cos \left(\frac{n \pi}{K} \operatorname{sn}^{-1}(\sqrt{x t})\right)
$$

is continuous for $x \in[0,1]$ and $t \in[0,1]$. We have the bound

$$
\left|\sqrt{\frac{t}{(1-t)\left(1-k^{2} x t\right)^{3}}} \cdot \cos \left(\frac{n \pi}{K} \mathrm{sn}^{-1}(\sqrt{x t})\right)\right| \leqq \sqrt{\frac{t}{(1-t)\left(1-k^{2} t\right)^{3}}}=g(t)
$$

where $g(t)$ is integrable for $t \in[0,1]$.
For the second piece, we must consider two cases: either $x \in\left[0, \frac{1}{2}\right]$ or $x \in\left[\frac{1}{2}, 1\right]$.
If $x \in\left[0, \frac{1}{2}\right]$ the function

$$
\left(1-k^{2} x t\right)^{-1} \cdot(1-x t)^{-1 / 2} \cdot \frac{\sin \left((n \pi / K) \mathrm{sn}^{-1}(\sqrt{x t})\right)}{\sqrt{x t}}
$$

is continuous for $t \in[0,1]$ provided that it takes the value $n \pi / K$ for $x t=0$. Hence its absolute value is bounded by some positive constant $C$

$$
\left|\frac{t^{1 / 2}(1-t)^{-1 / 2}}{\left(1-k^{2} x t\right)}(1-x t)^{-1 / 2} \frac{\sin \left((n \pi / K) \mathrm{sn}^{-1}(\sqrt{x t})\right)}{\sqrt{x t}}\right| \leqq \frac{C t^{1 / 2}(1-t)^{-1 / 2}}{\left(1-k^{2} t\right)}=h(t)
$$

therefore $h(t)$ is integrable for $t \in[0,1]$.

If $x \in\left[\frac{1}{2}, 1\right]$ some care is required. Using the known relation

$$
\mathrm{sn}^{-1}\left(\sqrt{v} ; k^{2}\right)=K-\mathrm{sn}^{-1}\left(\sqrt{\frac{1-v}{1-k^{2} v}} ; k^{2}\right), \quad 0 \leqq v \leqq 1,
$$

we write

$$
\frac{\sin \left((n \pi / K) \mathrm{sn}^{-1}\left(\sqrt{x t} ; k^{2}\right)\right)}{\sqrt{1-x t}}=(-1)^{n-1} \frac{\sin \left((n \pi / K) \mathrm{sn}^{-1}\left(\sqrt{(1-x t) /\left(1-k^{2} x t\right)} ; k^{2}\right)\right)}{\sqrt{1-x t}}
$$

and if we take this function to be equal to $(-1)^{n-1} n \pi / k^{\prime} K$ for $x t=1$ it will be continuous for $x \in\left[\frac{1}{2}, 1\right]$ and $t \in[0,1]$ and its absolute value will be bounded by some constant $D$. So we obtain

$$
\left|\frac{x^{-1 / 2}(1-t)^{-1 / 2}}{\left(1-k^{2} x t\right)} \cdot \frac{\sin \left((n \pi / K) \mathrm{sn}^{-1}(\sqrt{x t})\right)}{\sqrt{1-x t}}\right| \leqq \sqrt{2} D \frac{(1-t)^{-1 / 2}}{\left(1-k^{2} t\right)}=l(t)
$$

where $l(t)$ is integrable for $t \in[0,1]$.
Collecting all the pieces, we conclude that $y_{n}^{\prime}\left(x ; k^{2}\right)$ is indeed continuously differentiable and it is legitimate to bring the derivative inside the integral.

We take in (4.10) the limit $x=1$ and put $t=\operatorname{sn}^{2}\left(\theta ; k^{2}\right)$

$$
y_{n}^{\prime}\left(1 ; k^{2}\right)=\frac{1}{\pi} \int_{0}^{K} \frac{d \theta}{d n^{2} \theta} \cdot \cos \left(\frac{n \pi \theta}{K}\right)-\frac{n}{K} \int_{0}^{K} d \theta \frac{\operatorname{sn} \theta}{\operatorname{cn} \theta \operatorname{dn} \theta} \cdot \sin \left(\frac{n \pi \theta}{K}\right) .
$$

These integrals are computed using the calculus of residues and the elementary properties of the Jacobi elliptic functions. The result is Lemma 4.

To conclude this subsection, we notice that an integral representation for $f_{2}(u)$ has been obtained in (3.2). Combining it with (4.9), we get

$$
\begin{align*}
& y_{n}\left(x ; k^{2}\right)=Z_{n}(1-x)^{1 / 2} \int_{0}^{1} d t \frac{\sin \left(\left(n \pi / k^{\prime} K\right) \mathrm{sn}^{-1}\left(\sqrt{t(1-x)} ; \hat{k}^{2}\right)\right)}{\sqrt{(1-t)[1-t(1-x)]\left[1-k^{2} t(1-x)\right]}}  \tag{4.11}\\
& Z_{n}=\frac{(-1)^{n-1}}{\pi k^{\prime}} \frac{1+q^{2 n}}{1-q^{2 n}}
\end{align*}
$$

When $x=\operatorname{cn}^{2}\left(\theta ; \hat{k}^{2}\right)$, with $\theta \in\left[0, k^{\prime} K\right]$,

$$
\begin{equation*}
y_{n}\left(\operatorname{cn}^{2}\left(\theta ; \hat{k}^{2}\right) ; k^{2}\right)=2 Z_{n} \int_{0}^{\theta} d \psi \frac{\operatorname{sn}\left(\psi ; \hat{k}^{2}\right)}{\sqrt{\operatorname{sn}^{2}\left(\theta ; \hat{k}^{2}\right)-\operatorname{sn}^{2}\left(\psi ; \hat{k}^{2}\right)}} \cdot \sin \left(\frac{n \pi \psi}{k^{\prime} K}\right) \tag{4.12}
\end{equation*}
$$

This relation is essential for computing scalar products involving the eigenfunctions as we shall see now.
4.4. Orthogonality and norm of the eigenvectors. The scalar product for which the differential operator (4.1) is formally self-adjoint is

$$
\begin{equation*}
(f, g)=\int_{0}^{1} \frac{d x}{1-x} f(x) g(x) \tag{4.13}
\end{equation*}
$$

with real valued functions $f, g$.

## We shall prove

Theorem 2. For $n, p \in \mathbb{N}^{*}$ we have

$$
\left(y_{n}, y_{p}\right)=\rho_{n} \delta_{n p}, \quad \rho_{n}=\frac{1}{2 n}\left(\frac{2 K}{\pi}\right)^{2} \cdot \frac{1+q^{2 n}}{1-q^{2 n}} .
$$

Proof. First, assume $k^{2}>0$. Substituting the integral representation (4.11) in (4.13), we have a triple integral

$$
\begin{align*}
\left(y_{n}, y_{p}\right)= & Z_{n} Z_{p} \int_{0}^{1} d x \int_{0}^{1} d t \frac{\sin \left(\left(n \pi / k^{\prime} K\right) / \mathrm{sn}^{-1}\left(\sqrt{t(1-x)} ; \hat{k}^{2}\right)\right)}{\sqrt{(1-t)[1-t(1-x)]\left[1-k^{2} t(1-x)\right]}}  \tag{4.14}\\
& \times \int_{0}^{1} d s \frac{\sin \left(\left(n \pi / k^{\prime} K\right) \mathrm{sn}^{-1}\left(\sqrt{s(1-x)} ; \hat{k}^{2}\right)\right)}{\sqrt{(1-s)[1-s(1-x)]\left[1-k^{2} s(1-x)\right]}} \\
= & Z_{n} Z_{p} \int_{0}^{1} d x \int_{0}^{1} d t \int_{0}^{1} d s U(x ; t, s)
\end{align*}
$$

As already explained in the proof of Lemma 4, the function

$$
\sin \left(\left(n \pi / k^{\prime} K\right) \mathrm{sn}^{-1}(\sqrt{v})\right) / \sqrt{1-v}
$$

is continuous for $v \in[0,1]$ provided that, for $v=1$, we define it to be $(-1)^{n-1} n \pi / k^{\prime} K$. Hence it is bounded by some constant $D_{n}$ and we may write

$$
|U(x ; t, s)| \leqq D_{n} D_{p}\left[(1-t)\left(1-k^{2} t\right)(1-s)\left(1-k^{2} s\right)\right]^{-1 / 2}
$$

a bound which implies the absolute convergence of the integral (4.14). Let

$$
x=\operatorname{cn}^{2}\left(\theta ; \hat{k}^{2}\right), \quad t(1-x)=\operatorname{sn}^{2}\left(\varphi ; \hat{k}^{2}\right), \quad s(1-x)=\operatorname{sn}^{2}\left(\psi ; \hat{k}^{2}\right), \quad \theta, \varphi, \psi \in\left[0, k^{\prime} K\right]
$$ and interchange the orders of integration,

$$
\begin{aligned}
\left(y_{n}, y_{p}\right)= & 4 Z_{n} Z_{p} \int_{0}^{k^{\prime} K} d \varphi \sin \left(\frac{n \pi \varphi}{k^{\prime} K}\right) \int_{0}^{k^{\prime} K} d \psi \sin \left(\frac{p \pi \psi}{k^{\prime} K}\right) \\
& \times\left[\operatorname{sn} \varphi \operatorname{sn} \psi \int_{\sup (\varphi, \psi)}^{k^{\prime} K} d \theta \frac{2 \operatorname{cn} \theta \operatorname{dn} \theta}{\operatorname{sn} \theta} \frac{1}{\sqrt{\left(\operatorname{sn}^{2} \theta-\mathrm{sn}^{2} \varphi\right)\left(\mathrm{sn}^{2} \theta-\mathrm{sn}^{2} \psi\right)}}\right]
\end{aligned}
$$

All the elliptic functions involved have $\hat{k}^{2}$ for parameter. The term in the bracket is elementary if one takes for variable $u=\operatorname{sn}^{2}\left(\theta ; \hat{k}^{2}\right)$ and is equal to

$$
\ln \frac{(\operatorname{sn} \varphi \cdot \operatorname{cn} \psi+\operatorname{cn} \varphi \cdot \operatorname{sn} \psi)^{2}}{\left|\operatorname{sn}^{2} \varphi-\operatorname{sn}^{2} \psi\right|}
$$

Coming back to elliptic functions with parameter $k^{2}$, we note that

$$
\left(y_{n}, y_{p}\right)=4 k^{\prime 2} Z_{n} Z_{p} \int_{0}^{K} d \varphi \sin \left(\frac{n \pi \varphi}{K}\right) \int_{0}^{K} d \psi \sin \left(\frac{p \pi \psi}{K}\right) \ln \frac{(\operatorname{sn} \varphi \cdot \operatorname{cn} \psi+\operatorname{cn} \varphi \cdot \operatorname{sn} \psi)^{2}}{\left|\mathrm{sn}^{2} \varphi-\mathrm{sn}^{2} \psi\right|}
$$

In order to simplify the logarithm, we use relation (4) [16, p. 152]

$$
\begin{equation*}
\frac{\operatorname{sn} \varphi \cdot \operatorname{cn} \psi+\operatorname{cn} \varphi \cdot \operatorname{sn} \psi}{\operatorname{dn} \psi-\operatorname{dn} \varphi}=\frac{1}{k^{2}} \cdot \frac{1+\operatorname{dn}(\varphi-\psi)}{\operatorname{sn}(\varphi-\psi)} . \tag{4.15}
\end{equation*}
$$

Putting in (4.15) $\psi=\psi^{\prime}+2 i K^{\prime}$ and then changing $\psi^{\prime}$ to $-\psi^{\prime}$ gives another relation which, when combined with (4.15), reads:

$$
\frac{(\operatorname{sn} \varphi \operatorname{cn} \psi+\operatorname{cn} \varphi \operatorname{sn} \psi)^{2}}{\operatorname{sn}^{2} \varphi-\operatorname{sn}^{2} \psi}=\frac{1}{k^{2}} \cdot \frac{1+\operatorname{dn}(\varphi-\psi)}{\operatorname{sn}(\varphi-\psi)} \cdot \frac{1-\operatorname{dn}(\varphi+\psi)}{\operatorname{sn}(\varphi+\psi)} .
$$

The scalar product is then transformed to

$$
\begin{gathered}
\left(y_{n}, y_{p}\right)=I_{n p}^{(1)}+I_{n p}^{(2)}, \\
I_{n p}^{(1)}=k^{\prime 2} Z_{n} Z_{p} \int_{-K}^{+K} d \varphi \exp \left(\frac{i n \pi \varphi}{K}\right) \int_{-K}^{+K} d \psi \exp \left(\frac{i p \pi \psi}{K}\right) \ln \left|\frac{k^{2} \operatorname{sn}(\varphi-\psi)}{1+\operatorname{dn}(\varphi-\psi)}\right|, \\
I_{n p}^{(2)}=k^{\prime 2} Z_{n} Z_{p} \int_{-K}^{+K} d \varphi \exp \left(\frac{i n \pi \varphi}{K}\right) \int_{-K}^{+K} d \psi \exp \left(\frac{i p \pi \psi}{K}\right) \ln \left|\frac{\operatorname{sn}(\varphi+\psi)}{1-\operatorname{dn}(\varphi+\psi)}\right| .
\end{gathered}
$$

The computation now becomes possible with the variables $\varphi \pm \psi$ and gives

$$
\begin{aligned}
& I_{n p}^{(1)}=\frac{2 K}{\pi} k^{\prime 2} Z_{n} Z_{p} \frac{(-1)^{n+p-1}}{n+p} \int_{0}^{2 K} d x\left[\sin \left(\frac{n \pi x}{K}\right)+\sin \left(\frac{p \pi x}{K}\right)\right] \ln \left(\frac{\operatorname{sn} x}{1+\operatorname{dn} x}\right), \\
& I_{n p}^{(2)}=\left\{\begin{array}{l}
\frac{2 K}{\pi} k^{\prime 2} Z_{n} Z_{p} \frac{(-1)^{n-p}}{n-p} \int_{0}^{2 K} d x\left[\sin \left(\frac{p \pi x}{K}\right)-\sin \left(\frac{n \pi x}{K}\right)\right] \ln \left(\frac{\operatorname{sn} x}{1-\operatorname{dn} x}\right), \quad n \neq p, \\
4 K k^{\prime 2} Z_{n}^{2} \int_{0}^{K} d x \cos \left(\frac{n \pi x}{K}\right) \ln \left(\frac{\operatorname{sn} x}{1-\operatorname{dn} x}\right), \quad n=p .
\end{array}\right.
\end{aligned}
$$

The integrals of the form

$$
\int_{0}^{2 K} d x \ln \left(\frac{\operatorname{sn} x}{1 \pm \operatorname{dn} x}\right) \sin \left(\frac{n \pi x}{K}\right), \quad n \in \mathbb{N}^{*}
$$

all vanish because their integrand is odd with respect to the point $x=K$. As a consequence, for $n \neq p$, the scalar product ( $y_{n}, y_{p}$ ) vanishes.

For $n=p$, the remaining integral is computed using the calculus of residues applied to the function

$$
e^{i n \pi z / K}\left[\frac{\operatorname{cn} z \operatorname{dn} z}{\operatorname{sn} z}-\frac{k^{2} \operatorname{sn} z \operatorname{cn} z}{1-\operatorname{dn} z}\right] .
$$

The contour is a rectangle indented at $z=0$ and has vertices $-K,+K,+K+i \infty$, $-K+i \infty$. We obtain

$$
\begin{equation*}
\int_{0}^{K} d x \cos \left(\frac{n \pi x}{K}\right) \ln \left(\frac{\operatorname{sn} x}{1-\operatorname{dn} x}\right)=\frac{K}{2 n} \cdot \frac{1-q^{2 n}}{1+q^{2 n}}, \quad n \in \mathbb{N}^{*} . \tag{4.16}
\end{equation*}
$$

Using (4.16) and the explicit form of $Z_{n}$, we establish Theorem 2.
Recall that we assumed $k^{2} \in \mathscr{D}_{0}, k^{2}>0$. By letting $k^{2} \rightarrow 0$, we obtain the result

$$
\left(y_{n}, y_{p}\right)=\frac{1}{2 n} \delta_{n p} .
$$

Hence Theorem 2 is valid for $k^{2} \in \mathscr{D}_{0}$.
4.5. Completeness of the eigenfunctions. Let us begin with some definitions. We shall denote by $L_{W}^{2}$ the linear vector space of square integrable functions with respect to the weight:

$$
W(x)=(1-x)^{-1}, \quad\|f\|=\left(\int_{0}^{1} d x W(x) f^{2}(x)\right)^{1 / 2}
$$

only real valued functions are considered. The scalar product is taken to be

$$
(f, g)=\int_{0}^{1} d x W(x) f(x) g(x)
$$

Since the Lebesgue integral is used, $L_{W}^{2}$ is a Hilbert space [10].
In this subsection we shall denote by $\hat{y}_{n}$ the orthonormal eigenfunctions.
Lemma 5. $\mathscr{R}=\left\{(1-x)^{n}, n \in \mathbb{N}^{*}\right\}$ is dense in $L_{W}^{2}$ for the $L_{W}^{2}$ norm.
Proof. This result is an extension of the Stone-Weierstrass density theorem. It has been proved in a very general framework in [17] (see remark 1, p. 725 of this reference).

Theorem 3. $\left\{\hat{y}_{n}, n \in \mathbb{N}^{*}\right\}$ is a complete orthonormal basis in $L_{W}^{2}$.
Proof. We consider the set of functions

$$
h_{r}(\psi)=(\operatorname{sn} \psi)^{2 r-1} \operatorname{cn} \psi \operatorname{dn} \psi, \quad r \in \mathbb{N}^{*}
$$

where all elliptic functions have for parameter $\hat{k}^{2}$. All these functions are odd, vanish at $\psi= \pm k^{\prime} K$ and have a real period $2 k^{\prime} K$. Furthermore, they are $C^{\infty}$. Hence their Fourier series converge uniformly for $\psi \in\left[-k^{\prime} K, k^{\prime} K\right]$ :

$$
\lim _{N \rightarrow \infty} \sup _{\psi \in\left[0, k^{\prime} K\right]}\left|h_{r}(\psi)-\sum_{n=1}^{N} \xi_{n}(s) \sin \left(\frac{n \pi \psi}{k^{\prime} K}\right)\right|=0 .
$$

The coefficients $\xi_{n}(r)$ are given by

$$
\begin{equation*}
\xi_{n}(r)=\frac{1}{k^{\prime} K} \int_{-k^{\prime} K}^{k^{\prime} K} d \psi h_{r}(4) \sin \left(\frac{n \pi \psi}{k^{\prime} K}\right) \tag{4.17}
\end{equation*}
$$

Integrating by parts twice in (4.17), we find for $\xi_{n}$, the bound

$$
\begin{equation*}
\left|\xi_{n}\right| \leqq \frac{C^{2}}{n^{2}}, \quad n \in \mathbb{N}^{*}, \quad \text { real } C \tag{4.18}
\end{equation*}
$$

From this the absolute convergence of the Fourier series follows. Hence we may multiply each term by $\operatorname{sn} \psi / \sqrt{\operatorname{sn}^{2} \theta-\operatorname{sn}^{2} \psi}$ and integrate term by term for $\psi \in[0, \theta]$. Using (4.12), we get

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\xi_{n}(r) \sqrt{\rho_{n}}}{2 Z_{n}} \hat{y}_{n}\left(\operatorname{cn}^{2} \theta\right)=\int_{0}^{\theta} d \psi \frac{(\operatorname{sn} \psi)^{2 r-1} \operatorname{sn} \psi \operatorname{cn} \psi \operatorname{dn} \psi}{\sqrt{\operatorname{sn}^{2} \theta-\operatorname{sn}^{2} \psi}}=C_{r}\left(\operatorname{sn}^{2} \theta\right)^{r} \quad r \in \mathbb{N}^{*} \tag{4.19}
\end{equation*}
$$

$\theta \in\left[-k^{\prime} K, k^{\prime} K\right]$, with pointwise convergence, where the $C_{r}$ are known constants and $\rho_{n}$ is given in Theorem 2. But we have the bound for sufficiently large $n$ (use 4.5 for the eigenfunctions)

$$
\left|\frac{\xi_{n}(r) \sqrt{\rho_{n}}}{2 Z_{n}} \hat{y}_{n}\left(\operatorname{cn}^{2} \theta\right)\right| \leqq 2 \pi k^{\prime} y_{0}\left(\operatorname{cn}^{2} \theta\right) \cdot\left|\xi_{n}(r)\right|,
$$

Since this upper bound is a convergent series (use (4.18)), we conclude that the series in (4.19) converges absolutely and uniformly for $\theta \in\left[-k^{\prime} K, k^{\prime} K\right]$. Then we make the change of variable $x=\mathrm{cn}^{2}\left(\theta ; \hat{k}^{2}\right)$. For $\theta \in\left[0, k^{\prime} K\right]$ and $x \in[0,1]$, it is continuous and one to one. This implies

$$
\begin{gather*}
\lim _{N \rightarrow \infty} \sup _{x \in[0,1]}\left|c_{r}(1-x)^{r}-S_{N}(x ; r)\right|=0  \tag{4.20}\\
S_{N}(x ; r)=\sum_{n=1}^{\infty} \frac{\xi_{n}(r) \sqrt{\rho_{n}}}{2 Z_{n}} \hat{y}_{n}(x)
\end{gather*}
$$

Hence $\left\{\hat{y}_{n}, n \in \mathbb{N}^{*}\right\}$ spans $\mathscr{B}$ with respect to the uniform convergence norm. This density property remains true for the $L_{W}^{2}$ norm because of the bound

$$
\begin{align*}
\int_{0}^{1} \frac{d x}{1-x}\left|c_{r}(1-x)^{r}-S_{N}(x ; r)\right|^{2} \leqq & \sup _{x \in[0,1-\eta]}\left|c_{r}(1-x)^{r}-S_{N}(x ; r)\right|^{2} \cdot \ln \left(\frac{1}{\eta}\right)  \tag{4.21}\\
& +\int_{1-\eta}^{1} \frac{d x}{1-x}\left|c_{r}(1-x)^{r}-S_{N}(x ; r)\right|^{2}
\end{align*}
$$

Since the function $c_{r}(1-x)^{r}-S_{N}(x ; r)$ belongs to $L_{W}^{2}$ for any value of $N$, the right side integral in (4.21) is absolutely continuous for $\eta \in[0,1]$. Therefore we can choose $\eta$ such that this integral be as small as $\varepsilon / 2$, independently of $N$.

Relation (4.20) shows that the other term in the right side of (4.21) can be made as small as $\varepsilon / 2$ for some choice of $N$.

Hence the density of $\left\{\hat{y}_{n}, n \in \mathbb{N}^{*}\right\}$ in $\mathscr{B}$ with respect to the $L_{W}^{2}$ norm is obtained. But for this norm $\mathscr{B}$ is dense in $L_{W}^{2}[11]$; therefore $\left\{\hat{y}_{n}, n \in \mathbb{N}^{*}\right\}$ is dense in $L_{W}^{2}$.

Since in a Hilbert space a spanning orthonormal set is automatically complete, Theorem 3 follows.

As a side remark we note that $L_{W}^{2}$ has a remarkably rich structure of constructible orthogonal bases, since for any value $k^{2} \in \mathscr{D}_{0}$ the eigenfunctions $\left\{\hat{y}_{n}\right\}$ form a complete basis in $L_{W}^{2}$. Quite generally we may write

$$
\hat{y}_{n}\left(x ; k_{1}^{2}\right)=\sum_{r=1}^{\infty} e_{n r}\left(k_{1}^{2}, k_{2}^{2}\right) \hat{y}_{r}\left(x ; k_{2}^{2}\right), \quad k_{1}^{2}, k_{2}^{2} \in \mathscr{D}_{0}
$$

from which, for $k_{2}^{2}=0$ we get

$$
\hat{y}_{n}\left(x ; k_{1}^{2}\right)=\sum_{r=1}^{\infty} \frac{e_{n r}\left(k_{1}^{2}, 0\right)}{\sqrt{2 r}}{ }_{2} F_{1}(-r, r ; 1 ; x)
$$

a series already given by Erdélyi [13, formula 9.1]. Using the integral representations for $\hat{y}_{n}\left(x ; k_{1}^{2}\right)$, we may work out the coefficients $e_{n r}$ appearing in this expansion: a nontrivial exercise!...
5. Conclusion. We have obtained an integral transform relating Heun functions with different sets of parameters. From this result and Carlitz explicit solutions, we have obtained new closed integral representations for some Heun functions.

Using this transformation, we have been able to solve an eigenvalue problem related to a birth and death process, obtaining the exact spectrum and eigenfunctions in a purely differential equation theoretic framework. The integral representations obtained are sufficient to give a direct proof of their orthogonality, to allow the computation of their norm and to prove their completeness in the Hilbert space $L_{W}^{2}$.

Let us observe that the spectrum obtained in this differential equation approach to birth and death processes is identical to that obtained by Stieltjes who directly solved the forward Kolmogorov equation using continued fraction techniques developed by himself (the continued fraction computation is given in [14] and its relevance to birth and death processes is fully discussed in [15]).

The identity of the eigenvalues in these two completely different approaches strongly suggests some underlying equivalence which may be extremely fruitful to develop both fields: continued fractions on one hand and new transcendental functions defined by differential equations on the other hand.
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# DISCRETIZED FRACTIONAL CALCULUS* 

CH. LUBICH $^{\dagger}$

Abstract. For the numerical approximation of fractional integrals

$$
I^{\alpha} f(x)=\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-s)^{\alpha-1} f(s) d s \quad(x \geqq 0)
$$

with $f(x)=x^{\beta-1} g(x), g$ smooth, we study convolution quadratures. Here approximations to $I^{\alpha} f(x)$ on the grid $x=0, h, 2 h, \cdots, N h$ are obtained from a discrete convolution with the values of $f$ on the same grid. With the appropriate definitions, it is shown that such a method is convergent of order $p$ if and only if it is stable and consistent of order $p$. We introduce fractional linear multistep methods: The $\alpha$ th power of a $p$ th order linear multistep method gives a $p$ th order convolution quadrature for the approximation of $I^{\alpha}$. The paper closes with numerical examples and applications to Abel integral equations, to diffusion problems and to the computation of special functions.

AMS (MOS) subject classifications. Primary 26A33, 41A55, 65D25; secondary 65D20, 65R20

1. Introduction. Fractional calculus is an area having a long history whose infancy dates back to the beginnings of classical calculus, and it is an area having interesting applications. The numerical approximation of the objects of classical calculus, i.e., integrals and derivatives, has for a long time been a standard topic in numerical analysis. However, the state of the art is far less advanced for fractional integrals. Hopefully, the present work contributes to narrow this gap.

Very readable introductions to fractional calculus are given by Lavoie, Osler and Tremblay [12] and by Riesz [19]. See also the book of Oldham and Spanier [18] which contains many references and applications from different areas such as special functions of mathematical physics and diffusion equations. For easy reference we collect first some basic definitions and results.

We consider Abel-Liouville integrals of order $\alpha$ (often also called Riemann-Liouville integrals),

$$
\begin{equation*}
I^{\alpha} f(x)=\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-s)^{\alpha-1} f(s) d s \quad(x \geqq 0) \quad \text { for } \operatorname{Re} \alpha>0 \tag{1.1}
\end{equation*}
$$

where $\Gamma$ denotes Euler's gamma function.
$I^{\alpha} f(x)$ depends analytically on $\alpha$ (for fixed $f$ and $x$ ). If $f$ is $k$-times continuously differentiable on $[0, x]$, it can be continued analytically to $\alpha$ with negative real part via

$$
\begin{equation*}
I^{\alpha} f(x)=\frac{d^{k}}{d x^{k}} I^{\alpha+k} f(x) \quad \text { for } \operatorname{Re} \alpha>-k \tag{1.2}
\end{equation*}
$$

If $-k \leqq \operatorname{Re} \alpha<0$ and $f^{(j)}(0)=0$ for $j=0,1, \cdots, k-1$, then $y(x)=I^{\alpha} f(x)$ is the solution of the first-kind Abel integral equation

$$
\begin{equation*}
\frac{1}{\Gamma(-\alpha)} \int_{0}^{x}(x-s)^{-\alpha-1} y(s) d s=f(x) \quad(x \geqq 0) . \tag{1.3}
\end{equation*}
$$

[^60]For integer $\alpha, I^{\alpha}$ is simply repeated integration or differentiation:

$$
\begin{aligned}
& I^{k} f(x)=\int_{0}^{x} \int_{0}^{x_{k}} \cdots \int_{0}^{x_{2}} f\left(x_{1}\right) d x_{1} d x_{2} \cdots d x_{k}, \\
& I^{0} f(x)=f(x) \\
& I^{-k} f(x)=\frac{d^{k}}{d x^{k}} f(x) .
\end{aligned}
$$

$I^{\alpha}$ is therefore often called fractional integral of order $\alpha$ and also denoted $D^{-\alpha}$, the fractional derivative of order $-\alpha$.

We extend the definition to functions $f(x)=x^{\beta-1} g(x)$, where $g$ is sufficiently differentiable for $x \geqq 0$ and $\beta \neq 0,-1,-2, \cdots$ is arbitrary. The relation

$$
\begin{equation*}
\left(I^{\alpha} \frac{t^{\beta-1}}{\Gamma(\beta)}\right)(x)=\frac{x^{\alpha+\beta-1}}{\Gamma(\alpha+\beta)} \quad(\operatorname{Re} \alpha>0, \operatorname{Re} \beta>0) \tag{1.4}
\end{equation*}
$$

can be used as a definition for general $\alpha, \beta \in \mathbb{C}, \beta \neq 0,-1,-2, \cdots$. Expanding $g$ as a Taylor series with Bernoulli remainder we see that $\left(I^{\alpha} t^{\beta-1} g\right)(x)$ is then well defined.

For the numerical approximation we wish to preserve two characteristic properties of $I^{\alpha}$ :
(i) the homogeneity of $I^{\alpha}$

$$
\left(I^{\alpha} f\right)(x)=x^{\alpha}\left(I^{\alpha} f(t x)\right)(1)
$$

(ii) the convolution structure of $I^{\alpha}$

$$
I^{\alpha} f=\frac{1}{\Gamma(\alpha)} t^{\alpha-1} * f
$$

So we consider convolution quadratures

$$
\begin{equation*}
I_{h}^{\alpha} f(x)=h^{\alpha} \sum_{j=0}^{n} \omega_{n-j} f(j h)+h^{\alpha} \sum_{j=0}^{s} w_{n j} f(j h) \quad(x=n h) \tag{1.5}
\end{equation*}
$$

where the convolution quadrature weights $\omega_{n}(n \geqq 0)$ and the starting quadrature weights $w_{n j}(n \geqq 0, j=0, \cdots, s ; s$ fixed) do not depend on $h$.

Because of the factor $h^{\alpha}$ we have then the homogeneity relation

$$
\left(I_{h}^{\alpha} f\right)(x)=x^{\alpha}\left(I_{h / x}^{\alpha} f(t x)\right)(1)
$$

Also the convolution structure is essentially preserved. It is violated only by the few correction terms of the starting quadrature which will be necessary for high order schemes. For the computation of the values $I_{h}^{\alpha} f(n h)(n=0, \cdots, N-1)$ one needs only $N$ evaluations of the function $f$ and, using fast Fourier transform techniques, only $O(N$ $\log N$ ) additions and multiplications.

There remains the important question: How have the weights $\omega_{n}$ and $w_{n j}$ to be chosen in order that $I_{h}^{\alpha} f(x)$ approximate $I^{\alpha} f(x)$ with a prescribed order $O\left(h^{p}\right)$ ? A complete answer is given in §2. After introducing the appropriate definitions we show in Theorem 2.5 that a convolution quadrature is convergent of order $p$ if and only if it is stable and consistent of order $p$. This result is an extension of Dahlquist's [3] classical
theorem on linear multistep methods. An easy way of computing a convolution quadrature of order $p$ is by using a $p$ th order linear multistep method to the power $\alpha$ (Theorem 2.6), called a fractional linear multistep method. The proofs of the results in $\S 2$ constitute $\S 3$. In $\S 4$ we give some brief remarks on the implementation of fractional linear multistep methods. $\S 5$ contains numerical examples for some applications of fractional calculus: Abel's integral equation, diffusion in a half-space, special functions of mathematical physics.

We conclude this section with a remark on the notation: If a function $f(x)$ is undefined for $x=0$, we put for simplicity $f(0)=0$. The convolution of two functions $f(x), g(x)$ defined on $x \geqq 0$ is denoted by

$$
(f * g)(x)=\int_{0}^{x} f(x-s) g(s) d s \quad(x \geqq 0)
$$

Given a sequence $a=\left(a_{n}\right)_{0}^{\infty}$ we denote by

$$
a(\zeta)=\sum_{n=0}^{\infty} a_{n} \zeta^{n}
$$

its generating power series. We do not distinguish between a formal power series, a convergent power series and the analytical function with which it coincides in its disc of convergence. We refer to $\left(a_{n}\right)$ as the coefficients of $a(\zeta)$.
2. Convergence of convolution quadratures; fractional linear multistep methods. To motivate the following definitions and results we consider first the case $\alpha=1$ in (1.1) and (1.5).

If a linear multistep method $(\rho, \sigma)$ (where, as usual, $\rho$ and $\sigma$ denote the generating polynomials of the method, see e.g. Henrici [8]) is applied to the quadrature problem

$$
y^{\prime}(x)=f(x), \quad y(0)=0, \quad \text { i.e. } \quad y(x)=\int_{0}^{x} f(s) d s
$$

it is well known [17], [20], [15] that the resulting numerical solution can be written as a convolution quadrature (1.5) where the weights $\omega_{n}$ are the coefficients of

$$
\begin{equation*}
\omega(\zeta)=\frac{\sigma(1 / \zeta)}{\rho(1 / \zeta)} . \tag{2.1}
\end{equation*}
$$

The convergence of a linear multistep method is determined by its stability and consistency (Dahlquist [3], [4], also e.g. in Henrici [8]). In terms of the quadrature weights $\omega_{n}$, the method is stable if and only if $\omega_{n}$ are bounded. Consistency of order $p$ can be expressed as

$$
h \omega\left(e^{-h}\right)=1+O\left(h^{p}\right)
$$

In the following definitions we extend these concepts to arbitrary $\alpha \in \mathbb{C}$. Here $\omega=\left(\omega_{n}\right)_{0}^{\infty}$ is a convolution quadrature as in (1.5).

Definition 2.1. A convolution quadrature $\omega$ is stable (for $I^{\alpha}$ ) if

$$
\omega_{n}=O\left(n^{\alpha-1}\right)
$$

Definition 2.2. A convolution quadrature $\omega$ is consistent of order $p\left(\right.$ for $\left.I^{\alpha}\right)$ if

$$
h^{\alpha} \omega\left(e^{-h}\right)=1+O\left(h^{p}\right) .
$$

Here and in the following $p$ is a positive integer.
Remark. For $\operatorname{Re} \alpha>0$ this condition can be interpreted as

$$
h^{\alpha} \sum_{j=0}^{\infty} \omega_{j} e^{-j h}=\frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} t^{\alpha-1} e^{-t} d t+O\left(h^{p}\right),
$$

that is, $\omega$ yields an $O\left(h^{p}\right)$ approximation to the integral of the exponential function on the interval $(0, \infty)$.

For the following it is convenient to introduce the notation

$$
\begin{equation*}
\Omega_{h}^{\alpha} f(x)=h^{\alpha} \sum_{j=0}^{n} \omega_{n-j} f(j h) \quad(x=n h), \tag{2.2}
\end{equation*}
$$

which is the convolution part of (1.5), and

$$
\begin{equation*}
E_{h}^{\alpha}=\Omega_{h}^{\alpha}-I^{\alpha}, \tag{2.3}
\end{equation*}
$$

the convolution quadrature error.
Definition 2.3. A convolution quadrature $\omega$ is convergent of order $p$ (to $I^{\alpha}$ ) if

$$
\begin{equation*}
\left(E_{h}^{\alpha} t^{\beta-1}\right)(1)=O\left(h^{\beta}\right)+O\left(h^{p}\right) \quad \text { for all } \beta \in \mathbb{C}, \beta \neq 0,-1,-2, \cdots . \tag{2.4}
\end{equation*}
$$

This definition is motivated by the following result.
Theorem 2.4. Let $\omega$ satisfy (2.4). Then we have:
(i) For every $\beta \neq 0,-1,-2, \cdots$ there exists a starting quadrature

$$
\begin{equation*}
w_{n j}=O\left(n^{\alpha-1}\right) \quad(n \geqq 0, j=0, \cdots, s) \tag{2.5}
\end{equation*}
$$

such that for any function

$$
\begin{equation*}
f(x)=x^{\beta-1} g(x), \quad g \text { sufficiently differentiable } \tag{2.6}
\end{equation*}
$$

the approximation $I_{h}^{\alpha} f$ given by (1.5) satisfies

$$
\begin{equation*}
I_{h}^{\alpha} f(x)-I^{\alpha} f(x)=O\left(h^{p}\right) \tag{2.7}
\end{equation*}
$$

uniformly for $x \in[a, b]$ with $0<a<b<\infty$. (More precisely, let $\tilde{\beta}=\beta+k$ ( $k$ integer) such that $0<\operatorname{Re} \tilde{\beta} \leqq 1$. Then

$$
\begin{equation*}
\left.I_{h}^{\alpha} f(x)-I^{\alpha} f(x)=O\left(x^{\alpha+\tilde{\beta}-1} h^{p}\right) \text { uniformly for bounded } x .\right) \tag{2.8}
\end{equation*}
$$

(ii) For every $\beta \neq 0,-1,-2, \cdots$ there exists a starting quadrature $w_{n j}$ (which does not necessarily satisfy (2.5)) such that for any function (2.6) the approximation $I_{h}^{\alpha} f$ satisfies (2.7) uniformly for bounded $x$.

Remarks. a) Trivially, (i) implies (2.4).
b) The weights $w_{n j}$ are constructed such that $I_{h}^{\alpha} t^{q+\beta-1}=I^{\alpha} t^{q+\beta-1}$ for all integer $q \geqq 0$ with $\operatorname{Re}(q+\beta-1) \leqq p-1$ in (i) and (ii), and additionally those with $\operatorname{Re}(q+\alpha+\beta$ $-1)<p$ in (ii).
c) More generally, for $\beta_{1}, \cdots, \beta_{m}$ a starting quadrature (2.5) can be given for functions $f(x)=\sum_{j=1}^{m} x^{\beta_{j}-1} g_{j}(x), g_{j}$ sufficiently differentiable, such that (2.7) holds.

In the following we consider convolution quadratures $\omega$ for which

$$
\begin{equation*}
\omega(\zeta)=r_{1}(\zeta)^{\alpha} r_{2}(\zeta) \tag{2.9}
\end{equation*}
$$

where $r_{i}(\zeta)$ are rational functions.

We can now give the main result of this paper.
Theorem 2.5. A convolution quadrature (2.9) is convergent of order $p$ if and only if it is stable and consistent of order $p$.

Remark. a) For the special case $\alpha=1$, Theorem 2.5 reduces in essence to Dahlquist's convergence theorem for linear multistep methods [3], [4].
b) As the proof shows, condition (2.9) can be considerably relaxed. However, the class (2.9) is probably large enough for all practical applications.

For $\alpha=k$ a positive integer, $I^{k} f=I I \cdots I f$ ( $k$-times) is simply the repeated integral of $f$. If we take $I_{h} f$ to be the solution of a linear multistep method ( $\rho, \sigma$ ) applied to $y^{\prime}=f, y(0)=0$ (so that $y=I f$ ), then the repeated method $I_{h}^{k} f=I_{h} \cdots I_{h} f$ can be rewritten as a convolution quadrature (1.5) where the weights are the coefficients of the power series $\omega(\zeta)^{k}$, with $\omega(\zeta)$ given by (2.1). This can be interpreted as the $k$ th power of the multistep method. We remark that squaring linear multistep methods ( $k=2$ ) has been used in the literature, see e.g. Dahlquist [5] and Jeltsch [10]. The following theorem shows that one can also take fractional powers of linear multistep methods. This result is a corollary of Theorem 2.5. It provides a simple means for constructing convolution quadratures for arbitrary $\alpha \in \mathbb{C}$.

Theorem 2.6 (fractional linear multistep methods). Let ( $\rho, \sigma$ ) denote an implicit linear multistep method which is stable and consistent of order p. Assume that the zeros of $\sigma(\zeta)$ have absolute value less than 1. Let $\omega(\zeta)$, given by (2.1), denote the generating power series of the corresponding convolution quadrature $\omega$. Define $\omega^{\alpha}=\left(\omega_{n}^{(\alpha)}\right)_{0}^{\infty}$ by

$$
\begin{equation*}
\omega^{\alpha}(\zeta)=\omega(\zeta)^{\alpha} . \tag{2.10}
\end{equation*}
$$

Then the convolution quadrature $\omega^{\alpha}$ is convergent of order $p\left(\right.$ to $\left.I^{\alpha}\right)$.
We conclude this section with some examples.
Example 2.7. The fractional Euler method, $\omega^{\alpha}(\zeta)=(1-\zeta)^{-\alpha}$, is of historical interest. The method reads

$$
\begin{equation*}
I_{h}^{\alpha} f(x)=h^{\alpha} \sum_{0 \leqq j h \leqq x}(-1)^{j}\binom{-\alpha}{j} f(x-j h) . \tag{2.11}
\end{equation*}
$$

For $\alpha=-k(k=1,2,3, \cdots)$ this is just the $k$ th backward difference quotient. Starting from this observation, Liouville [14, p. 107] had already introduced fractional derivatives by a formula similar to (2.11). Grünwald [7] and Letnikov [13] have shown that (2.11) converges to the Abel-Liouville integral $I^{\alpha} f(x)$ (for $\operatorname{Re} \alpha>0$ ). Their proof (cf. [12, p. 248], [18, p. 51]), however, does not reveal the fact that the method yields an $O(h)$-approximation.

Example 2.8. The ( $p+1$ )-point backward difference formula (BDF), see e.g. Henrici $[8, \S 5.1-4]$, is of order $p$ and satisfies for $p \leqq 6$ the assumptions of Theorem 2.6. The fractional BDF methods given in Table 1 are therefore convergent of order $p$. For $\alpha=-1$ the method reduces to the usual ( $p+1$ )-point backward difference quotient.

Table 1
Generating functions for ( $\mathrm{BDF} p)^{\alpha}, 1 \leqq p \leqq 6$.

| $p$ | $\omega^{\alpha}(\zeta)$ |
| :--- | :--- |
| 1 | $(1-\zeta)^{-\alpha}$ |
| 2 | $\left(3-2 \zeta+1 / 2 \zeta^{2}\right)^{-\alpha}$ |
| 3 | $\left(11 / 6-3 \zeta+3 / 2 \zeta^{2}-1 / 3 \zeta^{3}\right)^{-\alpha}$ |
| 4 | $\left(25 / 12-4 \zeta+4 \zeta^{2}-4 / 3 \zeta^{3}+1 / 4 \zeta^{4}\right)^{-\alpha}$ |
| 5 | $\left(137 / 60-5 \zeta+5 \zeta^{2}-10 / 3 \zeta^{3}+5 / 4 \zeta^{4}-1 / 5 \zeta^{5}\right)^{-\alpha}$ |
| 6 | $\left(147 / 60-6 \zeta+15 / 2 \zeta^{2}-20 / 3 \zeta^{3}+15 / 4 \zeta^{4}-6 / 5 \zeta^{5}+1 / 6 \zeta^{6}\right)^{-\alpha}$ |

Example 2.9. The fractional trapezoidal rule, $\omega^{\alpha}(\zeta)=\left(\frac{1}{2}(1+\zeta) /(1-\zeta)\right)^{\alpha}$, is convergent of order 2 if $\operatorname{Re} \alpha \geqq 0$. Since the numerator has a zero on the unit circle, the method is not stable for $\operatorname{Re} \alpha<0$ (see (3.9), (3.10)).

Example 2.10. The following class of methods can be interpreted as generalized Newton-Gregory formulas.

Let $\gamma_{i}$ denote the coefficients of

$$
\sum_{i=0}^{\infty} \gamma_{i}(1-\zeta)^{i}=\left(\frac{\ln \zeta}{\zeta-1}\right)^{-\alpha}
$$

(see Lemma 3.2), and put

$$
\omega^{\alpha}(\zeta)=(1-\zeta)^{-\alpha}\left[\gamma_{0}+\gamma_{1}(1-\zeta)+\cdots+\gamma_{p-1}(1-\zeta)^{p-1}\right] .
$$

Then $\omega^{\alpha}$ is convergent of order $p$ (to $I^{\alpha}$ ). For $\alpha=1$ this method reduces to the $p$ th order Newton-Gregory formula (i.e. implicit Adams method), for $\alpha=-1$ to the ( $p+1$ )-point backward difference quotient.
3. Proofs. We give first the proof of the central result, Theorem 2.5 , and of its corollary, Theorem 2.6, and finally the proof of Theorem 2.4. We begin with some preparations.

Preparations. We shall repeatedly make use of the following asymptotic expansion for binomial coefficients (cf. [6, p. 47])

$$
\begin{equation*}
(-1)^{n}\binom{-\alpha}{n}=\frac{n^{\alpha-1}}{\Gamma(\alpha)}\left[1+a_{1} n^{-1}+a_{2} n^{-2}+\cdots+a_{N-1} n^{-(N-1)}+O\left(n^{-N}\right)\right] \tag{3.1}
\end{equation*}
$$

where the coefficients $a_{j}$ depend analytically on $\alpha$. $\Omega_{h}^{\alpha} f(x)$, introduced in (2.2), can be extended to

$$
\Omega_{h}^{\alpha} f(x)=h^{\alpha} \sum_{0 \leqq j h \leqq x} \omega_{j} f(x-j h) \quad(x \geqq 0)
$$

which is the convolution of the sequence $h^{\alpha} \omega$ with $f$. Therefore $\Omega_{h}^{\alpha}$ commutes with convolution

$$
\Omega_{h}^{\alpha}(f * g)=\left(\Omega_{h}^{\alpha} f\right) * g
$$

if $f$ is continuous and $g$ is locally integrable.
This property is often shared by $I^{\alpha}$ :

$$
I^{\alpha}(f * g)=\left(I^{\alpha} f\right) * g
$$

which holds for locally integrable $g$ and continuous $f$ if $\operatorname{Re} \alpha>0$, and also for $f$ with $f^{(j)}(0)=0(j=0, \cdots, k-1)$ if $\operatorname{Re} \alpha>-k$. In this case also the convolution quadrature error $E_{h}^{\alpha}=\Omega_{h}^{\alpha}-I^{\alpha}$ satisfies

$$
\begin{equation*}
E_{h}^{\alpha}(f * g)=\left(E_{h}^{\alpha} f\right) * g \tag{3.2}
\end{equation*}
$$

The proof of the above statements is easy and therefore omitted.
The homogeneity of $I^{\alpha}$ and $t^{\beta-1}$ yields

$$
\begin{equation*}
\left(E_{h}^{\alpha} t^{\beta-1}\right)(x)=x^{\alpha+\beta-1}\left(E_{h / x}^{\alpha} x^{\beta-1}\right)(1) . \tag{3.3}
\end{equation*}
$$

Formulas (3.1)-(3.3) and an analytic continuation argument will be the essential tools in the proof of Theorem 2.5.

Proof of Theorem 2.5. We break the proof into several steps which are formulated as lemmas.

Lemma 3.1. If $\left(E_{h}^{\alpha} t^{k-1}\right)(1)=O\left(h^{k}\right)+O\left(h^{p}\right)$ for $k=1,2,3, \cdots$, then $\omega$ is consistent of order $p$.

In particular, convergence of order $p$ implies consistency of order $p$.
Proof. We look first at the quadrature error for $e^{t-x}$ (as a function of $t$ ) on the interval $[0, x]$,

$$
e_{h}(x)=\left(E_{h}^{\alpha} e^{t-x}\right)(x)=h^{\alpha} \sum_{0 \leqq j h \leqq x} \omega_{j} e^{-j h}-\left(I^{\alpha} e^{t-x}\right)(x) .
$$

As $x \rightarrow \infty$, the first expression of the difference tends to $h^{\alpha} \omega\left(e^{-h}\right)$, and

$$
\left(I^{\alpha} e^{t-x}\right)(x) \rightarrow 1 \quad(x \rightarrow \infty) .
$$

(For $\operatorname{Re} \alpha>0$ this is immediate from the definition of Euler's gamma function. For $\operatorname{Re} \alpha \leqq 0$ it follows in the same way as in the derivation of (3.5) below, with $E_{h}^{\alpha}$ replaced by $I^{\alpha}$ ). So we have

$$
\begin{equation*}
e_{h}(\infty)=h^{\alpha} \omega\left(e^{-h}\right)-1 \tag{3.4}
\end{equation*}
$$

We expand $e^{t-x}$ at $t=0$,

$$
e^{t-x}=\sum_{k=0}^{q} \frac{t^{k}}{k!} e^{-x}+\frac{1}{q!}\left(\tau^{q} * e^{\tau-x}\right)(t)
$$

with $q+1 \geqq \max \{p, p-\operatorname{Re} \alpha\}$. We write

$$
e_{h}(x)=e_{h}^{1}(x)+e_{h}^{2}(x)
$$

with

$$
e_{h}^{1}(x)=e^{-x} \sum_{k=0}^{q} \frac{1}{k!}\left(E_{h}^{\alpha} t^{k}\right)(x)
$$

By (3.3), $\left(E_{h}^{\alpha} t^{k}\right)(x)$ has only polynomial growth as $x \rightarrow \infty$. Hence

$$
e_{h}^{1}(\infty)=0 .
$$

By (3.2),

$$
\begin{aligned}
e_{h}^{2}(x) & =\frac{1}{q!} E_{h}^{\alpha}\left(t^{q} * e^{t-x}\right)(x)=\frac{1}{q!}\left(\left(E_{h}^{\alpha} t^{q}\right) * e^{t-x}\right)(x) \\
& =\frac{1}{q!} \int_{0}^{x} e^{-s}\left(E_{h}^{\alpha} t^{q}\right)(s) d s
\end{aligned}
$$

So we obtain

$$
\begin{equation*}
e_{h}(\infty)=\frac{1}{q!} \int_{0}^{\infty} e^{-s}\left(E_{h}^{\alpha} t^{q}\right)(s) d s \tag{3.5}
\end{equation*}
$$

By (3.3) and by assumption,

$$
\left(E_{h}^{\alpha} t^{q}\right)(s)=s^{q+\alpha}\left(E_{h / s}^{\alpha} t^{q}\right)(1)=O\left(s^{q+\alpha-p} h^{p}\right) .
$$

From (3.4) and (3.5) we obtain hence

$$
h^{\alpha} \omega\left(e^{-h}\right)-1=O\left(h^{p}\right),
$$

i.e., consistency of order $p$.

Our next aim is to give in Lemma 3.2 a characterization of consistency. We may write

$$
\omega(\zeta)=(1-\zeta)^{-\mu} \tilde{\omega}(\zeta)
$$

where $\mu$ is chosen such that $\tilde{\omega}(\zeta)$ is holomorphic at 1 and $\tilde{\omega}(1) \neq 0$.
Consistency implies immediately $\mu=\alpha$ and $\tilde{\omega}(1)=1$. We expand $\omega(\zeta)$ at 1 :

$$
\begin{align*}
\omega(\zeta)=(1-\zeta)^{-\alpha}[ & c_{0}+c_{1}(1-\zeta)+c_{2}(1-\zeta)^{2}+\cdots  \tag{3.6}\\
& \left.+c_{N-1}(1-\zeta)^{N-1}+(1-\zeta)^{N} \tilde{r}(\zeta)\right]
\end{align*}
$$

where $\tilde{r}(\zeta)$ is holomorphic at 1.
We can characterize consistency in terms of the coefficients $c_{i}$.
Lemma 3.2. Let $\gamma_{i}$ denote the coefficients of $\sum_{0}^{\infty} \gamma_{i}(1-\zeta)^{i}=(-\ln \zeta /(1-\zeta))^{-\alpha}$. Then $\omega$ is consistent of order $p$
if and only if the coefficients $c_{i}$ in (3.6) satisfy

$$
c_{i}=\gamma_{i} \text { for } i=0,1, \cdots, p-1
$$

Proof. The expression

$$
h^{\alpha} \omega\left(e^{-h}\right)=\left(\frac{h}{1-e^{-h}}\right)^{\alpha} \tilde{\omega}\left(e^{-h}\right)
$$

is $1+O\left(h^{p}\right)$ if and only if

$$
\tilde{\omega}\left(e^{-h}\right)=\left(\frac{h}{1-e^{-h}}\right)^{-\alpha}+O\left(h^{p}\right),
$$

which holds if and only if

$$
\tilde{\omega}(\zeta)=\left(\frac{-\ln \zeta}{1-\zeta}\right)^{-\alpha}+O\left((1-\zeta)^{p}\right) .
$$

Whether the method $\omega$ is stable depends on the remainder in the expansion (3.6). We rewrite (3.6) as

$$
\begin{equation*}
\omega(\zeta)=(1-\zeta)^{-\alpha}\left[c_{0}+c_{1}(1-\zeta)+\cdots+c_{N-1}(1-\zeta)^{N-1}\right]+(1-\zeta)^{N} r(\zeta) \tag{3.7}
\end{equation*}
$$

where $r(\zeta)=(1-\zeta)^{-\alpha} \tilde{r}(\zeta)$.
Lemma 3.3. $\omega$ is stable if and only if the coefficients $r_{n}$ of $r(\zeta)$ in (3.7) satisfy

$$
\begin{equation*}
r_{n}=O\left(n^{\alpha-1}\right) \tag{3.8}
\end{equation*}
$$

Proof. It is immediate from (3.1) that (3.8) implies $\omega_{n}=O\left(n^{\alpha-1}\right)$. Conversely, let $\omega$ be stable. Then $\omega(\zeta)$ has no singularities in the interior of the unit disc, $|\zeta|<1$, and by (2.9) can therefore be written as

$$
\begin{equation*}
\omega(\zeta)=u(\zeta) \prod_{j=0}^{m}\left(\zeta-\zeta_{j}\right)^{-\alpha_{j}} \tag{3.9}
\end{equation*}
$$

where the $\zeta_{j}$ are distinct numbers of absolute value 1 (let $\left.\zeta_{0}=1, \alpha_{0}=\alpha\right), u(\zeta)$ is holomorphic in a neighbourhood of $|\zeta| \leqq 1$, and $u\left(\zeta_{j}\right) \neq 0, \alpha_{j} \neq 0,-1,-2, \cdots$. Expanding $\omega(\zeta)$ at $\zeta_{j}$ yields (cf. partial fraction decomposition)

$$
\omega(\zeta)=\sum_{j=0}^{m}\left(\zeta-\zeta_{j}\right)^{-\alpha_{j}} p_{j}\left(\zeta-\zeta_{j}\right)+q(\zeta)
$$

where $p_{j}$ are polynomials, $p_{j}(0) \neq 0$, and $q(\zeta)$ is analytic in the interior of the unit disc and sufficiently differentiable (say, $k$-times) on the unit circle $|\zeta|=1$, so that its coefficients are $O\left(n^{-k}\right)$, (e.g. [11, p. 24]).

It is now seen from (3.1) that

$$
\begin{equation*}
\omega_{n}=O\left(n^{\alpha-1}\right) \quad \text { if and only if } \operatorname{Re} \alpha_{j} \leqq \operatorname{Re} \alpha \text { for all } j \tag{3.10}
\end{equation*}
$$

Correspondingly, $r(\zeta)$ can be represented as

$$
r(\zeta)=\sum_{j=0}^{m}\left(\zeta-\zeta_{j}\right)^{-\alpha_{j}} \tilde{p}_{j}\left(\zeta-\zeta_{j}\right)+\tilde{q}(\zeta)
$$

with $\tilde{p}_{j}$ and $\tilde{q}$ as $p_{j}$ and $q$ above.
Hence (3.10) holds also with $r_{n}$ instead of $\omega_{n}$. This gives (3.8).
The trivial direction of Lemma 3.3 is used in the next lemma.
Lemma 3.4. Convergence implies stability.
Proof. If $\omega$ is convergent, then it is consistent by Lemma 3.1. With $N=1$ in (3.7) we have therefore

$$
\omega(\zeta)=(1-\zeta)^{-\alpha}+(1-\zeta) r(\zeta) .
$$

We study

$$
\left(E_{h}^{\alpha} 1\right)(1)=h^{\alpha} \sum_{j=0}^{n} \omega_{n-j}-\frac{1}{\Gamma(\alpha+1)} \quad(h n=1)
$$

$\sum_{j=0}^{n} \omega_{n-j}$ is the $n$th coefficient of

$$
\frac{\omega(\zeta)}{1-\zeta}=(1-\zeta)^{-\alpha-1}+r(\zeta)
$$

By (3.1) we have

$$
\left(E_{h}^{\alpha} 1\right)(1)=h^{\alpha}\left[\frac{n^{\alpha}}{\Gamma(\alpha+1)}+O\left(n^{\alpha-1}\right)\right]+h^{\alpha} r_{n}-\frac{1}{\Gamma(\alpha+1)}=O(h)+h^{\alpha} r_{n} \quad(h n=1)
$$

which is $O(h)$ only if $r_{n}=O\left(n^{\alpha-1}\right)$. Now Lemma 3.3 completes the proof.
It remains to show that stability and consistency imply convergence. Let us first have a closer look at the structure of the error.

Lemma 3.5. Let $\alpha, \beta \in \mathbb{C}, \beta \neq 0,-1,-2, \cdots$. If $\omega$ is stable, then the convolution quadrature error of $t^{\beta-1}$ has an asymptotic expansion of the form

$$
\begin{equation*}
\left(E_{h}^{\alpha} t^{\beta-1}\right)(1)=e_{0}+e_{1} h+\cdots+e_{N-1} h^{N-1}+O\left(h^{N}\right)+O\left(h^{\beta}\right) \tag{3.11}
\end{equation*}
$$

where the coefficients $e_{j}=e_{j}\left(\alpha, \beta, c_{0}, \cdots, c_{j}\right)$ depend analytically on $\alpha, \beta$ and the coefficients $c_{0}, \cdots, c_{j}$ of (3.7).

Proof. a) We need the following auxiliary result: The convolution of two sequences $u_{n}=O\left(n^{\mu}\right)$ and $v_{n}=O\left(n^{\nu}\right)$ with $\nu<\min \{-1, \mu-1\}$ satisfies

$$
\begin{equation*}
\sum_{j=0}^{n} u_{n-j} v_{j}=O\left(n^{\mu}\right) \tag{3.12}
\end{equation*}
$$

This is seen from

$$
\left|\sum_{j=0}^{n} u_{n-j} v_{j}\right| \leqq\left|u_{n} v_{0}\right|+\left|u_{0} v_{n}\right|+M n^{\mu} \sum_{j=1}^{n-1}\left(1-\frac{j}{n}\right)^{\mu} j^{\nu}
$$

and

$$
\left(1-\frac{j}{n}\right)^{\mu} \leqq\left\{\begin{array}{ll}
1 & \text { if } \mu \geqq 0 \\
(j+1)^{-\mu} & \text { if } \mu<0
\end{array} \text { for } 1 \leqq j \leqq n-1\right.
$$

b) For $\beta \neq 0,-1,-2, \cdots$ we obtain from (3.1) an asymptotic expansion

$$
\begin{align*}
n^{\beta-1}=b_{0}(-1)^{n} & \binom{-\beta}{n}+b_{1}(-1)^{n}\binom{-\beta+1}{n}+\cdots  \tag{3.13}\\
& +b_{N-1}(-1)^{n}\binom{-\beta+N-1}{n}+O\left(n^{\beta-1-N}\right)
\end{align*}
$$

So we have

$$
\begin{aligned}
& b(\zeta):=\sum_{n=1}^{\infty} n^{\beta-1} \zeta^{n}=b_{0}(1-\zeta)^{-\beta}+b_{1}(1-\zeta)^{-\beta+1}+\cdots \\
&+b_{N-1}(1-\zeta)^{-\beta+N-1}+s(\zeta)
\end{aligned}
$$

where the coefficients $s_{n}$ of $s(\zeta)$ satisfy

$$
\begin{equation*}
s_{n}=O\left(n^{\beta-1-N}\right) \tag{3.14}
\end{equation*}
$$

c) We have to study the expression

$$
h^{\alpha} \sum_{j=1}^{n} \omega_{n-j}(j h)^{\beta-1} \quad(h n=1)
$$

$y_{n}=\sum_{j=1}^{n} \omega_{n-j} j^{\beta-1}$ is the $n$th coefficient of $y(\zeta)=\omega(\zeta) b(\zeta)$ which by inserting (3.7) and (3.13) can be written as

$$
\begin{gathered}
y(\zeta)=d_{0}(1-\zeta)^{-(\alpha+\beta)}+d_{1}(1-\zeta)^{-(\alpha+\beta)+1}+\cdots+d_{2 N-2}(1-\zeta)^{-(\alpha+\beta)+2 N-2} \\
+\omega(\zeta) s(\zeta)+[b(\zeta)-s(\zeta)](1-\zeta)^{N} r(\zeta)
\end{gathered}
$$

where $d_{k}=\sum_{j=0}^{k} b_{k-j} c_{j}$.
If $N$ is chosen sufficiently large, then the coefficients of $\omega(\zeta) s(\zeta)$ and

$$
[b(\zeta)-s(\zeta)](1-\zeta)^{N} r(\zeta)=\left[b_{0}(1-\zeta)^{-\beta+N}+\cdots+b_{N-1}(1-\zeta)^{-\beta+2 N-1}\right] r(\zeta)
$$

are $O\left(n^{\alpha-1}\right)$ by (3.1), (3.8), (3.14) and (3.12).
By (3.1) we have therefore

$$
y_{n}=\tilde{e}_{0} n^{\alpha+\beta-1}+e_{1} n^{(\alpha+\beta-1)-1}+\cdots+e_{N} n^{(\alpha+\beta-1)-N}+O\left(n^{\alpha-1}\right) .
$$

This gives the desired result for

$$
\left(E_{h}^{\alpha} t^{\beta-1}\right)(1)=h^{\alpha+\beta-1} y_{n}-\left(I^{\alpha} t^{\beta-1}\right)(1) \quad(h n=1) .
$$

In Lemma 3.8 below we shall show that $e_{0}=\cdots=e_{p-1}=0$ if the method is stable and consistent of order $p$. First, we need two auxiliary results in which we restrict our attention to $\operatorname{Re} \alpha>0$.

Lemma 3.6. Let $\operatorname{Re} \alpha>0$.
If $\left(E_{h}^{\alpha} t^{p-1}\right)(1)=O\left(h^{p}\right)$, then $\left(E_{h}^{\alpha} t^{\beta-1}\right)(1)=O\left(h^{p}\right)$ for all $\operatorname{Re} \beta>p$.
Proof. Let $\beta=p+\mu$. By (1.4),

$$
t^{\beta-1}=\frac{\Gamma(p+\mu)}{\Gamma(p) \Gamma(\mu)} t^{p-1} * t^{\mu-1}
$$

By (3.3),

$$
\left(E_{h}^{\alpha} t^{p-1}\right)(x)=O\left(x^{\alpha-1} h^{p}\right)
$$

By (3.2),

$$
E_{h}^{\alpha}\left(t^{p-1} * t^{\mu-1}\right)(1)=\left(E_{h}^{\alpha} t^{p-1} * t^{\mu-1}\right)(1)=O\left(h^{p}\right)
$$

Hence also

$$
\left(E_{h}^{\alpha} t^{\beta-1}\right)(1)=O\left(h^{p}\right)
$$

Remark. $E_{h}^{\alpha} t^{p-1}$ is the Peano kernel of the quadrature $\omega$.
Lemma 3.7. Let $\operatorname{Re} \alpha>0$. There exist numbers $\tilde{\gamma}_{0}, \tilde{\gamma}_{1}, \tilde{\gamma}_{2}, \cdots$ (independent of $\omega$ ) such that the following equivalence holds for stable $\omega$ :

$$
\begin{equation*}
\left(E_{h}^{\alpha} t^{q-1}\right)(1)=O\left(h^{q}\right) \quad \text { for } q=1,2, \cdots, p \tag{3.15}
\end{equation*}
$$

if and only if the coefficients $c_{i}$ of (3.7) satisfy

$$
\begin{equation*}
c_{i}=\tilde{\gamma}_{i} \text { for } i=0,1, \cdots, p-1 \tag{3.16}
\end{equation*}
$$

Proof. The proof proceeds by induction on $p$. Trivially the statement holds for $p=0$.

Assume now that Lemma 3.7 has already been proved up to order $p$. We shall prove it for $p+1$.

Let either of (3.15) or (3.16) hold. By the induction hypothesis, it suffices to show that $c_{p}$ can be uniquely chosen such that

$$
\left(E_{h}^{\alpha} t^{p}\right)(1)=O\left(h^{p+1}\right)
$$

From Lemma 3.6 (and from Lemma 3.5 for $p=0$ ) we know already

$$
\begin{equation*}
\left(E_{h}^{\alpha} t^{p}\right)(1)=O\left(h^{p}\right) \tag{3.17}
\end{equation*}
$$

For any integer $n$ we may write

$$
n^{p}=\sum_{k=1}^{p+1} b_{k}\binom{n+k-1}{n}=\sum_{k=1}^{p+1} b_{k}(-1)^{n}\binom{-k}{n}
$$

so that (with $h n=1$ )

$$
\left(\Omega_{h}^{\alpha} t^{p}\right)(1)=h^{\alpha} \sum_{j=0}^{n} \omega_{j}(n-j)^{p} h^{p}=h^{p+\alpha} \sum_{k=1}^{p+1} b_{k} \sum_{j=0}^{n} \omega_{j}(-1)^{n-j}\binom{-k}{n-j}
$$

The inner sum is the $n$th coefficient of

$$
\begin{aligned}
& \frac{\omega(\zeta)}{(1-\zeta)^{k}}=\tilde{\gamma}_{0}(1-\zeta)^{-\alpha-k}+\cdots+\tilde{\gamma}_{p-1}(1-\zeta)^{-\alpha+p-1-k} \\
&+c_{p}(1-\zeta)^{-\alpha+p-k}+(1-\zeta)^{p+1-k} r(\zeta)
\end{aligned}
$$

Using (3.1), (3.8) and (3.17) we obtain

$$
\left(E_{h}^{\alpha} t^{p}\right)(1)=\frac{c_{p}-\tilde{\gamma}_{p}}{\Gamma(\alpha+1)} h^{p}+O\left(h^{p+1}\right)
$$

where $\tilde{\gamma}_{p}$ depends only on $\alpha$ and $\tilde{\gamma}_{0}, \cdots, \tilde{\gamma}_{p-1}$. Hence (3.15) holds for $p+1$ instead of $p$ if and only if additionally $c_{p}=\tilde{\gamma}_{p}$.

We have now arrived at the final step of the proof.
Lemma 3.8. Let $\alpha \in \mathbb{C}$. If $\omega$ is stable and consistent of order $p$, then it is also convergent of order $p$.

Proof. Let first $\operatorname{Re} \alpha>0$. Since (3.15) implies consistency of order $p$ by Lemma 3.1, the numbers $\tilde{\gamma}_{i}$ of Lemma 3.7 and $\gamma_{i}=\gamma_{i}(\alpha)$ of Lemma 3.2 are identical.

By Lemmas 3.5 and 3.6 we have then for $\operatorname{Re} \alpha>0, \operatorname{Re} \beta>p$

$$
e_{j}\left(\alpha, \beta, \gamma_{0}(\alpha), \cdots, \gamma_{j}(\alpha)\right)=0 \quad(j=0, \cdots, p-1)
$$

By analyticity, this holds then for all $\alpha, \beta$.
If the method is consistent of order $p$, we have by Lemma $3.2 c_{i}=\gamma_{i}(\alpha)$ for $i=0, \cdots, p-1$. Now Lemma 3.5 gives the result.

We have thus completed the proof of Theorem 2.5.
Proof of Theorem 2.6. The linear multistep method is consistent of order $p$, i.e.

$$
h \omega\left(e^{-h}\right)=1+O\left(h^{p}\right)
$$

Taking this relation to power $\alpha$ yields

$$
h^{\alpha} \omega^{\alpha}\left(e^{-h}\right)=1+O\left(h^{p}\right)
$$

so that $\omega^{\alpha}$ is consistent of order $p$ for $I^{\alpha}$. Under the given assumptions on $(\rho, \sigma)$ we can write

$$
\omega(\zeta)=\frac{\sigma\left(\zeta^{-1}\right)}{\rho\left(\zeta^{-1}\right)}=\prod_{i=0}^{r}\left(1-\zeta_{i} \zeta\right)^{-1} v(\zeta)
$$

where $v(\zeta)$ is analytic and without zeros in a neighbourhood of $|\zeta| \leqq 1$, and $\zeta_{i}$ are the zeros of $\rho(\zeta)$ on the unit circle. Hence

$$
\omega^{\alpha}(\zeta)=\prod_{i=0}^{r}\left(1-\zeta_{i} \zeta\right)^{-\alpha} u(\zeta)
$$

where $u(\zeta)=v(\zeta)^{\alpha}$ is analytic in a neighbourhood of $|\zeta| \leqq 1$. By (3.9) and (3.10),

$$
\omega_{n}^{(\alpha)}=O\left(n^{\alpha-1}\right)
$$

so that $\omega^{\alpha}$ is stable. Now Theorem 2.5 completes the proof.
Proof of Theorem 2.4. The proof is based on a Peano kernel technique similar as in Lemmas 3.1 and 3.6.
(i) Fix $\beta \neq 0,-1,-2, \cdots$. Let the integer $m$ such that

$$
\operatorname{Re}(m+\beta-1) \leqq p<\operatorname{Re}(m+\beta) .
$$

A suitable starting quadrature can be chosen by putting

$$
\begin{equation*}
h^{\alpha} \sum_{j=1}^{m} w_{n j}(j h)^{q+\beta-1}+\left(E_{h}^{\alpha} t^{q+\beta-1}\right)(1)=0 \quad(q=0,1, \cdots, m-1 ; h n=1) \tag{3.18}
\end{equation*}
$$

This gives a Vandermonde type system of equations for $w_{n j}(j=1, \cdots, m)$,

$$
\sum_{j=1}^{m} w_{n j} j^{q+\beta-1}=O\left(n^{\alpha-1}\right) \quad \text { by (2.4) }
$$

Hence also

$$
\begin{equation*}
w_{n j}=O\left(n^{\alpha-1}\right) \tag{3.19}
\end{equation*}
$$

as desired.
Let $f(x)=x^{\beta-1} g(x), g$ sufficiently differentiable. Expanding $f$ as a fractional Taylor series with Bernoulli remainder term gives (let $f^{(\mu)}=I^{-\mu} f$ )

$$
\begin{equation*}
f(x)=\sum_{q=0}^{N} \frac{f^{(q+\beta-1)}(0)}{\Gamma(q+\beta)} x^{q+\beta-1}+\frac{1}{\Gamma(N+\beta)}\left(t^{N+\beta-1} * f^{(N+\beta)}\right)(x) . \tag{3.20}
\end{equation*}
$$

If $\operatorname{Re}(N+\beta-1)>p$, then (3.3) and (2.4) yield

$$
\left(E_{h}^{\alpha} t^{N+\beta-1}\right)(x)=O\left(x^{N-p+\alpha+\beta-1} h^{p}\right)
$$

If additionally $\operatorname{Re}(N-p+\alpha+\beta)>0$, then (3.2) and the boundedness of $f^{(N+\beta)}$ give

$$
\begin{align*}
E_{h}^{\alpha}\left(t^{N+\beta-1} * f^{(N+\beta)}\right)(x) & =\left(E_{h}^{\alpha} t^{N+\beta-1} * f^{(N+\beta)}\right)(x)  \tag{3.21}\\
& =O\left(x^{N-p+\alpha+\beta} h^{p}\right)
\end{align*}
$$

for bounded $x$.
By our choice of the starting quadrature ((3.18), (3.19)), by the homogeneity relation (3.3) and by (3.20), (3.21) we have

$$
\begin{aligned}
I_{h}^{\alpha} f(x)-I^{\alpha} f(x) & =E_{h}^{\alpha} f(x)+h^{\alpha} \sum_{j=1}^{m} w_{n j} f(j h) \\
& =O\left(x^{m-p+\alpha+\beta-1} h^{p}\right)+\cdots+O\left(x^{N-p+\alpha+\beta-1} h^{p}\right)+O\left(x^{N-p+\alpha+\beta} h^{p}\right) \\
& =O\left(x^{m-p+\alpha+\beta-1} h^{p}\right) \quad \text { uniformly for bounded } x .
\end{aligned}
$$

This gives (i) of Theorem 2.4 (note $\tilde{\beta}=m-p+\beta$ ).
(ii) If $m$ is (3.18) is replaced by $l>m$ with $\operatorname{Re}(l-p+\alpha+\beta-1) \geqq 0$, then the corresponding starting quadrature weights satisfy

$$
w_{n j}=O\left(n^{l-1-p+\alpha+\beta-1}\right),
$$

and the same arguments as above show

$$
I_{h}^{\alpha} f(x)-I^{\alpha} f(x)=O\left(h^{p}\right) \quad \text { uniformly for bounded } x .
$$

## 4. Implementation.

4.1. Weights of fractional linear multistep methods $\boldsymbol{\omega}^{\alpha}$. The coefficients of $\omega^{\alpha}$, defined by (2.10), are computed most efficiently by Fast Fourier Transform (FFT) techniques for formal power series as described by Henrici [9, §5]. The weights $\omega_{0}^{(\alpha)}, \cdots, \omega_{N-1}^{(\alpha)}$ are thus obtained using only $O(N \log N)$ additions and multiplications.
4.2. Starting quadrature weights $\boldsymbol{w}_{\boldsymbol{n} j}$. Multiplying (3.18) by $n^{q+\alpha+\beta-1}$ and using (1.4) we obtain

$$
\begin{equation*}
\sum_{j=1}^{s} w_{n j} j^{q+\beta-1}=\frac{\Gamma(q+\beta)}{\Gamma(\alpha+q+\beta)} n^{q+\alpha+\beta-1}-\sum_{j=1}^{n} \omega_{n-j} j^{q+\beta-1} \quad(q=0, \cdots, s-1) \tag{4.1}
\end{equation*}
$$

Exploiting the convolution structure of the right-hand side, the weights $w_{n j}(n=$ $1, \cdots, N$ and $j=1, \cdots, s)$ can be computed from (4.1) with $O(N \log N)$ operations, using FFT-techniques (cf. [9]).

The starting quadrature of (ii) in Theorem 2.4 can be used on short intervals. If $w_{n j}$ of (ii) do not satisfy (2.5), then they dominate $\omega_{n}$ for large $n$, and errors in the evaluation of $f(j h)(j=1, \cdots, s)$ are unduly magnified.
(As a marginal note: For large $n$ the right-hand side of (4.1) can be computed only with large relative error, due to cancellation of leading digits. Moreover the Vandermonde system is ill-conditioned for large $s$. Hence the weights $w_{n j}$ are computed with possibly low accuracy. This does, however, not affect the accuracy of the quadrature, since it is only important that (4.1) holds up to machine precision).
4.3. Computation of $\Omega_{h}^{\alpha}$. After $f_{j}=f(j h)$ have been evaluated, the values of the convolution $\Omega_{h}^{\alpha} f(n h)=h^{\alpha} \sum_{j=1}^{n} \omega_{n-j} f_{j}(n=1, \cdots, N)$ can be computed simultaneously by FFT-techniques with only $O(N \log N)$ operations.

## 5. Applications and numerical examples.

5.1. Abel's integral equation. Historically, the first application of fractional calculus was probably given by Abel in his study of the tautochrone problem ([1], see also [18, p. 183]). This led him to the integral equation

$$
\frac{1}{\sqrt{\pi}} \int_{0}^{x}(x-s)^{-1 / 2} y(s) d s=f(x)
$$

the solution of which he found to be

$$
y(x)=I^{-1 / 2} f(x)
$$

For our numerical experiments we have used the (BDF3) ${ }^{-1 / 2}$ method (third order backward differentiation formula to power $-\frac{1}{2}$, see Example 2.8). We give the results for the function

$$
f(x)=\frac{x}{1+x} .
$$

The exact solution is then given by (see [18, p. 121])

$$
\begin{equation*}
I^{-1 / 2} \frac{x}{1+x}=\frac{2}{\sqrt{\pi}} \sqrt{x}_{2} F_{1}\left(1,2 ; \frac{3}{2} ;-x\right), \tag{5.1}
\end{equation*}
$$

where ${ }_{2} F_{1}$ denotes the hypergeometric function. The solution at $x=1$ is $y(1)=$ 0.4579033863 . The numerical results are given in Table 2.

Table 2

| $h$ | numerical solution | error | error $/ h^{3}$ |
| ---: | :--- | :--- | :--- |
| 0.04 | 0.4579085018 | $0.512_{10^{-5}}$ | 0.0799 |
| 0.02 | 0.4579040377 | $0.651_{10^{-6}}$ | 0.0814 |
| 0.01 | 0.4579034683 | $0.820_{10^{-7}}$ | 0.0820 |

5.2. Diffusion problems. As a simple example, consider the heat equation in a half-space

$$
u_{t}=u_{x x} \quad(x>0, t>0)
$$

with initial condition

$$
u(x, 0)=0 \quad(x>0)
$$

with boundary conditions

$$
u(\infty, t)=0 \quad(t>0)
$$

and either

$$
\begin{array}{rlll}
\text { (i) } & u(0, t)=f(t) & (t>0) & \text { or }  \tag{i}\\
\text { (ii) } & u_{x}(0, t)=g(t) & (t>0) & \text { or } \\
\text { (iii) } & u_{x}(0, t)=G(u(0, t)) & (t>0) . &
\end{array}
$$

The solution at the surface $x=0$ satisfies (cf. [2, App. 2 to Ch. V])

$$
u(0, t)=-\frac{1}{\sqrt{\pi}} \int_{0}^{t}(t-s)^{-1 / 2} u_{x}(0, s) d s \quad(t>0)
$$

For boundary conditions (ii) the surface temperature $u(0, t)$ is thus obtained as $-I^{1 / 2} g(t)$. For boundary conditions (i) this formula is a first kind Abel integral equation for the surface flux $u_{x}(0, t)$, which hence equals $-I^{-1 / 2} f(t)$. In case (iii) we obtain a second kind Abel integral equation for $u(0, t)$. The application of fractional linear multistep methods to such equations is discussed in the author's paper [16]. The solution $u(x, t)$ can be recovered from the surface flux by

$$
u(x, t)=-\frac{1}{\sqrt{\pi}} \int_{0}^{t}(t-s)^{-1 / 2} \exp \left(\frac{-x^{2}}{4(t-s)}\right) u_{x}(0, s) d s
$$

As a numerical example related to (ii), we have used the (BDF4) ${ }^{1 / 2}$ method (see Example 2.8) to compute

$$
\begin{equation*}
I^{1 / 2} \frac{\sin \sqrt{t}}{\sqrt{\pi}}=\sqrt{t} J_{1}(\sqrt{t}) \tag{5.2}
\end{equation*}
$$

where $J_{1}$ denotes the Bessel function (see [18, p. 124]). At $t=1$ the solution is $J_{1}(1)=$ 0.4400505857449 . The numerical results are given in Table 3.

Table 3

| $h$ | numerical solution | error | error $/ h^{4}$ |
| ---: | :--- | :---: | :---: |
| 0.04 | 0.4400505854008 | $-0.344_{10^{-9}}$ | $-0.134_{10^{-3}}$ |
| 0.02 | 0.4400505857240 | $-0.209_{10^{-10}}$ | $-0.130_{10^{-3}}$ |
| 0.01 | 0.4400505857436 | $-0.128_{10^{-11}}$ | $-0.127_{10^{-3}}$ |

5.3. Special functions. The relations (5.1) and (5.2) are special cases of

$$
\begin{aligned}
& { }_{2} F_{1}(a, b ; c ; x)=\frac{\Gamma(c) x^{1-c}}{\Gamma(b)} I^{c-b}\left[x^{b-1}(1-x)^{-a}\right] \text { and } \\
& J_{\mu}(\sqrt{x})=\frac{2}{\sqrt{\pi}}(2 \sqrt{x})^{-\mu} I^{\mu-1 / 2} \sin \sqrt{x} .
\end{aligned}
$$

Among the special functions which can be represented as fractional integrals of simpler functions are: hypergeometric functions, confluent and generalized hypergeometric functions, Bessel and Struve functions, Legendre functions, elliptic integrals etc. (see [12], [18]). Convolution quadratures for their computation are particularly effective if one is interested in obtaining many values on a grid simultaneously.
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#### Abstract

We develop necessary and sufficient conditions for a function to be represented as a Laplace or Laplace-Stieltjes transform by considering the behaviour of the function on a single vertical line. Various kernels, based on ideal inversion kernels for the Fourier transform, are considered and three new inversion formulae for the Laplace transform are developed.
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1. Introduction. In this paper we examine criteria for a function $f(w)$ to be represented as a Laplace or Laplace-Stieltjes transform by considering the behaviour of the function on a single vertical line. We consider integral transforms of the form

$$
F(t, c, \lambda)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} k(t, v, c, \lambda) f(c+i v) d v
$$

where $k(t, v, c, \lambda)$ is a kernel similar in form to the ideal inversion kernels for the Fourier transform which were examined in [1] and [6].

In [2] Cooper gives necessary and sufficient conditions for a function to be represented as a Laplace transform by considering integral transforms of the form

$$
F(t, c, \lambda)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{(c+i v) t} l(v, \lambda) f(c+i v) d v
$$

We extend these results by considering a wider class of kernels some of which, for example the Post-Widder kernel

$$
k(t, v, c, \lambda)=\left(\frac{\lambda}{\lambda-t(c+i v)}\right)^{\lambda+1}
$$

cannot be written in the form $e^{(c+i v) t} l(v, \lambda)$. We also prove our results for $p$ in the range $1 \leqq \mathrm{p} \leqq \infty$ whereas Cooper in [2], because the proofs of his main theorems depend on Fourier transform theory, has to restrict $p$ to the range $1 \leqq p \leqq 2$.

We show that, under certain conditions on $f(w)$ and the kernels $k(t, v, c, \lambda)$, the boundedness of the set $\left\{F(t, c, \lambda) e^{-a t}\right\}$ in $L_{p}(0, \infty), 1<p \leqq \infty$, is necessary and sufficient for $f(w)$ to be represented as a Laplace transform and if $f$ is the Laplace transform of a function $F$ then $F$ can be found by considering the weak limit of $F(t, c, \lambda) e^{-a t}$ in $L_{p}(0, \infty)$ as $\lambda \rightarrow \infty$. Similarly for $p=1$ we show that the boundedness of the set $\left\{F(t, c, \lambda) e^{-a t}\right\}$ in $L(0, \infty)$ is necessary and sufficient for $f(w)$ to be represented as a Laplace-Stieltjes transform and if $f$ is the Laplace-Stieltjes transform of a function $H$ then $H$ can be found by considering the limit of $\int_{0}^{t} F(u, c, \lambda) d u$ as $\lambda \rightarrow \infty$.

[^61]We show that the Weierstrass and Abel kernels, the Cesaro kernel of positive order and the kernel of ordinary convergence satisfy the conditions of the theorems. We then produce three new inversion formulae for the Laplace transform by showing that the following kernels

$$
\begin{aligned}
& \left(\frac{\lambda}{\lambda-t(c+i v)}\right)^{\lambda+1} \text { the Post-Widder kernel, } \\
& \left(\frac{\lambda+\theta_{\lambda}}{\lambda+\theta_{\lambda}-t(c+i v)}\right)^{\lambda+1} \text { where } \theta_{\lambda}=o(\lambda) \text { as } \lambda \rightarrow \infty,
\end{aligned}
$$

the extended Post-Widder kernel,
and

$$
e^{(c+i v) t} \Gamma\left(1-\frac{i v}{\lambda}\right) \text { the extended Phragmen kernel }
$$

also satisfy the conditions of the theorems. Lastly we show that for a particular class of kernels it is possible to determine the abscissa of absolute convergence of the Laplace transform by considering the behaviour of $f(w)$ on any line in the half-plane of absolute convergence.
2. Notation. We write

$$
(L F)(w)=\int_{0}^{\infty} e^{-w t} F(t) d t
$$

and

$$
(S H)(w)=\int_{0}^{\infty} e^{-w t} d H(t)
$$

for the Laplace and Laplace-Stieltjes transforms.
For any real $a$ we write $F \in L_{p}[a ;(0, \infty)]$ when $F(t) e^{-a t} \in L_{p}(0, \infty)$ and $H \in V[a,(0, \infty)]$ when $H$ is a function of bounded variation over $(0, \infty)$ and

$$
\int_{0}^{\infty} e^{-a t}|d H(t)|
$$

is finite. We will denote the dual of $L_{p}(0, \infty)$ by $L_{p^{\prime}}(0, \infty)$. For $1 \leqq p<\infty$ we use the following notation for function norms

$$
\|\psi(t) ;(0, \infty)\|_{p}=\left\{\int_{0}^{\infty}|\psi(t)|^{p} d t\right\}^{1 / p}
$$

and for $p=\infty$

$$
\|\psi(t) ;(0, \infty)\|_{\infty}=\underset{0<t<\infty}{\operatorname{esssup}}|\psi(t)|
$$

We write $e^{-(c+i v) t} k(t, v, c, \lambda) \rightarrow 1$ boundedly for almost all $(v, t)$ in $(-\infty, \infty) \times(0, \infty)$ as $\lambda \rightarrow \infty$ when

$$
\underset{\substack{-\infty \\-\infty \\ 0<t<\infty}}{\operatorname{ess} \sup ^{2}<\infty}\left|\left|e^{-(c+i v) t} k(t, v, c, \lambda)\right|<M\right.
$$

for all $\lambda>\lambda_{0}$, where $M$ is a constant independent of $v$ and $t$, and

$$
e^{-(c+i v) t} k(t, v, c, \lambda) \rightarrow 1
$$

as $\lambda \rightarrow \infty$ for almost all $(v, t)$ in $(-\infty, \infty) \times(0, \infty)$.
We write

$$
\int_{0}^{\infty} g(t, x, \lambda)\left\{\begin{array} { l } 
{ d t } \\
{ d x }
\end{array} \text { is bounded uniformly in } \left\{\begin{array}{l}
x \\
t
\end{array} \text { and } \lambda\right.\right.
$$

when $\int_{0}^{\infty} g(t, x, \lambda) d t$ is bounded uniformly in $x$ and $\lambda$ and $\int_{0}^{\infty} g(t, x, \lambda) d x$ is bounded uniformly in $t$ and $\lambda$.

For the Fourier transform of $k(t, v, c, \lambda)$ with respect to $v$ we write

$$
K(t, x, c, \lambda)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-i v x} k(t, v, c, \lambda) d v .
$$

We will denote the characteristic function of the interval $(a, b)$ by $\chi_{(a, b)}(v)$.
In all theorems we are only concerned with $\lambda \rightarrow \infty$ so to avoid any difficulties with small values of $\lambda$ we will restrict $\lambda$ to the range $\lambda>\lambda_{0}$.
3. Necessary conditions for the representation of functions as Laplace or Laplace-Stieltjes transforms. We now show that, under certain conditions on the kernel $k(t, v, c, \lambda)$, the boundedness of the integral transform

$$
F(t, c, \lambda) e^{-a t}=\frac{e^{-a t}}{2 \pi} \int_{-\infty}^{\infty} k(t, c, v, \lambda) f(c+i v) d v
$$

in $L_{p}(0, \infty)$ is a necessary condition for a function $f(w)$ to be represented as a Laplace or Laplace-Stieltjes transform.

For the theorems dealing with necessary conditions there are no restrictions on the relative values of the real numbers $a$ and $c$ apart from the restrictions imposed by the given function $F(t)$ and the kernel $k(t, v, c, \lambda)$ but in $\S 4$, where we prove the corresponding sufficiency theorems, we will require that $a \leqq c$.

Firstly for the case $1<p<\infty$.
Theorem 1. Let $f=L F$, where $F \in L_{p}[a ;(0, \infty)]$ and $1<p<\infty$, and let $c$ be a real number such that the Laplace transform, $f(w)$, converges absolutely for $w=c+i v$. As a function of $v$ let $k(t, v, c, \lambda) \in L(-\infty, \infty)$ for all $t>0$ and $\lambda>\lambda_{0}$.

Let $\int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)|\left\{\begin{array}{l}d t \\ d x \\ d x\end{array}\right.$ be bounded uniformly in $\left\{\begin{array}{l}x \\ t\end{array}\right.$ and $\lambda$ for all $\left\{\begin{array}{l}x>0 \\ t>0\end{array}\right.$ and $\lambda>\lambda_{0}$. Then there exists a constant $M_{p}$ such that

$$
\left\|F(t, c, \lambda) e^{-a t} ;(0, \infty)\right\|_{p} \leqq M_{p}
$$

uniformly in $\lambda$ for all $\lambda>\lambda_{0}$.
Proof. By hypothesis there exist constants $N_{1}$ and $N_{2}$ such that

$$
\int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d t \leqq N_{1}
$$

and

$$
\int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d x \leqq N_{2} .
$$

Now

$$
\begin{aligned}
F(t, c, \lambda) e^{-a t} & =\frac{e^{-a t}}{2 \pi} \int_{-\infty}^{\infty} k(t, v, c, \lambda) f(c+i v) d v \\
& =\frac{e^{-a t}}{2 \pi} \int_{-\infty}^{\infty} k(t, v, c, \lambda) d v \int_{0}^{\infty} e^{-(c+i v) x} F(x) d x \\
& =\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} F(x) e^{-a x} e^{-a t} e^{(a-c) x} K(t, x, c, \lambda) d x
\end{aligned}
$$

Hence, using Holder's inequality,

$$
\begin{aligned}
& \left\|F(t, c, \lambda) e^{-a t} ;(0, \infty)\right\|_{p}^{p} \\
& \begin{array}{l}
\leqq(2 \pi)^{-p / 2} \int_{0}^{\infty} d t\left[\left\{\int_{0}^{\infty}\left|F(x) e^{-a x}\right|^{p} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d x\right\}\right. \\
\\
\left.\cdot\left\{\int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d x\right\}^{p / p^{\prime}}\right] \\
\leqq(2 \pi)^{-p / 2} N_{2}^{p / p^{\prime}} \int_{0}^{\infty} d t \int_{0}^{\infty}\left|F(x) e^{-a x}\right|^{p} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d x \\
\leqq(2 \pi)^{-p / 2} N_{2}^{p / p^{\prime}} \int_{0}^{\infty}\left|F(x) e^{-a x}\right|^{p} d x \int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d t \\
\leqq(2 \pi)^{-p / 2} N_{2}^{p / p^{\prime}} N_{1} \int_{0}^{\infty}\left|F(x) e^{-a x}\right|^{p} d x
\end{array}
\end{aligned}
$$

which is bounded, since $F \in L_{p}[a ;(0, \infty)]$, where the two interchanges of integration are justified by Fubini's theorem.

Theorem 1 also holds for $p=\infty$ and $p=1$ but we show that it is possible to prove the necessity theorem under less restrictive conditions on $k(t, v, c, \lambda)$ for these two particular cases.

Secondly for the case $p=\infty$.
Theorem 2. Let $f=L F$, where $F \in L_{\infty}[a ;(0, \infty)]$, and let $c$ be a real number such that the Laplace transform, $f(w)$, converges absolutely for $w=c+i v$. As a function of $v$ let $k(t, v, c, \lambda) \in L(-\infty, \infty)$ for all $t>0$ and $\lambda>\lambda_{0}$. Let

$$
\int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d x
$$

be bounded uniformly in $t$ and $\lambda$ for all $t>0$ and $\lambda>\lambda_{0}$. Then there exists a constant $M_{\infty}$ such that

$$
\left\|F(t, c, \lambda) e^{-a t} ;(0, \infty)\right\|_{\infty} \leqq M_{\infty}
$$

uniformly in $\boldsymbol{\lambda}$ for all $\boldsymbol{\lambda}>\lambda_{0}$.

Proof. Using the same method as in Theorem 1, we have

$$
\begin{aligned}
& \left\|F(t, c, \lambda) e^{-a t} ;(0, \infty)\right\|_{\infty} \\
& \quad=\frac{1}{\sqrt{2 \pi}} \operatorname{ess} \sup \left|\int_{0<t<\infty}^{\infty} F(x) e^{-a x} e^{-a t} e^{(a-c) x} K(t, x, c, \lambda) d x\right| \\
& \quad \leqq \frac{1}{\sqrt{2 \pi}}\left\|F(x) e^{-a x} ;(0, \infty)\right\|_{\substack{\infty \\
0<t<\infty}}^{\operatorname{ess} \sup } \int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d x
\end{aligned}
$$

which is bounded uniformly in $\lambda$.
Thirdly for the case $p=1$ we need to consider Laplace-Stieltjes transforms.
Theorem 3. Let $f=S H$, where $H \in V[a ;(0, \infty)]$, and let c be a real number such that the Laplace-Stieltjes transform, $f(w)$, converges absolutely for $w=c+i v$. As a function of $v$ let $k(t, v, c, \lambda) \in L(-\infty, \infty)$ for all $t>0$ and $\lambda>\lambda_{0}$. Let

$$
\int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d t
$$

be bounded uniformly in $x$ and $\lambda$ for all $x>0$ and $\lambda>\lambda_{0}$. Then there exists a constant $M_{1}$ such that

$$
\left\|F(t, c, \lambda) e^{-a t} ;(0, \infty)\right\|_{1} \leqq M_{1}
$$

uniformly in $\lambda$ for all $\lambda>\lambda_{0}$.
Proof. Using the same method as in Theorem 1, we have

$$
\begin{aligned}
\| F(t, c, \lambda) & e^{-a t} ;(0, \infty) \|_{1} \\
& =\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} d t\left|\int_{0}^{\infty} e^{-a t} e^{(a-c) x} K(t, x, c, \lambda) e^{-a x} d H(x)\right| \\
& \leqq \frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} e^{-a x}|d H(x)| \int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d t
\end{aligned}
$$

which is bounded uniformly in $\lambda$. The interchange in the order of integration being justified by Fubini's theorem.

Whilst these three theorems are adequate for most of the particular kernels that we will be considering, the kernel of ordinary convergence, $k(t, v, c, \lambda)=e^{(c+i v) t} \chi_{(-\lambda, \lambda)}(v)$, does not satisfy the conditions of the theorems, since, even for the case $a=c$,

$$
\int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d x
$$

is not bounded.
For the kernel of ordinary convergence we need the following necessity theorem.
Theorem 4. Let $f=L F$, where $F \in L_{p}[a ;(0, \infty)]$ and $p>1$, and let $c$ be a real number such that the Laplace transform, $f(w)$, converges absolutely for $w=c+i v$. As a function of $v$ let $k(t, v, c, \lambda) \in L(-\infty, \infty)$ for all $t>0$ and $\lambda>\lambda_{0}$.

Let the transformation $S_{\lambda}$ be defined by

$$
\left(S_{\lambda} g\right)(t)=\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} g(x) e^{-a t} e^{(a-c) x} K(t, x, c, \lambda) d x
$$

where $g \in L_{p}(0, \infty)$.

Then, if the set of transforms $\left\{S_{\lambda}\right\}$ forms a bounded set of transforms from $L_{p}(0, \infty)$ into itself, there exists a constant, $M_{p}$, such that

$$
\left\|F(t, c, \lambda) e^{-a t} ;(0, \infty)\right\|_{p} \leqq M_{p}
$$

uniformly in $\lambda$ for all $\lambda>\lambda_{0}$.
Proof. The proof follows that of Theorems 1 and 2 up to the equation

$$
F(t, c, \lambda) e^{-a t}=\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} F(x) e^{-a x} e^{-a t} e^{(a-c) x} K(t, x, c, \lambda) d x
$$

and the result then follows directly from the hypothesis.
A similar theorem can be proved for the case $p=1$ but we do not need this theorem as the kernel of ordinary convergence does not satisfy the conditions of Theorem 4 when $p=1$ [1, p. 291].
4. Sufficient conditions for the representation of functions as Laplace or Laplace-Stieltjes transforms. We now show that, under certain conditions on $f(w)$ and the kernel $k(t, v, c, \lambda)$, the boundedness of the integral transform

$$
F(t, c, \lambda) e^{-a t}=\frac{e^{-a t}}{2 \pi} \int_{-\infty}^{\infty} k(t, v, c, \lambda) f(c+i v) d v
$$

in $L_{p}(0, \infty)$ is a sufficient condition for a function $f(w)$ to be represented as a Laplace or Laplace-Stieltjes transform. As already mentioned in $\S 3$ we require that the value of $a$ be restricted to $a \leqq c$.

Firstly we prove the theorem which gives sufficient conditions for a function to be represented as a Laplace transform for $p$ in the range $1<p \leqq \infty$.

Theorem 5. Let $f(w)$ be holomorphic in $\operatorname{Re} w>c$ and continuous in $\operatorname{Re} w \geqq c$. For every $\delta>0$ let there be an $A(\delta)$ such that

$$
|f(w)|<A e^{\delta|w-c|^{2}}
$$

throughout the half-plane $\operatorname{Re} w>c$. For some $m$ let

$$
f(c+i v)=O\left(v^{m}\right)
$$

as $|v| \rightarrow \infty$, for every $\delta>0$ let

$$
f(u)=O\left(e^{\delta u}\right)
$$

as $u \rightarrow \infty$ and let

$$
\left|f\left(c+r e^{i \theta}\right)\right| \rightarrow 0
$$

as $r \rightarrow \infty$ for some $\theta$ in the range $-\pi / 2<\theta<\pi / 2$.
Let $f(c+i v) \in L(-\infty, \infty)$ and let $e^{-(c+i v) t} k(t, v, c, \lambda) \rightarrow 1$ boundedly for almost all $(v, t)$ in $(-\infty, \infty) \times(0, \infty)$ as $\lambda \rightarrow \infty$.

For some $a \leqq c$ let

$$
\left\|F(t, c, \lambda) e^{-a t} ;(0, \infty)\right\|_{p} \leqq M_{p}
$$

uniformly in $\lambda$ for all $\lambda>\lambda_{0}$.
Then, for $1<p \leqq \infty, f=L F$ where $F \in L_{p}[a ;(0, \infty)]$ and $F(t) e^{-a t}$ is the weak limit in $L_{p}(0, \infty)$ of $F(t, c, \lambda) e^{-a t}$ as $\lambda \rightarrow \infty$.

Proof. Let $n$ be a nonnegative integer such that $n>m$ then for $\operatorname{Re} w>c$

$$
\begin{aligned}
\int_{0}^{\infty} t^{n} e^{-w t} F(t, c, \lambda) d t & =\frac{1}{2 \pi} \int_{0}^{\infty} t^{n} e^{-w t} d t \int_{-\infty}^{\infty} k(t, v, c, \lambda) f(c+i v) d v \\
& \rightarrow \frac{1}{2 \pi} \int_{-\infty}^{\infty} f(c+i v) d v \int_{0}^{\infty} t^{n} e^{-w t} e^{(c+i v) t} d t
\end{aligned}
$$

as $\lambda \rightarrow \infty$, where the interchange in the order of integration is justified by Fubini's theorem and the limiting process by dominated convergence. Therefore

$$
\begin{equation*}
\int_{0}^{\infty} t^{n} e^{-w t} F(t, c, \lambda) d t \rightarrow \frac{n!}{2 \pi} \int_{-\infty}^{\infty} \frac{f(c+i v)}{[w-(c+i v)]^{n+1}} d v \tag{4.1}
\end{equation*}
$$

as $\lambda \rightarrow \infty$ for $\operatorname{Re} w>c$. Now by hypothesis

$$
\left\|F(t, c, \lambda) e^{-a t} ;(0, \infty)\right\|_{p} \leqq M_{p}
$$

uniformly in $\lambda$. This is a bounded set in the dual of the Banach space $L_{p^{\prime}}(0, \infty)$ and is therefore relatively weakly compact. Hence there exists $F(t, c)$ such that $F(t, c) e^{-a t} \in L_{p}(0, \infty)$ and $F(t, c) e^{-a t}$ is a weak limiting point of $F(t, c, \lambda) e^{-a t}$ in $L_{p}(0, \infty)$ as $\lambda \rightarrow \infty$. Since

$$
t^{n} e^{-w t} e^{a t} \in L_{p^{\prime}}(0, \infty)
$$

for $\operatorname{Re} w>a$ then as $\lambda \rightarrow \infty \int_{0}^{\infty} t^{n} e^{-w t} F(t, c) d t$ is a limiting point of $\int_{0}^{\infty} t^{n} e^{-w t} F(t, c, \lambda) d t$. Hence by the above statement and (4.1) we have, for $\operatorname{Re} w>c$,

$$
\begin{aligned}
\int_{0}^{\infty} t^{n} e^{-w t} F(t, c) d t & =\frac{n!}{2 \pi} \int_{-\infty}^{\infty} \frac{f(c+i v)}{[w-(c+i v)]^{n+1}} d v \\
& =(-1)^{n} f^{(n)}(w)
\end{aligned}
$$

where the use of Cauchy's formula is justified by the hypothesis, since $n>m$ and $(w-c+1)^{-m} f(w)$ is bounded [3, p. 1326].

Because of the uniqueness of Laplace transforms $F(t, c)$ must be independent of the choice of $c$; therefore letting $F(t)=F(t, c)$, we have

$$
\int_{0}^{\infty} t^{n} e^{-w t} F(t) d t=(-1)^{n} f^{(n)}(w)
$$

for $\operatorname{Re} w>c$, where $F(t) e^{-a t}$ is the weak limit in $L_{p}(0, \infty)$ of $F(t, c, \lambda) e^{-a t}$ as $\lambda \rightarrow \infty$.
Define

$$
\phi(w)=\int_{0}^{\infty} e^{-w t} F(t) d t
$$

then $\phi(w)$ is holomorphic in $\operatorname{Re} w>c$ and

$$
\phi^{(n)}(w)=(-1)^{n} \int_{0}^{\infty} t^{n} e^{-w t} F(t) d t=f^{(n)}(w) .
$$

Therefore for $\operatorname{Re} w>c \phi(w)=f(w)+p(w)$ where $p(w)$ is a polynomial of degree at most ( $n-1$ ). Letting $w=c+r e^{i \theta}$, we have $\left|\phi\left(c+r e^{i \theta}\right)\right| \rightarrow 0$ as $r \rightarrow \infty$ for $-\pi / 2<\theta<$ $\pi / 2$, since $F \in L_{p}[a ;(0, \infty)]$ and, by hypothesis, $\left|f\left(c+r e^{i \theta}\right)\right| \rightarrow 0$ as $r \rightarrow \infty$ for some $\theta$ in the range $-\pi / 2<\theta<\pi / 2$. Hence for $\operatorname{Re} w>c p(w)=0$ and therefore $\phi(w)=f(w)$.

Hence $f(w)=\int_{0}^{\infty} e^{-w t} F(t) d t$ where $F \in L_{p}[a ;(0, \infty)]$ and $F(t) e^{-a t}$ is the weak limit in $L_{p}(0, \infty)$ of $F(t, c, \lambda) e^{-a t}$ as $\lambda \rightarrow \infty$.

Secondly for the case $p=1$ we prove the theorem which gives sufficient conditions for a function to be represented as a Laplace-Stieltjes transform.

Theorem 6. Let $f(w)$ be holomorphic in $\operatorname{Re} w>c$ and continuous in $\operatorname{Re} w \geqq c$. For every $\delta>0$ let there be an $A(\delta)$ such that

$$
|f(w)|<A e^{\delta|w-c|^{2}}
$$

throughout the half-plane $\operatorname{Re} w>c$. For some $m$ let

$$
f(c+i v)=O\left(v^{m}\right)
$$

as $|v| \rightarrow \infty$, for every $\delta>0$ let

$$
f(u)=O\left(e^{\delta u}\right)
$$

as $u \rightarrow \infty$ and let

$$
f\left(c+r e^{i \theta}\right)=O(1)
$$

as $r \rightarrow \infty$ for some $\theta$ in the range $-\pi / 2<\theta<\pi / 2$.
Let $f(c+i v) \in L(-\infty, \infty)$ and let $e^{-(c+i v) t} k(t, v, c, \lambda) \rightarrow 1$ boundedly for almost all $(v, t)$ in $(-\infty, \infty) \times(0, \infty)$ as $\lambda \rightarrow \infty$.

For some $a \leqq c$ let

$$
\left\|F(t, c, \lambda) e^{-a t} ;(0, \infty)\right\|_{1} \leqq M_{1}
$$

uniformly in $\lambda$ for all $\lambda>\lambda_{0}$.
Then $f=S H$, where $H \in V[a ;(0, \infty)]$ and

$$
H(t)-H(0)=\lim _{\lambda \rightarrow \infty} \int_{0}^{t} F(u, c, \lambda) d u
$$

Proof. Let $n$ be a nonnegative integer such that $n>m$ then, as in Theorem 5, we can show that for $\operatorname{Re} w>c$ as $\lambda \rightarrow \infty$

$$
\begin{equation*}
\int_{0}^{\infty} t^{n} e^{-w t} F(t, c, \lambda) d t \rightarrow \frac{n!}{2 \pi} \int_{-\infty}^{\infty} \frac{f(c+i v)}{[w-(c+i v)]^{n+1}} d v \tag{4.2}
\end{equation*}
$$

Now by hypothesis

$$
\left\|F(t, c, \lambda) e^{-a t} ;(0, \infty)\right\|_{1} \leqq M_{1}
$$

uniformly in $\lambda$. Therefore $\left\{\int_{0}^{t} F(u, c, \lambda) e^{-a u} d u\right\}$ is a bounded set in the dual of the Banach space $C_{0}(0, \infty)$ and is therefore relatively weakly compact. Hence there exists $h(t, c) \in V(0, \infty)$ such that $h(t, c)$ is a weak limiting point of $\int_{0}^{t} F(u, c, \lambda) e^{-a u} d u$ as $\lambda \rightarrow \infty$. Therefore

$$
\int_{0}^{\infty} t^{n} e^{-w t} e^{a t} d h(t, c) \text { is a limiting point of } \int_{0}^{\infty} t^{n} e^{-w t} F(t, c, \lambda) d t
$$

as $\lambda \rightarrow \infty$.
Hence by the above statement, (4.2) and using Cauchy's formula, as in theorem 5, we have for $\operatorname{Re} w>c$

$$
\int_{0}^{\infty} t^{n} e^{-w t} e^{a t} d h(t, c)=\frac{n!}{2 \pi} \int_{-\infty}^{\infty} \frac{f(c+i v)}{[w-(c+i v)]^{n+1}} d v=(-1)^{n} f^{(n)}(w)
$$

Because of the uniqueness of normalised Laplace-Stieltjes transforms, $h(t, c)$ must be independent of the choice of $c$; therefore letting $h(t, c)=h(t)$ we have

$$
\int_{0}^{\infty} t^{n} e^{-w t} e^{a t} d h(t)=(-1)^{n} f^{(n)}(w)
$$

for $\operatorname{Re} w>c$.
Define $\phi(w)=\int_{0}^{\infty} e^{-w t} e^{a t} d h(t)$. Then $\phi(w)$ is holomorphic in $\operatorname{Re} w>c$ and

$$
\phi^{(n)}(w)=(-1)^{n} \int_{0}^{\infty} t^{n} e^{-w t} e^{a t} d h(t)=f^{(n)}(w)
$$

Therefore for $\operatorname{Re} w>c$

$$
\phi(w)=f(w)+p(w)
$$

where $p(w)$ is a polynomial in $w$ of degree at most $(n-1)$. Letting $w=c+r e^{i \theta}$, we have

$$
f\left(c+r e^{i \theta}\right)=O(1) \quad \text { as } r \rightarrow \infty \quad \text { for }-\pi / 2<\theta<\pi / 2
$$

since $h(t) \in V(0, \infty)$, and, by hypothesis,

$$
p\left(c+r e^{i \theta}\right)=O(1) \quad \text { as } r \rightarrow \infty
$$

for some $\theta$ in the range $-\pi / 2<\theta<\pi / 2$. Hence for $\operatorname{Re} w>c$

$$
p(w)=A,
$$

where $A$ is a constant, and therefore

$$
f(w)=\int_{0}^{\infty} e^{-w t} e^{a t} d h(t)-A
$$

Now if we define

$$
H(t)-H(0)=\int_{0}^{t} e^{a u} d h(u)
$$

then

$$
f(w)=\int_{0}^{\infty} e^{-w t} d H(t)-A
$$

and the constant $A$ can be absorbed into $H(t)$ by altering the value of $H(t)$ at the origin.

Hence

$$
f(w)=\int_{0}^{\infty} e^{-w t} d H(t)
$$

where $H \in V[a ;(0, \infty)]$ and

$$
H(t)-H(0)=\lim _{\lambda \rightarrow \infty} \int_{0}^{t} F(u, c, \lambda) d u
$$

Most of the particular kernels which we will be considering are of the form

$$
k(t, v, c, \lambda)=e^{(c+i v) t} l(v, \lambda)
$$

For kernels of this form it is possible in Theorems 5 and 6 to replace the condition $f(c+i v) \in L(-\infty, \infty)$ by the condition $l(v, \lambda) f(c+i v) \in L(-\infty, \infty)$ for all $\lambda>\lambda_{0}$. If, in addition, $p$ is restricted to the range $1 \leqq p \leqq 2$, then the conditions $\left|f\left(c+r e^{i \theta}\right)\right| \rightarrow 0$ and $f\left(c+r e^{i \theta}\right)=O(1)$ as $r \rightarrow \infty$ for some $\theta$ in the range $-\pi / 2<\theta<\pi / 2$ in Theorems 5 and 6 respectively can be omitted [2, p. 230].
5. Particular kernels. We now consider the conditions which must be satisfied by the kernels for them to be used in the theorems that we have proved.

L1. $k(t, v, c, \lambda) \in L(-\infty, \infty)$ as a function of $v$ for all $t>0$ and $\lambda>\lambda_{0}$.
L2. $e^{-(c+i v) t} k(t, v, c, \lambda) \rightarrow 1$ boundedly for almost all $(v, t)$ in $(-\infty, \infty) \times(0, \infty)$ as $\lambda \rightarrow \infty$.

L3.

$$
\begin{array}{r}
\int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)|\left\{\begin{array} { l } 
{ d t } \\
{ d x }
\end{array} \text { is bounded uniformly in } \left\{\begin{array}{l}
x \\
t
\end{array}\right.\right. \\
\text { and } \lambda \text { for all }\left\{\begin{array}{l}
x>0 \\
t>0
\end{array} \text { and } \lambda>\lambda_{0} .\right.
\end{array}
$$

L4. The set of transforms $\left\{S_{\lambda}\right\}$ forms a bounded set of transformations from $L_{p}(0, \infty)$ into itself, where the transformation $S_{\lambda}$ is defined by

$$
\left(S_{\lambda} g\right)(t)=\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} g(x) e^{-a t} e^{(a-c) x} K(t, x, c, \lambda) d x
$$

where $g \in L_{p}(0, \infty)$.
We say that $k(t, v, c, \lambda)$ is an $L(a \leqq c)$ kernel if it satisfies the conditions L1, L2 and either L3 or L4. If the conditions are only satisfied when $a=c$, then we write $k(t, v, c, \lambda)$ is an $L(a=c)$ kernel.

The Weierstrass kernel

$$
k(t, v, c, \lambda)=e^{(c+i v) t} e^{-v^{2} / \lambda^{2}}
$$

satisfies L1 and L2.

$$
\begin{aligned}
K(t, x, c, \lambda) & =\frac{e^{c t}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-i v(x-t)} e^{-v^{2} / \lambda^{2}} d v \\
& =\frac{\lambda e^{c t}}{\sqrt{2}} \exp \left\{\frac{-\lambda^{2}(x-t)^{2}}{4}\right\} .
\end{aligned}
$$

Therefore letting $y=\lambda(x-t) / \sqrt{2}$,

$$
\begin{aligned}
& \int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d t \\
& \quad=\exp \left\{\frac{(a-c)^{2}}{\lambda^{2}}\right\} \int_{-\infty}^{x \lambda / \sqrt{2}} \exp \left\{-\frac{1}{2}[y-\sqrt{2}(a-c) / \lambda]^{2}\right\} d y \\
& \quad \leqq \sqrt{2 \pi} \exp \left\{\frac{(a-c)^{2}}{\lambda^{2}}\right\} .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d x \\
& \quad=\exp \left\{\frac{(a-c)^{2}}{\lambda^{2}}\right\} \int_{-t \lambda / \sqrt{2}}^{\infty} \exp \left\{-\frac{1}{2}[y-\sqrt{2}(a-c) / \lambda]^{2}\right\} d y \\
& \quad \leqq \sqrt{2 \pi} \exp \left\{\frac{(a-c)^{2}}{\lambda^{2}}\right\}
\end{aligned}
$$

and therefore L3 is satisfied. Hence the Weierstrass kernel is an $L(a \leqq c)$ kernel.
The Abel kernel

$$
k(t, v, c, \lambda)=e^{(c+i v) t} e^{-|v| / \lambda}
$$

satisfies L1 and L2.

$$
\begin{aligned}
K(t, x, c, \lambda) & =\frac{c^{c t}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-i v(x-t)} e^{-|v| / \lambda} d v \\
& =\frac{2 \lambda e^{c t}}{\sqrt{2 \pi}} \frac{1}{1+\lambda^{2}(x-t)^{2}}
\end{aligned}
$$

Therefore letting $y=x-t$,

$$
\int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d t=\sqrt{\frac{2}{\pi}} \int_{-\infty}^{x} e^{(a-c) y} \frac{\lambda}{1+\lambda^{2} y^{2}} d y
$$

which cannot be bounded if $a<c$. We will therefore only consider the possibility $a=c$. In which case

$$
\begin{aligned}
\int_{0}^{\infty} e^{-c t}|K(t, x, c, \lambda)| d t & =\sqrt{\frac{2}{\pi}} \int_{-\infty}^{x} \frac{\lambda}{1+\lambda^{2} y^{2}} d y \\
& \leqq \sqrt{\frac{2}{\pi}} \int_{-\infty}^{\infty} \frac{\lambda}{1+\lambda^{2} y^{2}} d y \\
& =\sqrt{2 \pi}
\end{aligned}
$$

Similarly $\int_{0}^{\infty} e^{-c t}|K(t, x, c, \lambda)| d x \leqq \sqrt{2 \pi}$ and therefore L3 is satisfied when $a=c$. Hence the Abel kernel is an $L(a=c)$ kernel.

The Cesaro kernel of positive order

$$
k(t, v, c, \lambda)=e^{(c+i v) t}\left(1-\frac{|v|}{\lambda}\right)^{\alpha} \chi_{(-\lambda, \lambda)}(v), \quad \alpha>0
$$

satisfies L1 and L2.

$$
\begin{aligned}
K(t, x, c, \lambda) & =\frac{e^{c t}}{\sqrt{2 \pi}} \int_{-\lambda}^{\lambda}\left(1-\frac{|v|}{\lambda}\right)^{\alpha} e^{-i v(x-t)} d v \\
& =\sqrt{\frac{2}{\pi}} e^{c t} \int_{0}^{\lambda} \cos [v(x-t)]\left(1-\frac{|v|}{\lambda}\right)^{\alpha} d v
\end{aligned}
$$

and

$$
K(t, x, c, \lambda) \leqq B e^{c t} \max \left(\lambda, \lambda^{-\alpha}|x-t|^{-\alpha-1}\right)
$$

where $B$ is a constant dependent on $\alpha[5, \mathrm{p} .30]$. Therefore letting $y=x-t$,

$$
\int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d t \leqq \int_{-\infty}^{x} e^{(a-c) y} B \max \left(\lambda, \lambda^{-\alpha}|y|^{-\alpha-1}\right) d y
$$

which cannot be bounded if $a<c$. We will therefore only consider the possibility $a=c$. In which case

$$
\begin{aligned}
\int_{0}^{\infty} e^{-c t}|K(t, x, c, \lambda)| d t & \leqq \int_{-\infty}^{x} B \max \left(\lambda, \lambda^{-\alpha}|y|^{-\alpha-1}\right) d y \\
& \leqq \int_{-\infty}^{\infty} B \max \left(\lambda, \lambda^{-\alpha}|y|^{-\alpha-1}\right) d y \\
& \leqq 2 B\left\{\int_{0}^{1 / \lambda} y d y+\int_{1 / \lambda}^{\infty} \lambda^{-\alpha} y^{-\alpha-1} d y\right\} \\
& =2 B\left(1+\frac{1}{\alpha}\right)
\end{aligned}
$$

Similarly

$$
\int_{0}^{\infty} e^{-c t}|K(t, x, c, \lambda)| d x \leqq 2 B\left(1+\frac{1}{\alpha}\right)
$$

and therefore L3 is satisfied when $a=c$. Hence the Cesaro kernel with $\alpha>0$ is an $L(a=c)$ kernel.

The kernel of ordinary convergence

$$
k(t, v, c, \lambda)=e^{(c+i v) t} \chi_{(-\lambda, \lambda)}(v)
$$

satisfies L1 and L2.

$$
\begin{aligned}
K(t, x, c, \lambda) & =\frac{e^{c t}}{\sqrt{2 \pi}} \int_{-\lambda}^{\lambda} e^{-i v(x-t)} d v \\
& =\sqrt{\frac{2}{\pi}} e^{c t} \frac{\sin \lambda(x-t)}{x-t}
\end{aligned}
$$

The kernel does not satisfy L3 even in the case $a=c$ but it does satisfy L4 for $a=c$ and $1<p \leqq 2$ since the set of transforms $\left\{S_{\lambda}\right\}$ forms a bounded set of transforms from $L_{p}(0, \infty)$ onto itself, where

$$
\left(S_{\lambda} g\right)(t)=\frac{1}{\pi} \int_{0}^{\infty} g(x) \frac{\sin \lambda(x-t)}{x-t} d x
$$

for $1<p \leqq 2$ [7, p. 256]. Hence the kernel of ordinary convergence is an $L(a=c)$ kernel for $1<p \leqq 2$.

The Post-Widder kernel

$$
k(t, v, c, \lambda)=\left(\frac{\lambda}{\lambda-t(c+i v)}\right)^{\lambda+1}
$$

which was derived by Cooper in his work on Fourier transforms, [1, p. 292], satisfies L1 and L2.

$$
K(t, x, c, \lambda)=\frac{\lambda^{\lambda+1}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \frac{e^{-i v x}}{[\lambda-t(c+i v)]^{\lambda+1}} d v
$$

and letting $w=\lambda-t(c+i v)$, we obtain

$$
\begin{aligned}
K(t, x, c, \lambda) & =\frac{\lambda^{\lambda+1}}{\sqrt{2 \pi} i|t|} e^{-\lambda x / t} e^{c x} \int_{\lambda-t c-i \infty}^{\lambda-t c+i \infty} e^{w x / t} w^{-\lambda-1} d w \\
& =\frac{\sqrt{2 \pi} \lambda^{\lambda+1} e^{-\lambda x / t} e^{c x}|x|^{\lambda}}{\Gamma(\lambda+1)|t|^{\lambda+1}}
\end{aligned}
$$

for $x \geqq 0$ and $t \geqq 0$. L3 can only be satisfied when $a=0$, in which case

$$
\begin{aligned}
\int_{0}^{\infty} e^{-c x}|K(t, x, c, \lambda)| d x & =\frac{\sqrt{2 \pi} \lambda^{\lambda+1}}{\Gamma(\lambda+1) t^{\lambda+1}} \int_{0}^{\infty} e^{-\lambda x / t} x^{\lambda} d x \\
& =\sqrt{2 \pi}
\end{aligned}
$$

Similarly $\int_{0}^{\infty} e^{-c x}|K(t, x, c, \lambda)| d t=\sqrt{2 \pi}$. Hence the Post-Widder kernel is an $L(0 \leqq c)$ kernel.

The extended Post-Widder kernel

$$
k(t, v, c, \lambda)=\left(\frac{\lambda+\theta_{\lambda}}{\lambda+\theta_{\lambda}-t(c+i v)}\right)^{\lambda+1}
$$

where $\theta_{\lambda}=o(\lambda)$ as $\lambda \rightarrow \infty$, which was derived in [6, p. 82], is also an $L(0 \leqq c)$ kernel.
The extended Phragmen kernel

$$
k(t, v, c, \lambda)=e^{(c+i v) t} \Gamma\left(1-\frac{i v}{\lambda}\right)
$$

which was derived in [6, p. 84], satisfies L1 and L2.

$$
K(t, x, c, \lambda)=\frac{e^{c t}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-i v(x-t)} \Gamma\left(1-\frac{i v}{\lambda}\right) d v
$$

and letting $w=1-i v / \lambda$ we obtain

$$
\begin{aligned}
K(t, x, c, \lambda) & =\frac{e^{c t}}{\sqrt{2 \pi}} e^{-\lambda(x-t)}\left(\frac{\lambda}{i}\right) \int_{1-i \infty}^{1+i \infty} e^{\lambda w(x-t)} \Gamma(w) d w \\
& =\sqrt{2 \pi} \lambda e^{c t} e^{-\lambda(x-t)} e^{-e^{-\lambda(x-t)}}
\end{aligned}
$$

by [4, p. 231].
Therefore letting $y=x-t$,

$$
\int_{0}^{\infty} e^{-a t} e^{(a-c) x}|K(t, x, c, \lambda)| d t=\int_{-\infty}^{x} \sqrt{2 \pi} e^{(a-c) y} \lambda e^{-\lambda y} e^{-e^{-\lambda y}} d y
$$

which cannot be bounded if $a<c$. We will therefore only consider the possibility $a=c$. In which case

$$
\begin{aligned}
\int_{0}^{\infty} e^{-c t}|K(t, x, c, \lambda)| d t & =\sqrt{2 \pi} \int_{-\infty}^{x} \lambda e^{-\lambda y} e^{-e^{-\lambda y}} d y \\
& \leqq \sqrt{2 \pi} \int_{-\infty}^{\infty} \lambda e^{-\lambda y} e^{-e^{-\lambda y}} d y \\
& =\sqrt{2 \pi}
\end{aligned}
$$

Similarly

$$
\int_{0}^{\infty} e^{-c t}|K(t, x, c, \lambda)| d x \leqq \sqrt{2 \pi}
$$

and therefore L3 is satisfied when $a=c$. Hence the extended Phragmen kernel is an $L(a=c)$ kernel.

An interesting result which was noted by Cooper [2, p. 233] is that for $L(a \leqq c)$ kernels it is possible to determine the abscissa of absolute convergence of the Laplace or Laplace-Stieltjes transform, $f(w)$, by considering the behaviour of $f(w)$ on any line $w=c+i v$ in the half-plane of absolute convergence. For $L(a \leqq c)$ kernels the abscissa of absolute convergence is the infimum of the values of $a$ for which $\left\|F(t, c, \lambda) e^{-a t} ;(0, \infty)\right\|_{1}$ is bounded uniformly in $\lambda$. For $L(a=c)$ the abscissa of absolute convergence is the infimum of the values of $c$ for which $\left\|F(t, c, \lambda) e^{-c t} ;(0, \infty)\right\|_{1}$ is bounded uniformly in $\lambda$.
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# ON ZEROS OF INTERPOLATING POLYNOMIALS* 
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#### Abstract

Polynomials to be used in interpolation of digital signals are called interpolating polynomials. They may require modification to assure convergence of their reciprocals on the unit circle.

This paper concerns discrete time windowing, which consists of scaled truncation of a series such as


$$
P_{N}(z) \stackrel{\Delta}{=} 1+\sum_{m=1}^{\infty}\left(z^{m}+z^{-m}\right) \operatorname{sinc} \frac{m \pi}{N}, \quad \operatorname{sinc} x=\frac{\Delta \sin x}{x}
$$

where $N>1$, to obtain an expression of the form

$$
P_{N, L}^{*}(z) \stackrel{\Delta}{=} z^{L-1}\left(1+\sum_{m=1}^{L-1}\left(z^{m}+z^{-m}\right) c_{m} \operatorname{sinc} \frac{m \pi}{N}\right)
$$

We delete the asterisk to write $P_{N, L}$ when each $c_{m}=1$.
The zeros of $P_{N, L}$ are shown to have unit modulus for $L \leqq N$. Examples are given to show that little can be said of the zeros of $P_{N, L}$ for $L>N$. Conditions are found to define real sequences of the form, $\left\{c_{m}: 1 \leqq m<\infty\right\}$, so that $P_{N, L}^{*}$ has no zero of unit modulus. Several standard discrete time windows are shown to define real sequences which are special cases of the conditions developed.

Introduction. Polynomials to be used in interpolation of digital signals are called interpolating polynomials. These polynomials may require modification to assure convergence of their reciprocals on the unit circle. Such modification is a principal concern of this paper.

A real function, $g$, defined for all values of the real independent variable time, $t$, is called a signal. A digital signal, $\gamma$, is a real sequence, $\left\{\gamma_{m}:-\infty<m<\infty\right\}$, consisting of equally spaced values or samples, $\gamma_{m}=g(m \Delta t)$, from the signal, $g$, with a time increment or sample interval, $\Delta t$. Thus, the independent variable for digital signals such as $\gamma$ is sample time, $m \Delta t$, or simply sample number, $m$.

The signal, $g$, is studied in terms of its classical Fourier transform, $G$, as a function of real frequency, $\omega$. The digital analog of the Fourier transform consists of the study of a sequence such as $\gamma$ in terms of its $Z$-transform, which is defined to be the power series, $\Gamma$, having $\gamma_{m}$ as the coefficient of $z^{m}$. Frequency's digital analog comes from evaluation of $Z$-transforms such as $\Gamma$ on the unit circle with the negative of the $\theta$ in $z=e^{i \theta}$ referred to as frequency. If the coefficients in $\Gamma$ are used without any actual evaluation of $\Gamma(z)$ or $g$ is used without computation of $G$, such use is said to be in the time domain. But if $\Gamma(z)$ is used with evaluation for some $z$ of unit modulus or $G$ is used, such use is said to be in the frequency domain.

Signals are based on even functions in a number of applications and in this paper. This restricts digital signals to self-inversive cases meaning that $\Gamma(z)=\Gamma\left(z^{-1}\right)$ for $z \neq 0$. Equivalently, $\gamma$ is a symmetric sequence meaning that $\gamma_{m}=\gamma_{-m}$ for all $m$.

A second signal, $f$, with Fourier transform, $F$, poses as a filter of the signal, $g$, if the convolution integral, $g * f$, of $g$ and $f$ is considered. Of course, the Fourier transform of $g * f$ is the product of the Fourier transforms, $G$ of $g$ and $F$ of $f$. The

[^62]discrete analogy consists of the product of $Z$-transforms, $\Gamma$ and $\Phi$, where the latter refers to the power series with the sample, $\Phi_{m}=f(m \Delta t)$, taken from the filter, $f$, as the coefficient of $z^{m}$.

Reduction of certain frequencies is a fundamental aim in application of a filter, $f$, to a function, $g$. This can involve definition of $f$ by the requirement that $F(\omega)$ be a constant, $c$, for $|\omega|<\omega_{0}$ but zero otherwise. If so, $c$ can be chosen so that

$$
\begin{equation*}
f(t)=\operatorname{sinc} \omega_{0} t \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{sinc} x \triangleq \frac{\Delta \sin x}{x} \tag{1.2}
\end{equation*}
$$

These equations illustrate definition of a real signal from specification of its Fourier transform. Similarly, digital signals are often defined by specification of Z-transforms.

The Fourier transform, $F$, of the $f$ in (1.1) is referred to as a frequency window since it has compact support in frequency. Application of such a window to a signal, $g$, is known as frequency windowing. This paper concerns discrete time windowing. This consists of scaled truncation of an infinite sequence such as $\gamma$ to obtain a finite sequence of the form $\left\{c_{m} \gamma_{m}\right.$ : $\left.-L<m<L\right\}$ wherein the finite sequence, $\left\{c_{m}:-L<m<\right.$ $L\}$, is referred to as a time window.

Suppose a given digital signal, $\left\{b_{k}:-\infty<k<\infty\right\}$, is such that $b_{k}$ is understood to correspond to the time, $k N \Delta t$, with the sample interval, $N \Delta t$, where $N$ is a natural number such that $N>1$. If this digital signal is to be compared with digital signals based on the smaller sample interval, $\Delta t$, the given digital signal must be interpolated to the smaller sample interval, $\Delta t$. For example, insertion of $N-1$ zeros between every $b_{k}$ and $b_{k+1}$ followed by multiplication of the $Z$-transform of the result by the interpolating series,

$$
\begin{equation*}
P_{N}(z) \stackrel{\Delta}{=} 1+\sum_{m=1}^{\infty}\left(z^{m}+z^{-m}\right) \operatorname{sinc} \frac{m \pi}{N} \tag{1.3a}
\end{equation*}
$$

leads to

$$
\begin{equation*}
A(z) \stackrel{\Delta}{=} \sum_{n=-\infty}^{\infty} a_{n} z^{n} \stackrel{\Delta}{=}\left(\sum_{j=-\infty}^{\infty} b_{j} z^{j N}\right) P_{N}(z) \tag{1.3b}
\end{equation*}
$$

Since the coefficient of $z^{k N}, a_{k N}$, in $A$ comes from products of $b_{j}$ and $\operatorname{sinc}(m \pi / N)$ such that $k N=j N \pm m$, it follows that $m \equiv 0(\bmod N), \operatorname{sinc}(m \pi / N)=0$ for nonzero $m$, and $a_{k N}=b_{k}$. Thus, $A$ is an interpolation of the given $B$.

A major purpose of this paper is to study possible alternatives to the interpolation used in (1.3a) in terms of truncation of the interpolating series in (1.3b). We consider the interpolating polynomial,

$$
\begin{equation*}
P_{N, L}(z) \stackrel{\Delta}{=} z^{L-1}\left(1+\sum_{m=1}^{L-1}\left(z^{m}+z^{-m}\right) \operatorname{sinc} \frac{m \pi}{N}\right) \tag{1.4}
\end{equation*}
$$

where $N>1$.
Note that $P_{N, L}$ is a polynomial of degree $2 L-2$ except that it has degree $2 L-3$ and $P_{N, L}(0)=0$ when $L \equiv 1(\bmod N)$. In any case, its real coefficients imply conjugates of nonzero roots to be roots, and symmetry of coefficients implies reciprocals of
nonzero roots to be roots. Since the conjugate and the reciprocal of a root of unit modulus are equal, and the conjugate of a real root is the root itself, nonzero roots can occur in pairs. In other cases, a nonzero root, its conjugate, and their reciprocals are all different and plot as the vertices of a trapezoid in the complex plane.

We show that the zeros of $P_{N, L}$ are all of unit modulus for $L \leqq N$. Since

$$
\begin{equation*}
P_{N, N+1}(z)=P_{N, N}(z), \tag{1.5}
\end{equation*}
$$

$P_{N, N+1}$ has a zero at the origin in addition to the zeros of unit modulus of $P_{N, N}$. We use examples to show that little can be said of the zeros of $P_{N, L}$ for $L>(N+1)$.

Conditions are then developed to define real sequences of the form, $\left\{c_{m}: 1 \leqq m<\right.$ $\infty$ \}, so that the polynomial,

$$
\begin{equation*}
P_{N, L}^{*}(z) \stackrel{\Delta}{=} z^{L-1}\left(1+\sum_{m=1}^{L-1}\left(z^{m}+z^{-m}\right) c_{m} \sin c \frac{m \pi}{N}\right) \tag{1.6}
\end{equation*}
$$

has no zero of unit modulus. A number of standard discrete time windows are shown to define real sequences which are special cases of the conditions developed.
2. Zeros of $P_{N, L}$ for $L \leqq N$. Our study of $P_{N, L}$, for $L \leqq N$, is based on the properties of $H_{N, L}$ as defined by

$$
\begin{equation*}
H_{N, L}(\theta) \stackrel{\Delta}{=}(2 \pi / N) P_{N, L}(z) /\left.z^{L-1}\right|_{z=e^{i \theta}} . \tag{2.1}
\end{equation*}
$$

Lemma 2.1.

$$
\begin{equation*}
H_{N, L}(\theta)=\int_{\theta-\pi / N}^{\theta+\pi / N} \frac{\sin [(2 L-1) t / 2]}{\sin (t / 2)} d t \tag{2.2}
\end{equation*}
$$

Proof. Use the identity,

$$
\begin{align*}
\int_{\theta-\pi / N}^{\theta+\pi / N} e^{i m t} d t & =e^{i m \theta} \frac{e^{i m \pi / N}-e^{-i m \pi / N}}{i m}  \tag{2.3}\\
& =\frac{\pi}{N} e^{i m \theta} \frac{2 \sin (m \pi / N)}{m \pi / N}=\frac{2 \pi}{N} e^{i m \theta} \operatorname{sinc} \frac{m \pi}{N}
\end{align*}
$$

to eliminate the sinc in (1.4). Then, substitute (1.4) in (2.1) and compute

$$
\begin{aligned}
H_{N, L}(\theta) & =\int_{\theta-\pi / N}^{\theta+\pi / N}\left(1+\sum_{m=1}^{L-1}\left(e^{i m t}+e^{-i m t}\right)\right) d t \\
& =\int_{\theta-\pi / N}^{\theta+\pi / N}\left(1+e^{i t} \frac{1-e^{i t(L-1)}}{1-e^{i t}}+e^{-i t} \frac{1-e^{-i t(L-1)}}{1-e^{-i t}}\right) d t \\
& =\int_{\theta-\pi / N}^{\theta+\pi / N}\left(1+\frac{e^{i t}\left(1-e^{i t(L-1)}\right)-\left(1-e^{-i t(L-1)}\right)}{1-e^{i t}}\right) d t \\
& =\int_{\theta-\pi / N}^{\theta+\pi / N}\left(1+\frac{e^{i t}-e^{i t L}-1+e^{-i t(L-1)}}{1-e^{i t}}\right) d t \\
& =\int_{\theta-\pi / N}^{\theta+\pi / N} \frac{e^{i(2 L-1) t / 2}-e^{-i(2 L-1) t / 2}}{e^{i t / 2}-e^{-i t / 2}} d t
\end{aligned}
$$

which implies (2.2).

Lemma 2.2. Suppose $0<\theta-\pi / N<\theta+\pi / N<2 \pi$. Then,

$$
\begin{equation*}
\frac{d H_{N, L}(\theta)}{d \theta}=\left.\frac{\sin [(2 L-1) t / 2]}{\sin (t / 2)}\right|_{\theta-\pi / N} ^{\theta+\pi / N} \tag{2.4}
\end{equation*}
$$

is zero if and only if

$$
\begin{equation*}
\sin (L \theta) \sin [(L-1) \pi / N]=\sin (L \pi / N) \sin [(L-1) \theta] \tag{2.5a}
\end{equation*}
$$

Proof. Differentiate (2.2) to verify (2.4). Then, set the derivative in (2.4) to zero and clear fractions to obtain

$$
\begin{align*}
0= & \sin [(2 L-1)(\theta+\pi / N) / 2] \sin [(\theta-\pi / N) / 2]  \tag{2.5b}\\
& -\sin [(2 L-1)(\theta-\pi / N) / 2] \sin [(\theta+\pi / N) / 2] \\
\equiv & \sin (L \theta) \sin [(L-1) \pi / N] \\
& -\sin (L \pi / N) \sin [(L-1) \theta]
\end{align*}
$$

involving a trigonometric identity which can most easily be verified by writing the sines in ( 2.5 b ) in terms of complex exponentials and combining terms on both sides to compare exponents. This completes the proof.

Lemma 2.3.

$$
\begin{align*}
H_{N, L}(\theta)= & -(2 / L) \sin (L \pi / N) \cos (L \theta)  \tag{2.6}\\
& +2 \int_{0}^{\pi / N} \frac{\sin (L \theta) \cos (L s) \sin \theta-\cos (L \theta) \sin (L s) \sin s}{\cos s-\cos \theta} d s \\
= & 2 \int_{0}^{\pi / N} \frac{\cos (L s) \cos [(L-1) \theta]-\cos (L \theta) \cos [(L-1) s]}{\cos s-\cos \theta} d s .
\end{align*}
$$

Proof. Use the variable of integration, $s=t-\theta$, to write (2.2) in the form,

$$
\begin{align*}
H_{N, L}(\theta) & =\int_{\theta-\pi / N}^{\theta+\pi / N} \frac{\sin (L t) \cos (t / 2)-\cos (L t) \sin (t / 2)}{\sin (t / 2)} d t  \tag{2.7}\\
& =\int_{-\pi / N}^{\pi / N} \frac{\sin [L(\theta+s)] \cos [(\theta+s) / 2]}{\sin [(\theta+s) / 2]}-\cos [L(\theta+s)] d s
\end{align*}
$$

wherein the latter integrand can be written in the form,

$$
\begin{align*}
\int_{-\pi / N}^{\pi / N} \cos [L(\theta+s)] d s & =\left.\frac{1}{L} \sin [L(\theta+s)]\right|_{-\pi / N} ^{\pi / N}  \tag{2.8}\\
& =L^{-1}\{\sin [L(\theta+\pi / N)]-\sin [L(\theta-\pi / N)]\} \\
& =(2 / L) \sin (L \pi / N) \cos (L \theta)
\end{align*}
$$

Change the integration interval from $(-\pi / N, \pi / N)$ to $(0, \pi / N)$ to write (2.7) in the form

$$
\begin{align*}
H_{N, L}(\theta) & +(2 / L) \sin (L \pi / N) \cos (L \theta)  \tag{2.9}\\
= & \int_{0}^{\pi / N} \frac{\sin [L(\theta+s)] \cos [(\theta+s) / 2]}{\sin [(\theta+s) / 2]}+\frac{\sin [L(\theta-s)] \cos [(\theta-s) / 2]}{\sin [(\theta-s) / 2]} d s \\
= & \int_{0}^{\pi / N}\left(\frac{\cos [(\theta+s) / 2]}{\sin [(\theta+s) / 2]}+\frac{\cos [(\theta-s) / 2]}{\sin [(\theta-s) / 2]}\right) \sin (L \theta) \cos (L s) \\
& +\left(\frac{\cos [(\theta+s) / 2]}{\sin [(\theta+s) / 2]}-\frac{\cos [(\theta-s) / 2]}{\sin [(\theta-s) / 2]}\right) \cos (L \theta) \sin (L s) d s \\
= & \int_{0}^{\pi / N} \frac{\sin (L \theta) \cos (L s) \sin \theta-\cos (L \theta) \sin (L s) \sin s}{\sin [(\theta+s) / 2] \sin [(\theta-s) / 2]} d s,
\end{align*}
$$

which implies the first equality in (2.6). Observe that

$$
\sin (L \pi / N) \cos (L \theta)=L \int_{0}^{\pi / N} \frac{\cos (L s) \cos (L \theta)[\cos s-\cos \theta]}{\cos s-\cos \theta} d s
$$

shows that $H_{N, L}(\theta)$ is given by an integral in which the numerator of the integrand has the form,

$$
\begin{aligned}
& -\cos (L s) \cos (L \theta)[\cos s-\cos \theta]+\sin (L \theta) \cos (L s) \sin \theta-\cos (L \theta) \sin (L s) \sin s \\
& \quad=\cos (L s)[\cos (L \theta) \cos \theta+\sin (L \theta) \sin \theta]-\cos (L \theta)[\cos (L s) \cos s+\sin (L s) \sin s]
\end{aligned}
$$

which implies the remaining equality in (2.6).
Theorem 2.1. The zeros of $P_{N, L}$ have unit modulus for $L \leqq N$.
Proof. Set $L$ to $N$ in (2.5) to observe that

$$
\begin{equation*}
\frac{d H_{N, N}(\theta)}{d \theta}=0 \quad \text { iff } \quad \sin (N \theta)=0 \quad \text { iff } \quad \theta=k \pi / N \tag{2.10}
\end{equation*}
$$

Although $\theta=k \pi / L$ is not a zero of the derivative of $H_{N, L}$, we use it to write the first equality in (2.6) in the form,

$$
\begin{align*}
H_{N, L}(k \pi / L)= & (-1)^{k+1}(2 / L) \sin (L \pi / N)  \tag{2.11}\\
& +2(-1)^{k+1} \int_{0}^{\pi / N} \frac{\sin (L s) \sin s}{\cos s-\cos (k \pi / L)} d s .
\end{align*}
$$

Since the above integrand is positive on $(0, \pi / N)$ if $L \leqq N k$, the integral in (2.11) is positive. Thus, $H_{N, L}(k \pi / L)$ has $(L-1)$ changes of sign as $k$ counts from 1 to $L$, $P_{N, L}(z)$ has $(L-1)$ zeros in the upper half of the unit circle, $(L-1)$ conjugate zeros in the lower half of the unit circle, and the proof is complete.
3. Zeros of $\boldsymbol{P}_{\boldsymbol{N}, \boldsymbol{L}}$ for $\boldsymbol{L}>\boldsymbol{N}$. Several examples are given to show that Theorem 2.1 cannot be extended to cover $L>N$. The most trivial example,

$$
\begin{equation*}
P_{N, N+1}=z P_{N, N} \tag{3.1}
\end{equation*}
$$

has a zero at the origin in addition to the zeros of unit modulus of $P_{N, N}$.

We discuss $P_{N, L}$, for $L>N+1$, in terms of $H_{N, L}$, given in (2.1), and $F_{N, L}$, defined by

$$
\begin{equation*}
\left.F_{N, L}(x) \stackrel{\Delta}{=} H_{N, L}(\theta)\right|_{\cos \theta=x} \tag{3.2}
\end{equation*}
$$

Observe that each zero of $F_{N, L}$ in the interval, $(-1,1)$, implies two zeros of $H_{N, L}$, which implies two zeros of unit modulus of $P_{N, L}$.

The example,

$$
\begin{align*}
H_{2,4}(\theta) & =\pi+4 \sum_{m=1}^{3} \frac{1}{m} \sin \frac{m \pi}{2} \cos m \theta  \tag{3.3a}\\
& =\pi+4 \cos \theta-\frac{4}{3} \cos 3 \theta \\
& =\pi+8 \cos \theta-\frac{16}{3} \cos ^{3} \theta,
\end{align*}
$$

defines

$$
\begin{equation*}
F_{2,4}(x)=\pi+8 x-\frac{16}{3} x^{3}, \quad x=\cos \theta \tag{3.3b}
\end{equation*}
$$

which has three real roots, two in $(-1,0)$ and one in $(1, \infty)$, since it is positive at $x=-1, x=0$, and $x=1$, but it is negative for $x=-\frac{1}{2}$ and for large positive $x$. Its two roots in $(-1,0)$ force four roots of unit modulus on the polynomial,

$$
\begin{align*}
P_{2,4}(z) & =\sum_{m=0}^{6} z^{m} \operatorname{sinc} \frac{(m-3) \pi}{2}  \tag{3.3c}\\
& =\frac{1}{3 \pi}\left(-2+6 z^{2}+3 \pi z^{3}+6 z^{4}-2 z^{6}\right) .
\end{align*}
$$

Since $P_{2,4}(0)<0$ and $P_{2,4}(1)>0$, the two remaining roots consist of one root in $(0,1)$ and its reciprocal in $(1, \infty)$.

The second example,

$$
\begin{align*}
H_{2,6}(\theta) & =\pi+4 \sum_{m=1}^{5} \frac{1}{m} \sin \frac{m \pi}{2} \cos m \theta  \tag{3.4a}\\
& =\pi+4 \cos \theta-\frac{4}{3} \cos 3 \theta+\frac{4}{5} \cos 5 \theta \\
& =\pi+4\left(3 \cos \theta-\frac{16}{3} \cos ^{3} \theta+\frac{16}{5} \cos ^{5} \theta\right)
\end{align*}
$$

defines

$$
\begin{equation*}
F_{2,6}(x)=\pi+4\left(3 x-\frac{16}{3} x^{3}+\frac{16}{5} x^{5}\right), \quad x=\cos \theta \tag{3.4b}
\end{equation*}
$$

which has three real roots in $(-1,0)$ and two complex roots, since it has the same sign as $x$ as $|x| \rightarrow \infty$, a positive maximum at $-\sqrt{3} / 2$, a negative minimum at $-1 / 2$, a positive maximum at $1 / 2$, and a positive minimum at $\sqrt{3} / 2$. The three roots of $F_{2,6}$ in
$(-1,0)$ force six roots of unit modulus on the polynomial,

$$
\begin{align*}
P_{2,6}(z) & =\sum_{m=0}^{10} z^{m} \operatorname{sinc} \frac{(m-5) \pi}{2}  \tag{3.4c}\\
& =\frac{2}{15 \pi}\left(3-5 z^{2}+15 z^{4}+\frac{15 \pi}{2} z^{5}+15 z^{6}-5 z^{8}+3 z^{10}\right) \\
& =\left(1+\frac{2}{15 \pi} B(z)\right) z^{5}, \quad \text { where } B(z)=Q\left(z^{-1}\right)+Q(z)
\end{align*}
$$

with

$$
\begin{equation*}
Q(z)=3 z^{5}-5 z^{3}+15 z \tag{3.5a}
\end{equation*}
$$

Since

$$
\begin{equation*}
\frac{d Q}{d z}=\frac{15\left(z^{6}+1\right)}{z^{2}+1} \quad \text { and } \quad \frac{d B}{d z}=\frac{15\left(z^{12}-1\right)}{z^{6}\left(z^{2}+1\right)}, \tag{3.5b}
\end{equation*}
$$

it follows that $x B(x)>0$ for nonzero real $x$,

$$
\begin{gathered}
\inf \{|B(x)|: x \text { real }\}=|B(-1)|=26 \\
\sup \{1+2 B(x) /(15 \pi): x<0\}=1-52 /(15 \pi)<0
\end{gathered}
$$

and $P_{2,6}$ has no real roots. Thus, its remaining four roots must form the vertices of a trapezoid in the complex plane.
4. Zeros of $\boldsymbol{P}_{\boldsymbol{N}, \boldsymbol{L}}^{\boldsymbol{*}}$. We seek real sequences of the form, $\left\{c_{m}: 1 \leqq m<\infty\right\}$, such that polynomials defined by (1.6) have no roots in $\{z:|z|=1\}$. The search will be based on using the same real sequences in defining the polynomials,

$$
\begin{equation*}
Q_{N, L}(z) \stackrel{\Delta}{=} 1+2 \sum_{m=1}^{L-1} c_{m} z^{m} \operatorname{sinc} \frac{m \pi}{N} \tag{4.1}
\end{equation*}
$$

which will then be such that

$$
\begin{equation*}
\operatorname{Re}\left[Q_{N, L}\left(e^{i \theta}\right)\right] \cos (L-1) \theta=\operatorname{Re}\left[P_{N, L}^{*}\left(e^{i \theta}\right)\right] \tag{4.2}
\end{equation*}
$$

Definition 4.1. $R$ denotes the class of functions which are analytic and of positive real part on $\{z:|z|<1\}$.

First, take $L$ to be infinite in (4.1), set $c_{m}=1$ for all $m$, and denote the result by

$$
\begin{equation*}
w(\zeta) \stackrel{\Delta}{=} 1+2 \sum_{m=1}^{\infty} \zeta^{m} \operatorname{sinc} \frac{m \pi}{N} \tag{4.3}
\end{equation*}
$$

which will be shown below to lie in $R$. A classical result will then be used to develop conditions on $\left\{c_{m}: 1 \leqq m<\infty\right\}$ to imply $Q_{N, L} \in R$. Another classical result will then be used to show that the same conditions imply that $P_{N, L}^{*}$, as given in (1.6), has no zeros of unit modulus. Alternative criteria for determining whether a given $\left\{c_{m}: 1 \leqq m<\infty\right\}$ has the desired properties will then be shown.

Lemma 4.1. The function, $w$, maps $\{\zeta:|\zeta|<1\}$ onto the vertical strip bounded by $\{w: \operatorname{Re} w=0\} \cup\{w: \operatorname{Re} w=N\}$. Thus, $w \in R$.

Proof. Compute

$$
\begin{align*}
w(\zeta) & =1+\frac{N}{i \pi} \sum_{m=1}^{\infty} \frac{\zeta^{m}}{m}\left(e^{i m \pi / N}-e^{-i m \pi / N}\right)  \tag{4.4a}\\
& =1+\frac{N}{i \pi}\left(\sum_{m=1}^{\infty} \frac{\zeta^{m} e^{i m \pi / N}}{m}-\sum_{m=1}^{\infty} \frac{\zeta^{m} e^{-i m \pi / N}}{m}\right) \\
& =1+\frac{N}{i \pi}\left(-\ln \left(1-\zeta e^{i \pi / N}\right)+\ln \left(1-\zeta e^{-i \pi / N}\right)\right) \\
& =1+\frac{N}{i \pi} \ln \frac{1-\zeta e^{-i \pi / N}}{1-\zeta e^{i \pi / N}}
\end{align*}
$$

Since $w$ is analytic for $|\zeta|<1$ and $w(0)=1$, it suffices to consider $w(\zeta)$ for $|z|=1$. Compute

$$
\begin{align*}
\operatorname{Re} w\left(e^{i \Phi}\right) & =1+\operatorname{Re}\left(\frac{N}{i \pi} \ln \frac{1-e^{i \Phi-i \pi / N}}{1-e^{i \Phi+i \pi / N}}\right)  \tag{4.4b}\\
& =1+\frac{N}{\pi} \operatorname{Im} \ln \frac{e^{i(\Phi-\pi / N) / 2}\left(e^{-i(\Phi-\pi / N) / 2}-e^{i(\Phi-\pi / N) / 2}\right)}{e^{i(\Phi+\pi / N) / 2}\left(e^{-i(\Phi+\pi / N) / 2}-e^{i(\Phi+\pi / N) / 2}\right)} \\
& =1+\frac{N}{\pi} \operatorname{Im} \ln \left(e^{-i \pi / N} \frac{\sin [(\Phi-\pi / N) / 2]}{\sin [(\Phi+\pi / N) / 2]}\right) \\
& =\left\{\begin{array}{ll}
1+\frac{N}{\pi}\left(-\frac{\pi}{N}+\pi\right) \\
1+\frac{N}{\pi}\left(-\frac{\pi}{N}\right)= \begin{cases}N, & \Phi \in(\pi / N, \\
0, & \Phi \notin(\pi / N, \\
0 & 2 \pi-\pi / N)\end{cases}
\end{array} .\right.
\end{align*}
$$

Lemma 4.2. Let $L$ be an integer exceeding unity. Let $r_{L}$ denote the unique positive root of

$$
\begin{equation*}
2 r^{L}+r-1=0 \tag{4.5}
\end{equation*}
$$

Then, $0<r_{L}<1$ and $r_{L}<r_{L+1}$. Also, $r_{L}>1-(2 / L) \ln L$, and $r_{L} \rightarrow 1$ as $L \rightarrow \infty$. Adopt the definitions,

$$
\begin{equation*}
f(\zeta) \stackrel{\Delta}{=} \sum_{n=0}^{\infty} a_{n} \zeta^{n} \quad \text { and } \quad s_{L}(\zeta) \stackrel{\Delta}{=} \sum_{n=0}^{L-1} a_{n} \zeta^{n} . \tag{4.6}
\end{equation*}
$$

If $f \in R$, then $\operatorname{Re}\left[s_{L}(\zeta)\right]>0$ on $\left\{\zeta:|\zeta|<r_{L}\right\}$. Moreover, the example using $a_{0}=1$ and $a_{n}=2$ for $n>0$ shows that $r_{L}$ cannot be increased in the conclusion.

Proof. [2, p. 523].
Lemma 4.3. Let $L>1, r \in\left(0, r_{L}\right)$ with $r_{L}$ defined by (4.5), and $f$ as denoted in (4.6). If $f \in R$, then

$$
\begin{equation*}
\operatorname{Re}\left(\sum_{m=0}^{L-1} a_{m} r^{m} z^{m}\right)>0 \quad \text { on }\{z:|z| \leqq 1\} . \tag{4.7}
\end{equation*}
$$

Proof. Set $\zeta=r z$ in partial sums of $f$ as denoted in (4.6), and note that $|z| \leqq 1$ if and only if $|\zeta| \leqq r<r_{L}$. Then, Lemma 4.1 implies (4.7).

Lemma 4.4. Let $\left\{b_{n}: 0 \leqq n<\infty\right\} \in l_{1}$ such that $b_{0} \neq 0$, and let $f$ be denoted as in (4.6). Then,

$$
\begin{equation*}
\operatorname{Re}\left(\frac{1}{b_{0}} \sum_{n=0}^{\infty} b_{n} a_{n}\right) \geqq 0 \tag{4.8}
\end{equation*}
$$

for all $f \in R$ if and only if

$$
\begin{equation*}
\operatorname{Re}\left(\frac{1}{b_{0}} \sum_{n=0}^{\infty} b_{n} z^{n}\right) \geqq \frac{1}{2} \quad \text { on }\{z:|z|=1\} . \tag{4.9}
\end{equation*}
$$

Proof. [2, pp. 517-518].
Lemma 4.5. Lemma 4.4 remains valid with (4.8) replaced by

$$
\begin{equation*}
\operatorname{Re}\left(\frac{1}{b_{0}} \sum_{n=0}^{\infty} b_{n} a_{n} z^{n}\right) \geqq 0 \quad \text { for }|z|<1 . \tag{4.10}
\end{equation*}
$$

Proof. Clearly, validity of (4.10) for all $f \in R$ implies validity of (4.8) for all $f \in R$. It remains to show that Lemma 4.4 implies validity of (4.10) for all $f \in R$. Fix $\zeta$ with $0<|\zeta|<1$ and let $f \in R$. Then,

$$
\begin{equation*}
g_{\xi}(z) \stackrel{\Delta}{=} \sum_{n=0}^{\infty}\left(\frac{a_{n} \zeta^{n}}{|\zeta|^{n}}\right) z^{n} \tag{4.11}
\end{equation*}
$$

satisfies $g_{\zeta} \in R$. Thus, (4.8) can be written in the form,

$$
\begin{equation*}
\operatorname{Re}\left(\frac{1}{b_{0}} \sum_{n=0}^{\infty} \frac{b_{n} a_{n} \xi^{n}}{|\zeta|^{n}}\right) \geqq 0 \quad \text { for }|\zeta| \leqq 1, \tag{4.12}
\end{equation*}
$$

wherein setting $|\zeta|=1$ merely reduces (4.12) to (4.8). Let $z=\zeta /|\zeta|$ to write (4.12) in the form,

$$
\begin{equation*}
\operatorname{Re}\left(\frac{1}{b_{0}} \sum_{n=0}^{\infty} b_{n} a_{n} z^{n}\right) \geqq 0 \quad \text { for }|z|=1 . \tag{4.13}
\end{equation*}
$$

Since $f \in R$ implies $\operatorname{Re}\left(a_{0}\right) \geqq 0$, (4.10) applies for $z=0$, which combines with (4.13) to imply (4.10).

Theorem 4.1. Suppose $\left\{b_{n}: 0 \leqq n<\infty, b_{0}=1\right\}$ is a real sequence satisfying (4.9). Let

$$
\begin{equation*}
c_{m} \equiv r^{m} b_{m}, \quad \text { where } 0 \leqq r<r_{L} \tag{4.14}
\end{equation*}
$$

with $r_{L}$ being the positive root of (4.5). Then, $P_{N, L}^{*}$, defined by (1.6), has no zeros in $\{z:|z|=1\}$.

Proof. Lemma 4.1 shows $w \in R$. Apply Lemma 4.5 to $w$ to show that $f \in R$, where

$$
\begin{equation*}
f(\zeta) \stackrel{\Delta}{=} 1+2 \sum_{m=1}^{\infty} b_{m} \zeta^{m} \operatorname{sinc} \frac{m \pi}{N} \tag{4.15}
\end{equation*}
$$

Apply Lemma 4.3 to show that

$$
\begin{equation*}
Q_{N, L}(z) \stackrel{\Delta}{=} 1+2 \sum_{m=1}^{L-1} b_{m} r^{m} z^{m} \operatorname{sinc} \frac{m \pi}{N} \tag{4.16}
\end{equation*}
$$

has positive real part on $\{z:|z| \leqq 1\}$. Since (4.14) shows (4.16) to be the same as (4.1), (4.2) implies the desired result.

Classical tests to determine whether a given finite sequence, $\left\{c_{m}: 0<m<L\right\}$, can be used to define a window implying the results in Theorem 4.1 are given below.

Theorem 4.2. A sequence, $\left\{b_{m}: 0 \leqq m<L, b_{0}=1\right\}$, initiates some infinite sequence, $\left\{b_{m}: 0 \leqq m<\infty, b_{0}=1\right\}$, such that

$$
\begin{equation*}
\operatorname{Re}\left(1+\sum_{m=1}^{\infty} b_{m} z^{m}\right)>\frac{1}{2} \quad \text { for }|z|<1 \tag{4.17}
\end{equation*}
$$

if and only if

$$
\left|\begin{array}{ccccccc}
1 & b_{1} & \cdot & & & b_{k-1} & b_{k}  \tag{4.18}\\
\bar{b}_{1} & 1 & b_{1} & \cdot & & & b_{k-1} \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \\
& \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\bar{b}_{k-1} & & & \cdot & \bar{b}_{1} & 1 & b_{1} \\
\bar{b}_{k} & \bar{b}_{k-1} & & & \cdot & \bar{b}_{1} & 1
\end{array}\right| \geqq 0
$$

for $0<k<L$ [6]. Moreover, (4.17) is equivalent to the existence of a probability measure, $\Psi$, on $[0,2 \pi]$ such that

$$
\begin{equation*}
b_{m}=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{i m \theta} d \Psi(\theta), \quad 0 \leqq m<\infty . \tag{4.19}
\end{equation*}
$$

Proof. [5] for (4.18) and [7] for (4.19).
Theorem 4.3. If the real sequence, $\left\{b_{m}: 0 \leqq m<L, b_{0}=1\right\}$, is such that (4.18) is satisfied for $0<k<L$, let

$$
\begin{equation*}
c_{m}=b_{m}\left(1-\frac{2 \log L}{L}\right)^{m} \tag{4.20}
\end{equation*}
$$

define the coefficients in (1.6). Then $P_{N, L}^{*}$ has no zero of unit modulus.
Proof. The inequality above (4.6) shows that (4.20) defines $c_{m}$ satisfying the hypotheses of Theorem 4.1.
5. Windows. The generalized Hamming window [4] is a standard parameterized time window which defines real sequences satisfying the conditions in Theorem 4.2. This window is defined by

$$
\begin{align*}
& b_{m}=\alpha+(1-\alpha) \cos \frac{2 \pi m}{K-1}=\alpha+(1-\alpha) \cos \frac{\pi m}{J} \\
& \text { for } K=2 J+1 \quad \text { and } \quad-J=-\frac{K-1}{2} \leqq m \leqq \frac{K-1}{2}=J, \tag{5.1a}
\end{align*}
$$

or

$$
\begin{align*}
& b_{m}=\alpha+(1-\alpha) \cos \frac{2 \pi(2 m+1)}{2(K-1)}=\alpha+(1-\alpha) \cos \frac{\pi(2 m+1)}{2 J-1}  \tag{5.1b}\\
& \text { for } K=2 J \quad \text { and } \quad-J=-\frac{K}{2} \leqq m \leqq \frac{K}{2}-1=J-1
\end{align*}
$$

wherein $\alpha$ ordinarily lies in $\left[\frac{1}{2}, 1\right)$. The generalized Hamming window is known as the Hamming window if $\alpha=0.54$ and as the Hanning window if $\alpha$ is one-half.

The even case, with $K=2 J$, is discarded here for lack of symmetry. Then, the generalized Hamming window becomes

$$
\begin{align*}
b_{m} & =\alpha+\frac{1-\alpha}{2}\left(e^{i \pi m / J}+e^{-i \pi m / J}\right)  \tag{5.2}\\
& =\alpha+(1-\alpha) \cos \frac{\pi m}{J} \quad \text { for }-J \leqq m \leqq J .
\end{align*}
$$

Theorem 5.1. Use $b_{m}$ given by (5.2) with $J=N-1>0$ and $0<\alpha<1$. Then, $\left\{b_{m}: 0\right.$ $\left.\leqq m<N-1, b_{0}=1\right\}$ initiates the infinite sequence, $\left\{b_{m}: 0 \leqq m<\infty, b_{0}=1\right\}$, satisfying (4.17) if $b_{m}$ is defined by (5.2) for all $m$.

Proof. Compute

$$
\begin{equation*}
\sum_{m=0}^{\infty} b_{m} z^{m}=\frac{\alpha}{1-z}+\frac{1-\alpha}{2}\left(\frac{1}{1-z e^{i \pi / N}}+\frac{1}{1-z e^{-i \pi / N}}\right) \tag{5.3}
\end{equation*}
$$

Since $(1-z)^{-1}$ maps the unit disc onto $\{w: \operatorname{Re}(w)>1 / 2\}$, and the bracket in (5.3) is a sum of compositions of $(1-z)^{-1}$ and rotations of the unit disc,

$$
\begin{equation*}
\operatorname{Re}\left(\sum_{m=0}^{\infty} b_{m} z^{m}\right)>\frac{\alpha}{2}+\frac{1-\alpha}{2}=\frac{1}{2}, \quad|z|<1 . \tag{5.4}
\end{equation*}
$$
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#### Abstract

Asymptotics for the greatest zeros of symmetric orthogonal polynomials is investigated in terms of the asymptotic behavior of the recursion coefficients.
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Let $d \alpha$ be a positive measure on the real line such that $\operatorname{supp}(d \alpha)$ is an infinite set and all the moments of $d \alpha$ are finite. In addition, we will also assume that all the odd moments of $d \alpha$ vanish. The corresponding orthogonal polynomials are denoted by $p_{n}(d \alpha), n=0,1, \cdots$, where $p_{n}(d \alpha, x)=\gamma_{n}(d \alpha) x^{n}+\cdots$. The object of this paper is to investigate the asymptotic behavior of the greatest zero $X_{n}(d \alpha)$ of $p_{n}(d \alpha)$ in terms of the recursion coefficients $a_{n}(d \alpha)$ in the three-term recurrence formula

$$
x p_{n}=a_{n+1} p_{n+1}+a_{n} p_{n-1}
$$

where $a_{0}(d \alpha)=0$ and

$$
a_{n}(d \alpha)=\gamma_{n-1}(d \alpha) / \gamma_{n}(d \alpha), \quad n=1,2, \cdots .
$$

We will be concerned with the case when $\operatorname{supp}(d \alpha)$ is unbounded, and it is well known that this is equivalent to the unboundedness of the sequence $\left\{X_{n}(d \alpha)\right\}$, and the latter is equivalent to the unboundedness of $\left\{a_{n}(d \alpha)\right\}$. An example of particular significance is the case of the Hermite polynomials, which are orthonormal with respect to

$$
d H(x)=\exp \left(-x^{2}\right) d x
$$

In this case

$$
\begin{equation*}
a_{n}(d H)=\sqrt{n / 2} \tag{1}
\end{equation*}
$$

and

$$
\lim _{n \rightarrow \infty} X_{n}(d H) n^{-1 / 2}=\sqrt{2}
$$

(see e.g. Szegö [20, p. 106 and p. 132]). G. Freud [5] considered

$$
\begin{equation*}
d \alpha_{m}(x)=\exp \left(-|x|^{m}\right) d x, \quad m>0 \tag{2}
\end{equation*}
$$

and proved

$$
\begin{equation*}
\lim _{n \rightarrow \infty} X_{n}\left(d \alpha_{m}\right) n^{-1 / m}=\left[\sqrt{\pi} \frac{\Gamma(m / 2)}{\Gamma((m+1) / 2)}\right]^{1 / m} \tag{3}
\end{equation*}
$$

[^63]for $m=4$ and $m=6$. In this same paper Freud conjectured that (3) holds for every $m>0$. Freud's conjecture was proved by Rahmanov [19] for $m>1$. Another conjecture by Freud [4] states that if $d \alpha_{m}$ is given by (2) then
\[

$$
\begin{equation*}
\lim _{n \rightarrow \infty} a_{n}\left(d \alpha_{m}\right) n^{-1 / m}=\frac{1}{2}\left[\sqrt{\pi} \frac{\Gamma(m / 2)}{\Gamma((m+1) / 2)}\right]^{1 / m} \tag{4}
\end{equation*}
$$

\]

Freud [4] proved (4) for $m=4$ and $m=6$, whereas for all even integral values of $m$ (4) was recently proved by Magnus [8]. There is an intimate connection between $X_{n}(d \alpha)$ and $a_{n}(d \alpha)$, namely

$$
\begin{equation*}
X_{n}(d \alpha)=2 \max _{j_{k} \geq 0} \frac{\sum_{k=1}^{n} a_{n-k}(d \alpha) j_{k} j_{k+1}}{\sum_{k=1}^{n} j_{k}^{2}}, \quad j_{k} \text { real. } \tag{5}
\end{equation*}
$$

This relationship was proved by Freud [5] and it is a slight improvement of a result by Chebyshev [19, p. 188]. Formula (5) arises from the Rayleigh quotient of the relevant Jacobi matrix. On the basis of (5) it is an easy exercise [5] to show that (4) implies (3). It was shown by Lew-Quarles [6] $(m=4)$, Máté-Nevai [9] $(m=6)$ and Máté-Nevai-Zaslavsky [10] ( $m$ even) that

$$
a_{n}\left(d \alpha_{m}\right) n^{-1 / m}=\frac{1}{2}\left[\sqrt{\pi} \frac{\Gamma(m / 2)}{\Gamma((m+1) / 2)}\right]^{1 / m}+O\left(n^{-2}\right)
$$

and thus one may expect to obtain asymptotics better than (3). In fact, for the Hermite case it is known that

$$
\begin{equation*}
X_{n}(d H) n^{-1 / 2}=\sqrt{2}-2^{-1 / 2} 3^{-1 / 3} i_{1} n^{-2 / 3}+o\left(n^{-2 / 3}\right) \tag{6}
\end{equation*}
$$

where $i_{1}$ is the least zero of Airy's function defined as the unique solution of

$$
z^{\prime \prime}+x z / 3=0
$$

which remains bounded as $x \rightarrow-\infty$ (see e.g. [17, p. 408] and [20, p. 132]), and this may be used to prove the following result.

Theorem. Suppose that all the odd moments of $d \alpha$ vanish and the recursion coefficients $a_{n}(d \alpha)$ satisfy

$$
\begin{equation*}
a_{n}(d \alpha)=c n^{\delta}\left[1+o\left(n^{-2 / 3}\right)\right] \tag{7}
\end{equation*}
$$

where $c>0$ and $\delta>0$ are independent of $n$. Then

$$
\begin{equation*}
X_{n}(d \alpha) n^{-\delta}=2 c-c 3^{-1 / 3}(2 \delta)^{2 / 3} i_{1} n^{-2 / 3}+o\left(n^{-2 / 3}\right) \tag{8}
\end{equation*}
$$

where $i_{1}$ is the smallest zero of Airy's function ( $i_{1}=3.3721 \cdots$ ).
Remark. The underlying idea in the proof of (8) is that the problem of estimating the largest zero $X_{n}(d \alpha)$ of the orthogonal polynomials associated with $d \alpha$ is transformed into another problem which is essentially equivalent to estimating $X_{n}(H)$ and then (6) is applied. In view of the importance of the asymptotic formula (6) we recall here the outline of its proof whereas for details we refer the reader to [17] and [20]. The Hermite polynomials $h_{n}$ satisfy the differential equation

$$
z^{\prime \prime}+x(2 \sqrt{2 n+1}-x) z=0
$$

where

$$
z(x)=h_{n}(\sqrt{2 n+1}-x) \exp \left(-(\sqrt{2 n+1}-x)^{2} / 2\right)
$$

This equation is almost a linearly transformed form of Airy's equation

$$
z^{\prime \prime}+x z / 3=0
$$

Based on this observation, Sturm's comparison theorem applied to these two differential equations yields (6).

Proof of the theorem. In order to simplify notation, we will write $X_{n}$ and $a_{n}$ instead of $X_{n}(d \alpha)$ and $a_{n}(d \alpha)$ respectively. First we will estimate $X_{n}$ from above. Let us fix $\Delta$ such that $0<\Delta<1$ and choose $\varepsilon=\varepsilon(\Delta, \delta)$ so that $0<\varepsilon<1 / 2, \varepsilon<1 /(4 \delta \Delta)$ and

$$
\begin{equation*}
(1-x)^{\delta} \leq(1-2 \delta \Delta x)^{1 / 2}, \quad 0 \leq x \leq 2 \varepsilon \tag{9}
\end{equation*}
$$

holds. For given $n$ we can apply (5) to find $j_{k}^{*}=j_{k}^{*}(n), k=1,2, \cdots, n$, such that $j_{k}^{*} \geq 0$ and

$$
\frac{1}{2} X_{n}=\frac{\sum_{k=1}^{n} a_{n-k} j_{k}^{*} j_{k+1}^{*}}{\sum_{k=1}^{n}\left(j_{k}^{*}\right)^{2}}
$$

Since ${ }^{1}$

$$
\sum_{k=[\varepsilon n]}^{[2 \varepsilon n]} j_{k}^{*} j_{k+1}^{*} \leq \sum_{k=1}^{n}\left(j_{k}^{*}\right)^{2}
$$

there exists $\nu$ such that $[\varepsilon n] \leq \nu \leq[2 \varepsilon n]$ and

$$
\frac{j_{\nu}^{*} j_{\nu+1}^{*}}{\sum_{k=1}^{n}\left(j_{k}^{*}\right)^{2}} \leq \frac{1}{\varepsilon n-1}
$$

Hence

$$
\frac{1}{2} X_{n} \leq \frac{a_{n-\nu}}{\varepsilon n-1}+\max \left\{\frac{\sum_{k=1}^{\nu-1} a_{n-k} j_{k}^{*} j_{k+1}^{*}}{\sum_{k=1}^{\nu}\left(j_{k}^{*}\right)^{2}}, \frac{\sum_{k=\nu+1}^{n} a_{n-k} j_{k}^{*} j_{k+1}^{*}}{\sum_{k=\nu+1}^{n}\left(j_{k}^{*}\right)^{2}}\right\}
$$

and consequently
(10) $\frac{1}{2} X_{n} \leq \frac{\max _{1 \leq k \leq n} a_{n-k}}{\varepsilon n-1}+\max \left\{\max _{j_{k} \geq 0} \frac{\sum_{k=1}^{[2 \varepsilon n]-1} a_{n-k} j_{k} j_{k+1}}{\sum_{k=1}^{[2 \varepsilon n]} j_{k}^{2}}, \max _{[\varepsilon n] \leq k \leq n} a_{n-k}\right\}$.

Now we will show that for sufficiently large values of $n$ the inequality

$$
\begin{equation*}
\max _{[\varepsilon n] \leq k \leq n} a_{n-k} \leq \max _{j_{k} \geq 0} \frac{\sum_{k=1}^{[2 \varepsilon n]-1} a_{n-k} j_{k} j_{k+1}}{\sum_{k=1}^{[2 \varepsilon n]} j_{k}^{2}} \tag{11}
\end{equation*}
$$

holds. If we assume that there exists a sequence $n_{1}<n_{2}<\cdots$ such that (11) is not true for $n=n_{l}$ then by (10)

$$
\frac{1}{2} X_{n} \leq \frac{\max _{1 \leq k \leq n} a_{n-k}}{\varepsilon n-1}+\max _{[\varepsilon n] \leq k \leq n} a_{n-k}, \quad n=n_{l}
$$

[^64]and thus by (7)
$$
\limsup _{l \rightarrow \infty} X_{n_{l}}\left(n_{l}\right)^{-\delta} \leq 2 c(1-\varepsilon)^{\delta}<2 c,
$$
and this contradicts
$$
\lim _{n \rightarrow \infty} X_{n} n^{-\delta}=2 c
$$
which was proved by Freud [5, Thm. 7] whenever (7) holds. Having proved (11), we obtain from (7) and (10) the inequality
\[

$$
\begin{equation*}
\frac{1}{2} X_{n} n^{-\delta} \leq c \max _{j_{k} \geq 0} \frac{\sum_{k=1}^{[2 \varepsilon n]-1}(1-k / n)^{\delta} j_{k} j_{k+1}}{\sum_{k=1}^{[2 \varepsilon n]} j_{k}^{2}}+o\left(n^{-2 / 3}\right) \tag{12}
\end{equation*}
$$

\]

so that by (9)

$$
\frac{1}{2} X_{n} n^{-\delta} \leq c \max _{j_{k} \geq 0} \frac{\sum_{k=1}^{[2 \varepsilon n]-1}(1-2 \delta \Delta k / n)^{1 / 2} j_{k} j_{k+1}}{\sum_{k=1}^{[2 \varepsilon n]} j_{k}^{2}}+o\left(n^{-2 / 3}\right) .
$$

Introducing the notation $N=[n /(2 \delta \Delta)]$, we can rewrite the previous inequality as

$$
\frac{1}{2} X_{n} n^{-\delta} \leq c \sqrt{\frac{2}{N}} \max _{j_{k} \geq 0} \frac{\sum_{k=1}^{[2 \varepsilon n]-1} \sqrt{(N-k) / 2} j_{k} j_{k+1}}{\sum_{k=1}^{[2 \varepsilon n]} j_{k}^{2}}+o\left(n^{-2 / 3}\right) .
$$

Taking (1) and (5) into consideration, we obtain

$$
X_{n} n^{-\delta} \leq c \sqrt{\frac{2}{N}} X_{N}(d H)+o\left(n^{-2 / 3}\right)
$$

and thus (6) yields

$$
X_{n} n^{-\delta} \leq 2 c-c 3^{-1 / 3} i_{1} N^{-2 / 3}+o\left(n^{-2 / 3}\right) .
$$

Hence

$$
X_{n} n^{-\delta} \leq 2 c-c 3^{-1 / 3}(2 \delta)^{2 / 3} i_{1} n^{-2 / 3} \Delta^{2 / 3}+o\left(n^{-2 / 3}\right),
$$

and since $0<\Delta<1$ is arbitrary we can let $\Delta$ tend to 1 to obtain the upper estimate

$$
\begin{equation*}
X_{n} n^{-\delta} \leq 2 c-c 3^{-1 / 3}(2 \delta)^{2 / 3} i_{1} n^{-2 / 3}+o\left(n^{-2 / 3}\right) . \tag{13}
\end{equation*}
$$

Estimating $X_{n}$ from below can be achieved along lines similar to the previous arguments. We pick $\Delta>1$ and choose $\varepsilon=\varepsilon(\Delta, \delta)$ such that $0<\varepsilon<1 / 2, \varepsilon<\delta \Delta, \varepsilon<1 /(4 \delta \Delta)$ and

$$
\begin{equation*}
(1-2 \delta \Delta x)^{1 / 2} \leq(1-x)^{\delta}, \quad 0 \leq x \leq 2 \varepsilon /(\delta \Delta) \tag{14}
\end{equation*}
$$

Let $N=[n /(2 \delta \Delta)]$. Then we can apply (12) with $d \alpha=d H$ and $n=N$ to obtain

$$
\frac{1}{2} X_{N}(d H) N^{-1 / 2} \leq \frac{1}{\sqrt{2}} \max _{j_{k} \geq 0} \frac{\sum_{k=1}^{[2 \varepsilon N]-1}(1-k / N)^{1 / 2} j_{k} j_{k+1}}{\sum_{k=1}^{[2 \varepsilon N]} j_{k}^{2}}+o\left(N^{-2 / 3}\right)
$$

Since $N=[n /(2 \delta \Delta)]$ and (14) holds, we get

$$
\frac{1}{2} X_{N}(d H) N^{-1 / 2} \leq \frac{n^{-\delta}}{\sqrt{2}} \max _{j_{k} \geq 0} \frac{\sum_{k=1}^{[n \varepsilon /(\delta \Delta)]-1}(n-k)^{\delta} j_{k} j_{k+1}}{\sum_{k=1}^{[n \varepsilon /(\delta \Delta)]} j_{k}^{2}}+o\left(N^{-2 / 3}\right)
$$

and therefore by (5) and (7)

$$
X_{N}(d H) N^{-1 / 2} \leq \frac{n^{-\delta}}{c \sqrt{2}} X_{n}+o\left(n^{-2 / 3}\right)
$$

Now the inequality

$$
\begin{equation*}
X_{n} n^{-\delta} \geq 2 c-c 3^{-1 / 3}(2 \delta)^{2 / 3} i_{1} n^{-2 / 3}+o\left(n^{-2 / 3}\right) \tag{15}
\end{equation*}
$$

follows immediately from (6) by letting $\Delta \rightarrow 1$. In view of (13) and (15) the Theorem has completely been proved.

There exist several orthogonal polynomial systems whose recursion coefficients satisfy (7) and thus (8) can be applied to find asymptotics for $X_{n}(d \alpha)$.

The associated Pollaczek polynomials are orthogonal with respect to

$$
d \alpha(x)=\left.\left.|\Gamma(\lambda+\gamma+i x)|^{2}\right|_{2} F_{1}(1-\lambda+i x, \gamma ; \gamma+\lambda+i x ;-1)\right|^{-2} d x, \quad-\infty<x<\infty,
$$

where either $2 \lambda+\gamma>0, \gamma \geq 0$ or $2 \lambda+\gamma>1, \gamma>-1$ [2], [18]. For these polynomials the recursion coefficients are given by

$$
a_{n}(d \alpha)=\frac{1}{2} \sqrt{(n+\gamma)(n+2 \lambda+\gamma-1)}=\frac{n}{2}\left[1+O\left(n^{-1}\right)\right]
$$

and thus

$$
\begin{equation*}
X_{n}(d \alpha) / n=1-6^{-1 / 3} i_{1} n^{-2 / 3}+o\left(n^{-2 / 3}\right) . \tag{16}
\end{equation*}
$$

For the case $\gamma=0$, that is for

$$
\begin{equation*}
d \alpha(x)=|\Gamma(\lambda+i x)|^{2} d x, \quad-\infty<x<\infty, \tag{17}
\end{equation*}
$$

Freud [5] gave an estimate for $X_{n}(d \alpha)$ that is weaker than (16). The measure associated with the symmetric Meixner polynomials [2] is closely related to (16).

The Associated Hermite Polynomials are orthogonal with respect to

$$
d \alpha(x)=\exp \left(-x^{2}\right)\left|\gamma \int_{0}^{\infty} t^{\gamma-1} \exp \left(-2 i x t-t^{2}\right) d t\right|^{-2} d x, \quad-\infty<x<\infty
$$

where $\gamma \geq 0$ [1], and their recursion coefficients satisfy

$$
a_{n}(d \alpha)=\sqrt{\frac{n+\gamma}{2}},
$$

so that

$$
\begin{equation*}
X_{n}(d \alpha) n^{-1 / 2}=\sqrt{2}-2^{-1 / 2} 3^{-1 / 3} i_{1} n^{-2 / 3}+o\left(n^{-2 / 3}\right) . \tag{18}
\end{equation*}
$$

When $\gamma=0$ these polynomials are the Hermite polynomials.
The Hermite-Sonine Polynomials are orthogonal with respect to

$$
\begin{equation*}
d \alpha(x)=|x|^{\lambda} \exp \left(-x^{2}\right) d x, \quad-\infty<x<\infty, \tag{19}
\end{equation*}
$$

$\lambda>-1$ [2], [20] and in this case

$$
\begin{equation*}
a_{n}(d \alpha)=\sqrt{\frac{n+\theta_{n}}{2}} \tag{20}
\end{equation*}
$$

where $\theta_{2 m}=0, \theta_{2 m+1}=\lambda$. Thus $X_{n}(d \alpha)$ again satisfies (18).

The Freud polynomials are orthogonal with respect to

$$
d \alpha(x)=|x|^{\lambda} \exp \left(-|x|^{m}\right) d x, \quad-\infty<x<\infty
$$

where $\lambda>-1$ and $m>0$.
Conjecture.

$$
\begin{equation*}
a_{n}(d \alpha)=\frac{1}{2}\left[\sqrt{\pi} \frac{\Gamma(m / 2)}{\Gamma((m+1) / 2)}\right]^{1 / m} n^{1 / m}\left[1+O\left(n^{-1}\right)\right] . \tag{21}
\end{equation*}
$$

In view of (19) and (20) this holds for $m=2$. For $m=4, \lambda>-1$ this was proved by Lew-Quarles [6]. As mentioned before (21) also holds for $m=6, \lambda=0$ [9] and $m=$ even integer, $\lambda=0[10]$. Thus

$$
X_{n}(d \alpha) n^{-1 / m}=\left[\sqrt{\pi} \frac{\Gamma(m / 2)}{\Gamma((m+1) / 2)}\right]^{1 / m}\left(1-6^{-1 / 3} m^{-2 / 3} i_{1} n^{-2 / 3}+o\left(n^{-2 / 3}\right)\right)
$$

for $m=2,4, \lambda>-1$ and $m$ even, $\lambda=0$.
Finally, we point out that polynomials that are orthogonal on a half infinite line such as the Laguerre polynomials may be transformed by a quadratic change of the variable into symmetric orthogonal polynomials on the real line, and thus our theorem can be used to determine the size of their greatest zeros as well. Further recent results on the behavior of zeros of orthogonal polynomials are given in [3], [7], [11]-[16], [19] and [21].

One of the referees of this paper suggested finding explicit expression for the error term in (8) or at least an expression for an appropriate bound of the error term in (8). In [17, p. 408] F. W. J. Olver does provide such error analysis for the zeros of the Hermite polynomials. Naturally such a result would help to assess the computational feasibility of the approximation. At this time, however, we are unable to produce nontrivial error bounds in (8). Nonetheless we expect to return to this problem in a subsequent paper. We thank all the referees for their valuable remarks.

## REFERENCES

[1] R. Askey and J. Wimp, Associated Laguerre and Hermite polynomials, manuscript.
[2] T. S. Chihara, An Introduction to Orthogonal Polynomials, Gordon and Breach, New York, 1978.
[3] G. Freud, On the greatest zero of an orthogonal polynomial, I, II, Acta Sci., Math. Szeged, 34 (1973), pp. 91-97 and 36 (1974), pp. 49-54.
[4] ___ On the coefficients in the recursion formulae of orthogonal polynomials, Proc. Royal Irish Acad. Sci., 76/A (1976), pp. 1-6.
[5] $\qquad$ , On the greatest zero of an orthogonal polynomial, J. Approx. Theory, to appear.
[6] J. S. Lew and D. A. Quarles, Nonnegative solutions of a nonlinear recurrence, J. Approx. Theory, 38 (1983), pp. 357-379.
[7] D. S. Lubinsky and A.Sharif, On the largest zeros of orthogonal polynomials for certain weights, Math. Comput., 41 (1983), pp. 199-202.
[8] Al. Magnus, A proof of Freud's conjecture about the orthogonal polynomials related to $|x|^{\rho} \exp \left(-x^{2 m}\right)$ for integer $m$, in Orthogonal Polynomials and Their Applications, C. Brezinski et al., eds., Lecture Notes in Mathematics, Springer, Berlin, 1985.
[9] A. Máte and P. Nevai, Asymptotics for solutions of smooth recurrence equations, Proc. Amer. Math. Soc., 93 (1985), pp. 423-429.
[10] A. Máte, P. Nevai and T. Zaslavsky, Asymptotic expansions of ratios of coefficients of orthogonal polynomials with exponential weights, Trans. Amer. Math. Soc., 287 (1985), pp. 495-505.
[11] H. N. Mhaskar and E. B. Saff, Extremal problems for polynomials with exponential weights, Trans. Amer. Math. Soc., 285 (1984), pp. 203-234.
[12] P. Nevai, Orthogonal polynomials on the real line associated with the weight $|x|^{\alpha} \exp \left(-|x|^{\beta}\right)$, I, Acta Math. Acad. Sci. Hungar., 24 (1973), pp. 335-342. (In Russian.)
[13] $\qquad$ , Distribution of zeros of orthogonal polynomials, Trans. Amer. Math. Soc., (1979), pp. 341-361.
[14] $\qquad$ , Orthogonal polynomials, Memoirs Amer. Math. Soc., Vol. 213, 1979.
[15] $\qquad$ , Orthogonal polynomials associated with $\exp \left(-x^{4}\right)$, Second Edmonton Conference on Approximation Theory, CMS Conf. Proc. 3 (1983), pp. 263-285.
[16] P. Nevai and J. S. Dehesa, On asymptotic average properties of zeros of orthogonal polynomials, this Journal, 10 (1979), pp. 1184-1192.
[17] F. W. J. Olver, Asymptotics and Special Functions, Academic Press, New York, 1974.
[18] F. Pollaczek, Sur une famille de polynômes orthogonaux à quatre parametres, C. R. Acad. Sci. Paris, 230 (1950), pp. 2254-2256.
[19] E. A. Rahmanov, On asymptotic properties of polynomials orthogonal'on the real axis, Math. USSR Sbo., 47 (1984), pp. 155-193.
[20] G. SzegO, Orthogonal Polynomials, American Mathematical Society, Providence, RI, 1975.
[21] J. Ullman, Orthogonal polynomials associated with an infinite interval, Michigan Math. J., 27 (1980), pp. 353-363.

# ORTHOGONAL POLYNOMIALS, MEASURES AND RECURRENCE RELATIONS* 

JOANNE DOMBROWSKI ${ }^{\dagger}$ AND PAUL NEVAI ${ }^{\ddagger}$


#### Abstract

Properties of measures associated with orthogonal polynomials are investigated in terms of the coefficients of the three term recurrence formula satisfied by the orthogonal polynomials.


AMS(MOS) subject classification. Primary 43C05
Key words. orthogonal polynomials, recurrence relations, Szegö's theory

1. Introduction. Let $d \alpha$ be a positive measure on the real line with finite moments and infinite support, and let $\left\{p_{n}\right\}_{n=0}^{\infty}, p_{n}(x)=\gamma_{n} x^{n}+\cdots, \gamma_{n}>0$, be the system of orthonormal polynomials associated with $d \alpha$. The polynomials $p_{n}$ satisfy the recurrence formula

$$
\begin{equation*}
x p_{n}=a_{n+1} p_{n+1}+b_{n} p_{n}+a_{n} p_{n-1}, \quad n=0,1, \cdots, \tag{1}
\end{equation*}
$$

where $p_{-1}=0, p_{0}=\gamma_{0}, a_{0}=0, a_{n}=\gamma_{n-1} / \gamma_{n}$ and

$$
b_{n}=\int_{-\infty}^{\infty} x p_{n}^{2}(x) d \alpha(x)
$$

By J. Favard's theorem [10, p. 60] every system of polynomials generated by (1) where $a_{n}>0(n=1,2, \cdots)$ and $b_{n} \in \mathbb{R}$ is in fact a system of orthonormal polynomials. The corresponding measure $d \alpha$ is uniquely determined if and only if the associated moment problem has a unique solution, and the latter holds if, say, both sequences $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are bounded. Recently there has been an upsurge in research activity concerning the determination of the relationship between orthogonal polynomials, recurrence relations and measures. Several such papers are listed in the references. In particular, R. Askey and M. Ismail [1, p. 102] asked whether it is true that if

$$
\begin{equation*}
a_{n}=\frac{1}{2}+\frac{c}{n}+O\left(n^{-2}\right) \text { and } b_{n}=0 \tag{2}
\end{equation*}
$$

where $c>0$ then the absolutely continuous portion of the corresponding measure $d \alpha$ is in Szegö's class which means that $\log \alpha^{\prime}(\operatorname{cost}) \in L^{1}$. One of the main goals of this paper is to show that the Askey-Ismail problem can essentially be solved. More precisely, it follows from Theorem 3 below that if (2) is replaced by

$$
a_{n}=\frac{1}{2}+\frac{c}{n}+\frac{d}{n^{2}}+o\left(n^{-2}\right) \text { and } b_{n}=0
$$

where $c>0$ and $d \in \mathbb{R}$ then $\log \alpha^{\prime}(\operatorname{cost}) \in L^{1}$. While we suspect that condition (2) fails to imply the integrability of $\log \alpha^{\prime}(\operatorname{cost})$, we do not have evidence supporting our claim at the present time. Let us point out that Theorem 2 in fact yields $\alpha^{\prime}(x) \geqq$ const $\sqrt{1-x^{2}}$, $|x|<1$, if only $a_{n} \downarrow 1 / 2$ and $b_{\mathrm{n}}=0$. The latter is quite a surprise if compared with J . Shohat's result [26, p. 50] claiming that if $\operatorname{supp}(d \alpha)=[-1,1]$ then $\log \alpha^{\prime}(\operatorname{cost}) \in L^{1}$ if

[^65]and only if
$$
\sum_{k=1}^{\infty}\left(a_{k}-\frac{1}{2}\right)<\infty, \quad \sum_{k=1}^{\infty} b_{k}<\infty
$$
and
$$
\sum_{k=1}^{\infty}\left\{\left(a_{k}-\frac{1}{2}\right)^{2}+b_{k}^{2}\right\}<\infty
$$

The natural way to connect the recursion coefficients with the measure is via Stieltjes transforms (see e.g. [1]). However, it seems that this approach is feasible only when the recursion coefficients are given in terms of explicitly defined expressions such as rational functions of $n$. The general cases can better be handled by techniques introduced on one side in [5]-[9] and on the other side in [15], [16], [18], [19] and [20].

If $p_{n}$ is generated by (1), then we define $S_{n}$ by

$$
\begin{equation*}
S_{n}(x)=\sum_{k=0}^{n}\left\{\left[a_{k+1}^{2}-a_{k}^{2}\right] p_{k}^{2}(x)+a_{k}\left[b_{k}-b_{k-1}\right] p_{k-1}(x) p_{k}(x)\right\} . \tag{3}
\end{equation*}
$$

All of our results are based on the formula

$$
\begin{equation*}
S_{n}(x)=a_{n+1}^{2}\left[p_{n}^{2}(x)-\frac{x-b_{n}}{a_{n+1}} p_{n}(x) p_{n+1}(x)+p_{n+1}^{2}(x)\right] \tag{4}
\end{equation*}
$$

proved in [8]. (Caution: the notation in [8] is somewhat different!) The second of us believes that the significance of (4) cannot be overestimated, and it will play a fundamental role in future research on general orthogonal polynomials (see e.g. [22]). The other ingredient of this paper comes from [16] where the necessary spectral analysis was accomplished.

In order not to interrupt our forthcoming discussion, we first prove the following technical proposition. In what follows $a_{+}$denotes the positive part of $a$ and $\log ^{+}$and $\log ^{-}$are also defined in the usual way.

Lemma 1. Let $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ satisfy $a_{n+1} \geqq \frac{1}{2}\left(1+\left|b_{n}\right|\right)$ for $n>N$ and let $p_{n}$ and $S_{n}$ be defined by (1) and (3) respectively. Then

$$
\begin{gather*}
\left(1-x^{2}\right) p_{n+1}^{2}(x) \leqq 4 S_{n}(x), \quad|x| \leqq 1,  \tag{5}\\
\left(1-x^{2}\right) p_{n}^{2}(x) \leqq 4 S_{n}(x), \quad|x| \leqq 1,  \tag{6}\\
\max _{|x| \leqq 1} p_{n+1}^{2}(x) \leqq 4(n+2)^{2} \max _{|x| \leqq 1}\left|S_{n}(x)\right|,  \tag{7}\\
\max _{|x| \leqq 1} p_{n}^{2}(x) \leqq 4(n+1)^{2} \max _{|x| \leqq 1}\left|S_{n}(x)\right|,  \tag{8}\\
0 \leqq S_{n+1}(x) \leqq S_{n}(x) \exp \left\{4 \frac{\left[a_{n+2}^{2}-a_{n+1}^{2}\right]_{+}+a_{n+1}\left|b_{n+1}-b_{n}\right|}{1-x^{2}}\right\}, \quad|x| \leqq 1 \tag{9}
\end{gather*}
$$

and

$$
\begin{equation*}
\max _{|x| \leq 1} S_{n+1}(x) \max _{|x| \leq 1} S_{n}(x) \cdot \exp \left\{4(n+2)^{2}\left(\left[a_{n+2}^{2}-a_{n+1}^{2}\right]_{+}-a_{n+1}\left|b_{n+1}-b_{n}\right|\right)\right\} \tag{10}
\end{equation*}
$$

hold for $n>N$.
Proof. By (4)

$$
S_{n}(x)=a_{n+1}^{2}\left[p_{n}(x)-\frac{x-b_{n}}{2 a_{n+1}} p_{n+1}(x)\right]^{2}+\frac{1}{4}\left[4 a_{n+1}^{2}-\left(x-b_{n}\right)^{2}\right] p_{n+1}^{2}(x)
$$

and

$$
S_{n}(x)=a_{n+1}^{2}\left[p_{n+1}(x)-\frac{x-b_{n}}{2 a_{n+1}} p_{n}(x)\right]^{2}+\frac{1}{4}\left[4 a_{n+1}^{2}-\left(x-b_{n}\right)^{2}\right] p_{n}^{2}(x) .
$$

If $2 a_{n+1} \geqq 1+\left|b_{n}\right|$ then $4 a_{n+1}^{2}-\left(x-b_{n}\right)^{2} \geqq 1-x^{2}$ for $|x| \leqq 1$. Thus (5) and (6) are satisfied. Inequalities (7) and (8) follow from (5), (6) and Bernstein's theorem [17, p. 139]. Writing

$$
S_{n+1}=S_{n}\left[a_{n+2}^{2}-a_{n+1}^{2}\right] p_{n+1}^{2}+a_{n+1}\left[b_{n+1}-b_{n}\right] p_{n} p_{n+1}
$$

and applying (5)-(8), inequalities (9) and (10) follow immediately.
Theorem 1. If $\lim _{n \rightarrow \infty}=\frac{1}{2}, \lim _{n \rightarrow \infty} b_{n}=0$ and

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left\{\left|a_{n+1}-a_{n}\right|+\left|b_{n+1}-b_{n}\right|\right\}<\infty \tag{11}
\end{equation*}
$$

then the orthogonal polynomials $p_{n}$ generated by (1) and the corresponding measure $d \alpha$ satisfy

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\{\left[a_{k+1}^{2}-a_{k}^{2}\right] p_{k}^{2}(x)+a_{k}\left[b_{k}-b_{k-1}\right] p_{k-1}(x) p_{k}(x)\right\}=\frac{\sqrt{1-x^{2}}}{2 \pi \alpha^{\prime}(x)}, \quad-1<x<1 \tag{12}
\end{equation*}
$$

and the convergence is uniform on every closed subinterval of $(-1,1)$.
Proof. Theorem 1 follows immediately from (3), (4) and

$$
\lim _{n \rightarrow \infty}\left[p_{n}^{2}(x)-\frac{x-b_{n}}{a_{n+1}} p_{n}(x) p_{n+1}(x)+p_{n+1}^{2}(x)\right]=\frac{2 \sqrt{1-x^{2}}}{\pi \alpha^{\prime}(x)}
$$

which holds uniformly on every closed subinterval of $(-1,1)$ if $(11)$ is satisfied [16].
THEOREM 2. Let $\left\{a_{n}\right\}_{n=1}^{\infty}$ and $\left\{b_{n}\right\}_{n=0}^{\infty}$ satisfy $a_{n+1} \geqq \frac{1}{2}\left(1+\left|b_{n}\right|\right)$ for $n>N$, $\lim _{n \rightarrow \infty} a_{n}=\frac{1}{2}, \lim _{n \rightarrow \infty} b_{n}=0$ and

$$
\sum_{n=1}^{\infty} n^{2}\left\{\left[a_{n+1}-a_{n}\right]_{+}+\left|b_{n+1}-b_{n}\right|\right\}<\infty
$$

Then there exist a constant $K>0$ such that for the orthogonal polynomials $p_{n}$ defined by (1) and for the associated measure d $\alpha$ we have

$$
\begin{equation*}
\sqrt{1-x^{2}}\left|p_{n}(x)\right| \leqq K, \quad-1 \leqq x \leqq 1 \tag{13}
\end{equation*}
$$

$n=1,2, \cdots$, and

$$
\begin{equation*}
\alpha^{\prime}(x) \geqq K^{-1} \sqrt{1-x^{2}}, \quad-1 \leqq x \leqq 1 \tag{14}
\end{equation*}
$$

Proof. Repeated application of (10) shows that the sequence $\left\{S_{n}\right\}$ is uniformly bounded in $[-1,1]$ and then (13) follows from (6) whereas (14) follows from Theorem 1, (3) and (4).

Remark 1. The sharpness of Theorem 2 may best be illustrated by the ultraspherical polynomials which are orthogonal with respect to $d \alpha(x)=\left(1-x^{2}\right)^{\varepsilon} d x$ in $[-1,1]$. For these polynomials

$$
a_{n}=\frac{1}{2}+\frac{1-4 \varepsilon^{2}}{16} \frac{1}{n^{2}}+\frac{\text { const }}{n^{3}}+O\left(n^{-4}\right) \text { and } b_{n}=0
$$

so that the conditions of Theorem 2 are satisfied if and only if $|\varepsilon| \leqq \frac{1}{2}$ whereas (14) holds if and only if $\varepsilon \leqq \frac{1}{2}$.

THEOREM 3. Let $\left\{a_{n}\right\}_{n=1}^{\infty}$ and $\left\{b_{n}\right\}_{n=0}^{\infty}$ satisfy $a_{n+1} \geqq \frac{1}{2}\left(1+\left|b_{n}\right|\right)$ for $n>N$, $\lim _{n \rightarrow \infty} a_{n}=\frac{1}{2}, \lim _{n \rightarrow \infty} b_{n}=0$ and

$$
\sum_{k=1}^{\infty} n\left\{\left[a_{n+1}-a_{n}\right]_{+}+\left|b_{n+1}-b_{n}\right|\right\}<\infty
$$

Let $d \alpha$ be the measure associated with the orthogonal polynomials defined by (1). Then

$$
\begin{equation*}
d \alpha(x)=w(x) d x+\text { mass points outside }(-1,1) \tag{15}
\end{equation*}
$$

where $w$ is positive and continuous in $(-1,1), w$ vanishes outside $[-1,1]$ and $w$ belongs to Szegö's class, that is

$$
\begin{equation*}
\int_{0}^{\pi}|\log w(\cos t)| d t<\infty \tag{16}
\end{equation*}
$$

Remark 2. If $\sum n\left\{\left|a_{n}-\frac{1}{2}\right|+\left|b_{n}\right|\right\}<\infty$ then the number of mass points in $d \alpha$ is finite and all such mass points are located outside [ $-1,1$ ] (see [4] and [11]).

Proof of Theorem 3. By the conditions $\sum\left(\left|a_{n+1}-a_{n}\right|+\left|b_{n+1}-b_{n}\right|\right)<\infty$ holds as well so that by the Theorem in [16] and by Blumenthal's result (see e.g. [18, Thm. 3.3.7, p. 23]) formula (15) holds with $w(>0) \in C(-1,1)$ and $\operatorname{supp}(w)=[-1,1]$. Therefore only (16) needs to be proved. Let $\delta_{n}$ be defined by

$$
\delta_{n}=4\left(\left[a_{n+2}^{2}-a_{n+1}^{2}\right]_{+}+a_{n+1}\left|b_{n+1}-b_{n}\right|\right) .
$$

Then by the assumptions made

$$
\begin{equation*}
\sum_{1}^{\infty} n \delta_{n}<\infty, \tag{17}
\end{equation*}
$$

and applying (9) and (10) with $n>N$, we obtain

$$
\begin{aligned}
& \int_{0}^{1-(n+1)^{2}} \frac{\log ^{+} S_{n+1}(x)}{\sqrt{1-x}} d x \\
& \leqq \int_{0}^{1-n^{-2}} \frac{\log ^{+} S_{n}(x)}{\sqrt{1-x}} d x+\delta_{n} \int_{1}^{1-n^{-2}} \frac{d x}{(1-x)^{3 / 2}} \\
&+\log ^{+}\left\{\max _{|x| \leqq 1}\left|S_{n+1}(x)\right|\right\} \int_{1-n^{-2}}^{1-(n+1)^{-2}} \frac{d x}{\sqrt{1-x}} \\
&= \int_{0}^{1-n^{-2}} \frac{\log ^{+} S_{n}(s)}{\sqrt{1-x}} d x \\
&+2(n-1) \delta_{n}+2\left(\frac{1}{n}\right) \frac{1}{n+1} \log ^{+}\left\{\max _{|x| \leqq 1} S_{n+1}(x)\right\} \\
& \leqq \int_{0}^{1-n^{-2}} \frac{\log ^{+} S_{n}(x)}{\sqrt{1-x}} d x+2(n-1) \delta_{n}+\frac{2}{n} \log ^{+}\left\{\max _{|x| \leqq 1} S_{n}(x)\right\} \\
&-\frac{2}{n+1} \log ^{+}\left\{\max _{|x| \leqq 1} S_{n+1}(x)\right\}+\frac{2(n+2)^{2}}{n} \delta_{n} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\int_{0}^{1-(n+1)^{-2}} \frac{\log ^{+} S_{n+1}(x)}{\sqrt{1-x}} d x \leqq & \int_{0}^{1-n^{-2}} \frac{\log ^{+} S_{n}(x)}{\sqrt{1-x}} d x+18 n \delta_{n} \\
& +\frac{2}{n} \log ^{+}\left\{\max _{|x| \leqq 1} S_{n}(x)\right\}-\frac{2}{n+1} \log ^{+}\left\{\max _{|x| \leqq 1} S_{n+1}(x)\right\}
\end{aligned}
$$

from which

$$
\begin{aligned}
\int_{0}^{1-(n+1)^{2}} \frac{\log ^{+} S_{n+1}(x)}{\sqrt{1-x}} d x \leqq & \int_{0}^{1-(N+1)^{2}} \frac{\log ^{+} S_{n+1}(x)}{\sqrt{1-x}} d x+18 \sum_{k=N+1}^{n} k \delta_{k} \\
& +\frac{2}{N+1} \log ^{+}\left\{\max _{|x| \leqq 1} S_{N+1}(x)\right\}
\end{aligned}
$$

follows. Now letting $n \rightarrow \infty$ and applying (3), (17), Theorem 1 and Fatou's lemma, we see that

$$
\int_{0}^{\pi / 2} \log ^{-} w(\cos t) d t>-\infty
$$

By similar arguments

$$
\int_{\pi / 2}^{\pi} \log ^{-} w(\cos t) d t>-\infty
$$

holds as well. By Jensen's inequality

$$
\int_{0}^{\pi} \log w(\cos t) d t<\infty
$$

and thus Theorem 3 has completely been proved.

## 2. Applications.

A. Ya. L. Geronimus [12]-[14] raised and solved the following problem. Let $m \geqq 0$ be a fixed integer and let $\left\{b_{k}\right\}_{k=0}^{\infty}$ and $\left\{a_{k}\right\}_{k=1}^{\infty}\left(a_{k}>0\right)$ be given sequences such that $b_{k}=0$ for $k \geqq m$ and $a_{k}=\frac{1}{2}$ for $k>m$. Let $\left\{p_{n}\right\}_{n=0}^{\infty}$ be the orthogonal polynomial system generated by (1) and let $d \alpha$ be the corresponding measure. The problem is to find $d \alpha$. We will show that on the basis of our results $d \alpha$ can easily be found. It follows from (3) and (4) that

$$
\begin{equation*}
4 S_{n}=p_{n}^{2}-2 x p_{n} p_{n+1}+p_{n+1}^{2}, \quad n \geqq m, \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{n}=S_{m}, \quad n \geqq m \tag{19}
\end{equation*}
$$

Thus by Theorem 1 and 3 and by Remark 2,

$$
\begin{equation*}
d \alpha(x)=\frac{2}{\pi} \frac{\sqrt{1-x^{2}}}{p_{m}^{2}(x)-2 x p_{m}(x) p_{m+1}(x)+p_{m+1}^{2}(x)} \chi(x)+\sum_{l=1}^{M} J_{l} \delta\left(x-x_{l}\right) \tag{20}
\end{equation*}
$$

where $\chi$ is the characteristic function of $[-1,1]$ and $x_{l}$ 's are the mass points with mass $J_{l}>0$. It is well known [27] that for an arbitary system of orthogonal polynomials if the associated moment problem has a unique solution then $x$ is a mass point for $d \alpha$ with
mass $J$ if and only if $\sum p_{k}^{2}(x)<\infty$ and then
(21)

$$
\begin{aligned}
\frac{1}{J} & =\sum_{k=0}^{\infty} p_{k}^{2}(x)=\lim _{k \rightarrow \infty} a_{k+1}\left[p_{k+1}^{\prime}(x) p_{k}(x)-p_{k+1}(x) p_{k}^{\prime}(x)\right] \\
& =\lim _{k \rightarrow \infty} a_{k+1}\left[p_{k+1}(x) / p_{k}(x)\right]^{\prime} p_{k}^{2}(x)=-\lim _{k \rightarrow \infty} a_{k+1}\left[p_{k}(x) / p_{k+1}(x)\right]^{\prime} p_{k+1}^{2}(x)
\end{aligned}
$$

Therefore by (18) and (19) the mass points $x_{l}$ are zeros of $S_{m}$ and hence $M \leqq 2 m+2$. However not all zeros of $S_{m}$ are in fact mass points. Applying the recurrence formula (1) and (3)-(4) we obtain

$$
\begin{equation*}
4 S_{m}=p_{n+1}^{2}-p_{n} p_{n+2}, \quad n \geqq m \tag{22}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{p_{n+1}}{p_{n}}=\frac{p_{m+1}}{p_{m}}, \quad n \geqq m, \quad \text { if } S_{m}=0 \tag{23}
\end{equation*}
$$

On the other hand, by (18)

$$
\begin{equation*}
\frac{p_{m+1}}{p_{m}}=x \pm \sqrt{x^{2}-1} \quad \text { if } S_{m}=0 \tag{24}
\end{equation*}
$$

(here $\sqrt{x^{2}-1}>0$ if $x>1$ and $\sqrt{x^{2}-1}<0$ if $x<-1$ ). Thus by (21) $x$ is a mass point if and only if $S_{m}(x)=0$ and $\left|p_{m+1}(x)\right|<\left|p_{m}(x)\right|$. By (22)

$$
4 S_{m}^{\prime}=-\left(p_{n} / p_{n+1}\right)^{\prime} p_{n+1}^{2} \frac{p_{n+2}}{p_{n+1}}-\left(p_{n+2} / p_{n+1}\right)^{\prime} p_{n+1}^{2} \frac{p_{n}}{p_{n+1}}, \quad n \geqq m
$$

if $S_{m}=0$ so that by (21), (23) and (24)

$$
2 S_{m}^{\prime}\left(x_{l}\right)=J_{l}^{-1}\left(x_{l}-\sqrt{x_{l}^{2}-1}\right)-J_{l}^{-1}\left(x_{l}+\sqrt{x_{l}^{2}-1}\right)=-2 J_{l}^{-1} \sqrt{x_{l}^{2}-1}
$$

Thus the mass points $x_{l}$ in (20) are those zeros of $p_{m}^{2}-2 x p_{m} p_{m+1}+p_{m+1}^{2}$ for which $\left|p_{m+1}\left(x_{l}\right)\right|<\left|p_{m}\left(x_{l}\right)\right|$ and the corresponding mass $J_{l}$ is given by

$$
J_{l}=\frac{-\sqrt{x_{l}^{2}-1}}{S_{m}^{\prime}\left(x_{l}\right)}=\left|\frac{\sqrt{x_{l}^{2}-1}}{S_{m}^{\prime}\left(x_{l}\right)}\right|
$$

B. The previous analysis can be applied to the case when

$$
\lim _{n \rightarrow \infty}\left|a_{n}-\frac{1}{2}\right|^{1 / n}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty}\left|b_{n}\right|^{1 / n}=0
$$

Without going into details we point out that in this case one can prove

$$
\limsup _{n \rightarrow \infty}\left|p_{n}(x)\right|^{1 / n}<\infty
$$

uniformly on every compact set in the complex plane, and thus

$$
S(x)=\lim _{n \rightarrow \infty} S_{n}(x)
$$

is an entire function. The corresponding measure $d \alpha$ can be written as

$$
d \alpha(x)=\frac{1}{2 \pi} \frac{\sqrt{1-x^{2}}}{S(x)} \chi(x) d x+\sum_{x_{l} \in Z}\left|\frac{\sqrt{x_{l}^{2}-1}}{S^{\prime}\left(x_{l}\right)}\right| \delta\left(x-x_{l}\right)
$$

where $\chi$ is the characteristic function of $[-1,1]$ and $Z$ is the collection of those zeros $x_{l}$ of $S$ for which $\lim _{n \rightarrow \infty}\left|p_{n+1}\left(x_{l}\right) / p_{n}\left(x_{l}\right)\right|<1$. Of course, $Z$ is a finite set.
C. The Pollaczek polynomials satisfy (1) with

$$
a_{n}^{2}=\frac{1}{4} \frac{(n+c)(n+2 \lambda+c-1)}{(n+\lambda+a+c)(n+\lambda+a+c-1)}, \quad n=1,2, \cdots,
$$

and

$$
b_{n}=-\frac{b}{n+\lambda+a+c}, \quad n=0,1,2, \cdots
$$

where the parameters $a, b, c$ and $\lambda$ are chosen so that $b_{n} \in \mathbb{R}$ and $a_{n}>0$. Pollaczek [23] (see also [3]) investigated the case when either $a>|b|, 2 \lambda+c>0, c \geqq 0$ or $a>|b|$, $2 \lambda+c \geqq 1, c>-1$ and determined that $d \alpha$ is absolutely continuous. Hence $d \alpha$ is completely described by (16). The explicit expression for $\alpha^{\prime}$ [3, p. 185] shows that $\alpha^{\prime}$ is not Szegö's class in this case. Since

$$
a_{n}=\frac{1}{2}-\frac{a}{2 n}+\frac{\text { const }}{n^{2}}+O\left(n^{-3}\right)
$$

holds, we see that the conditions of Theorem 2 are satisfied provided that $a<0, b=0$, and consequently

$$
\alpha^{\prime}(x) \geqq K^{-1} \sqrt{1-x^{2}}, \quad-1 \leqq x \leqq 1
$$

with a suitably chosen positive constant $K$ if $a<0$ and $b=0$. In particular, $\log \alpha^{\prime}(\operatorname{cost})$ $\in L^{1}$ in this case. Examples of Pollaczek polynomials with not necessarily absolutely continuous measures have been investigated in [1], [2], [24], and [29].
D. Let $\left\{a_{n}\right\}_{n=1}^{\infty}$ satisfy $0<a_{n} \leqq \frac{1}{2}, \lim _{n \rightarrow \infty} a_{n}=\frac{1}{2}$ and

$$
\sum_{k=1}^{\infty}\left|a_{k+1}-a_{k}\right|<\infty
$$

and let $b_{n}=0$ for every $n$. Let $d \alpha$ be the measure associated with the orthogonal polynomials $p_{n}$ which are defined by (1). It is well known that in this case $\operatorname{supp}(d \alpha)=$ $[-1]$ (see e.g. [18, Thm. 3.3.7, p. 23]). Let us show that $\pm 1$ are not mass points of $d \alpha$. If $x$ is a mass point, then by (21) $\lim _{n \rightarrow \infty}\left|p_{n}(x)\right|=0$ so that there exists $n_{0}$ such that $\left|p_{n}(x)\right| \leqq p_{n_{0}}(x)$ for every $n$ and $\left|p_{n}(x)\right|<\left|p_{n_{0}}(x)\right|$ for $n<n_{0}$. By the recurrence formula

$$
\left|x p_{n_{0}}(x)\right| \leqq a_{n_{0}+1}\left|p_{n_{0}+1}(x)\right|+a_{n_{0}}\left|p_{n_{0}-1}(x)\right|<\left|p_{n_{0}}(x)\right|
$$

and hence $|x|<1$, that is $x \neq \pm 1$. It has been shown in both [8] and [16] that $d \alpha$ is absolutely continuous in $(-1,1)$. Therefore $d \alpha$ is absolutely continuous on the whole real line and by Theorem 1

$$
d \alpha(x)=\frac{1}{2 \pi} \frac{\sqrt{1-x^{2}}}{\sum_{k=0}^{\infty}\left[a_{k+1}^{2}-a_{k}^{2}\right] p_{k}^{2}(x)} \chi(x) d x
$$

where $\chi$ is the characteristic function of $[-1,1]$. By the previously quoted theorem of Shohat [26, p. 50] $\log \alpha^{\prime}(\cos t) \in L^{1}$ if and only if $\Sigma\left(a_{k}-\frac{1}{2}\right)<\infty$.
E. If there exists $N$ such that $a_{n}>a_{n+1}$ for $n>N$ and $\lim _{n \rightarrow \infty} a_{n}=\frac{1}{2}$ and if $b_{n}=0$ for every $n$, then the conditions of Theorem 2 are satisfied. Hence $\alpha^{\prime}(x) \geqq K^{-1} \sqrt{1-x^{2}}$, $|x| \leqq 1$, holds in this case.
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#### Abstract

We derive multiplicity results for autonomous superlinear ODE's of the form $$
\begin{aligned} & -u^{\prime \prime}(x)=g(u(x))+t, \quad x \in(0, \pi), \quad t \in R, \\ & u(0)=u(\pi)=0, \end{aligned}
$$ with $g^{\prime}(-\infty)<+\infty$ and $g^{\prime}(+\infty)=+\infty$. We show that for any given $n \in N$ there exist at least $n$ solutions of the problem if $t$ is sufficiently negative. The proof is carried out by using variational methods jointly with a rearrangement argument.
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1. Introduction. We consider here the solvability of ordinary differential equations with superlinear nonlinearities of the following type:

$$
\begin{equation*}
-u^{\prime \prime}(x)=g(u(x))+t, \quad x \in(0, \pi), \quad u(0)=u(\pi)=0 \tag{1}
\end{equation*}
$$

with

$$
\lim _{s \rightarrow+\infty} \frac{g(s)}{s}=+\infty \quad \text { and } \quad \limsup _{s \rightarrow-\infty} \frac{g(s)}{s}<1=\lambda_{1}
$$

i.e., the nonlinearity crosses all eigenvalues $\lambda_{k}=k^{2}, k \in N$, of the eigenvalue problem

$$
\begin{equation*}
-v^{\prime \prime}(x)=\lambda v(x), \quad x \in(0, \pi), \quad v(0)=v(\pi)=0 . \tag{2}
\end{equation*}
$$

It is easy to see that (1) admits no solution if $t$ is bigger than some $t_{0}$. On the other hand the results of E. N. Dancer [4] (see also [1], [5], [6]) ensure in particular that (1) admits at least two solutions for $t$ smaller than $t_{0}$. We recall also the results of C. Scovel [12] for the equation

$$
\begin{equation*}
-u^{\prime \prime}=6 u^{2}+t \quad \text { in }(0, \pi), \quad u(0)=u(\pi)=0 . \tag{3}
\end{equation*}
$$

He has shown that for all $k \in N$ there exist values $t_{k}<\cdots<t_{1}$ such that for $t<t_{k}$ there exist $k$ solutions of (3).

The aim of this paper is to prove such a result for equation (1) under general assumptions on $g$. The key idea to arrive at this result is the following: it is easy to see that (1) has a negative solution which is a local minimum of the associated functional. A second solution can then be found by the mountain pass theorem. We shall show that this mountain pass solution must change sign if $t$ is large enough negative. A "rearrangement" of the minimizing paths then shows that the mountain pass solution

[^66]has in fact precisely one sign change. Finally, doing the same on the intervals $(0, \pi / n)$, we then show that these solutions can be joined to obtain solutions having $2 n-1$ nodes.

We point out that it is essential for our method that equation (1) is autonomous (including that $t$ is a constant). The nonautonomous equation as well as, of course, the corresponding partial differential equation, remain therefore open problems.
2. Statement of the result. We consider (1) under the following assumptions on $g$ : $\left(g_{1}\right) g \in C^{1}(\mathbb{R})$ with

$$
\limsup _{s \rightarrow-\infty} g^{\prime}(s)=g^{-}<1, \quad \lim _{s \rightarrow+\infty} g^{\prime}(s)=+\infty
$$

$\left(g_{2}\right) g \in C^{1}(\mathbb{R})$ with

$$
\limsup _{s \rightarrow-\infty} g^{\prime}(s)<+\infty, \quad \lim _{s \rightarrow+\infty} g^{\prime}(s)=+\infty
$$

Of course $\left(g_{1}\right)$ is a stronger assumption than $\left(g_{2}\right)$ and it is the situation in which we are mainly interested. We shall assume the condition $\left(g_{1}\right)$ throughout the paper until the proof of Theorem 1.

Our goal is to prove the following theorem:
Theorem 1. Assume ( $g_{2}$ ) holds. Then for any $k \in N$ there exists $t_{k} \in R$ such that for $t<t_{k}$ problem (1) has at least $k$ distinct solutions.

Remark 2. In Theorem 1, when ( $g_{1}$ ) holds, we actually prove that there exist a negative solution, and solutions with $1,3,5, \cdots, 2 k-1$ nodes. We shall also discuss the possible existence of positive solutions of (1).

We remark that if $\left(g_{1}\right)$ holds, then there exists a constant $t_{0}$ such that for $t>t_{0}$ (1) has no solution. This follows from the following calculation:

Since $g(s)-g^{-} \cdot s \geqq-c, \forall s \in \mathbb{R}$, we have for $t>c$ and any solution $u$ of (1)

$$
-u^{\prime \prime}-g^{-} u=\left(g-g^{-}\right)(u)+t>0
$$

and hence $u>0$ by the maximum principle, since $g^{-}<1$. Multiplying this equation by $\sin x$, we get

$$
\begin{aligned}
\left(1-g^{-}\right)(u, \sin x) & =\left(\left(g-g^{-}\right)(u), \sin x\right)+(t, \sin x) \\
& \geqq\left(\left(1-g^{-}\right) u, \sin x\right)-(d, \sin x)+(t, \sin x)
\end{aligned}
$$

which implies $d>t$. Hence there exists no solution for $t>d$.
On the other hand, if $\left(g_{1}\right)$ does not hold, i.e. if $g^{-}<\lambda_{1}$, then the above estimate is not valid, and one then expects solutions for arbitrarily large $t$. In fact, for the following closely related equation

$$
-u^{\prime \prime}=\lambda u+\left(u^{+}\right)^{p}+t \sin x, \quad x \in(0, \pi), \quad u(0)=u(\tau),
$$

where $p>1$, one has the following result (see B. Ruf and P. N. Srikanth [11]): If $\lambda \in\left(\lambda_{k}, \lambda_{k+1}\right)$, then there exist at least $2 k+2$ solutions for any $t>0$.

It is to be expected that the same result holds for the inhomogeneity $t$ instead of $t \sin x$ and for more general nonlinearities $g$ with $g^{-} \in\left(\lambda_{k}, \lambda_{k+1}\right), \lim _{s \rightarrow+\infty}(g(s) / s)=$ $+\infty$.

We shall use variational methods on the space $E=H_{0}^{1}(0, \pi)$. We work with the functional $I: E \rightarrow \mathbb{R}$

$$
I(u):=1 / 2 \int_{0}^{\pi}\left|u^{\prime}\right|^{2}-\int_{0}^{\pi} G(u)-t \int_{0}^{\pi} u
$$

where $G(s)=\int_{0}^{s} g(t) d t$ is the primitive of $g$.
It is clear that $I \in C^{2}(E, \mathbb{R})$, and we have
Lemma 3. The functional I satisfies the Palais-Smale condition, i.e. any sequence $\left(u_{n}\right) \subset E$ with $I\left(u_{n}\right)$ bounded and $I^{\prime}\left(u_{n}\right)_{n \rightarrow \infty} \rightarrow 0$ in $E^{\prime}$, contains a convergent subsequence.

Proof. Since $g^{-}<1$ we can find a constant $a \in\left(g^{-}, 1\right)$ and a constant $M$ such that $g(s)>a s-M, \forall s<0$. Let $\left(u_{n}\right)$ be a sequence satisfying the hypothesis, and set $r_{n}=$ $-u_{n}^{\prime \prime}-g\left(u_{n}\right)-t$, which converges to zero in $H^{-1}$. Multiplying $r_{n}$ by $u_{n}^{-}:=\max \{-u, 0\}$ we get

$$
\left|-\int_{0}^{\pi} u_{n}^{\prime \prime} u_{n}^{-}-\int_{0}^{\pi}\left(g\left(u_{n}\right)+t\right) u_{n}^{-}\right| \leqq C\left\|u_{n}^{-}\right\|_{E}
$$

from which we get

$$
\left.\left|\int_{\left[u_{n}<0\right]}\right| u_{n}^{\prime}\right|^{2}-\int_{\left[u_{n}<0\right]}\left(a u_{n}^{2}-M u_{n}\right) \mid \leqq C_{1}\left\|u_{n}^{-}\right\|_{E}
$$

and hence

$$
\left\|u_{n}^{-}\right\|_{E}^{2}-a\left\|u_{n}^{-}\right\|_{E}^{2} \leqq C_{2}\left\|u_{n}^{-}\right\|_{E}
$$

Therefore $\left\|u_{n}^{-}\right\|_{E} \leqq C, \forall n \in N$, and hence also $\forall\left\|u_{n}^{-}\right\|_{C^{0}} \leqq C, \forall n \in N$. This means that the $u_{n}$ are bounded from below, and hence also $g\left(u_{n}\right)$ is bounded from below. Therefore there exists a $b>1$ (by $\left.\left(g_{1}\right)\right)$ such that

$$
g\left(u_{n}\right) \geqq b u_{n}-M \quad \forall n \in N
$$

Now we multiply $r_{n}$ by $\sin x$ and get the estimate

$$
\int_{0}^{\pi} \sin x\left(g\left(u_{n}\right)-u_{n}\right) d x \leqq C
$$

Using the estimate for $g$ we then obtain

$$
\int_{0}^{\pi} \sin x(b-1) u_{n} d x \leqq C
$$

i.e.,

$$
\int_{0}^{\pi} \sin x \cdot u_{n} \leqq C \quad \forall n \in N
$$

and then also $\int_{0}^{\pi} \sin x \cdot g\left(u_{n}\right) \leqq C, \forall n \in N$. Since $g\left(u_{n}\right)$ is bounded below, we finally get

$$
\int_{0}^{\pi} \sin x\left|g\left(u_{n}\right)\right| \leqq C \quad \forall n \in N
$$

Let $G$ be the Green's operator of $-\ddot{u}$ with the associated Green's function $K$. Then

$$
u_{n}=G\left(g\left(u_{n}\right)+t+r_{n}\right)=\int_{0}^{\pi} K(x, y)\left(g\left(u_{n}(y)\right)+t+r_{n}(y)\right) d y
$$

It is easily seen that $K(x, y)$ satisfies the estimate

$$
0 \leqq K(x, y) \leqq C \cdot \sin y .
$$

Using this in the above equation, we obtain

$$
u_{n} \leqq \int_{0}^{\pi} C \cdot \sin y\left|g\left(u_{n}(y)\right)\right|+\int_{0}^{\pi} K(x, y)\left(t+r_{n}(y)\right) d y \leqq \text { const } \quad \forall n \in N
$$

From this one concludes by standard arguments that ( $u_{n}$ ) contains a convergent subsequence.

We point out that we have actually proved that if $I^{\prime}\left(u_{n}\right) \rightarrow 0$ in $E^{\prime}$, then $\left(u_{n}\right)$ is precompact. Therefore we have in particular proved that the set of the solutions of (1), for a given $t$, is compact. This shows that Theorem 1 is in some sense optimal when ( $g_{1}$ ) holds; in fact one cannot generically expect to get infinitely many solutions of (1) for the same value of $t$.
3. A priori estimates. We first recall how a negative solution of (1), which is a local minimum of $I$, can be found.

In fact, choosing $t<-g(0)$, we see that zero is a supersolution of (1). By J. Kazdan and F. W. Warner [7] we can fix a negative subsolution $\underline{u}$. Using arguments as in H. Hofer [6] and D. G. De Figueiredo and S. Solimini [5] one then proves the existence of a local minimum of $I$ in $[\underline{u}, 0]$. We remark that from the subsequent arguments it will follow that any negative solution is a local minimum.

Lemma 4. For $k, \varepsilon \in R_{+}$given, there exists $T(k, \varepsilon) \in R$ such that if $t<T(k, \varepsilon)$, then $u<-k$ on $[\varepsilon, \pi-\varepsilon]$ for any negative solution $u$ of (1).

Proof. Fix $k, \varepsilon \in R_{+}$. Now choose $t<0$ such that

$$
\sup _{[-k, 0]} g(s)<-\frac{1}{2} t, \quad(4 k /-t)^{1 / 2}<\varepsilon
$$

We set

$$
x_{1}:=\inf \left\{x \in[0, \pi] \mid u(x) \leqq-k \text { or } u(x)=\min _{s \in[0, \pi]} u(s)\right\} .
$$

We estimate $u$ on $\left[0, x_{1}\right]$. Note that in $x_{1}$ we have $u^{\prime}\left(x_{1}\right) \leqq 0$ and $u\left(x_{1}\right) \geqq-k$, and that $\ddot{u}>-t / 2$ in $\left[0, x_{1}\right]$. By the Taylor formula we therefore have

$$
u(x) \geqq u\left(x_{1}\right)+u^{\prime}\left(x_{1}\right)\left(x-x_{1}\right)-\frac{t}{4}\left(x-x_{1}\right)^{2} \geqq-k-\frac{t}{4}\left(x-x_{1}\right)^{2} .
$$

Setting $x=0$, we get $0 \geqq-k-(t / 4) x_{1}^{2}$, and hence $x_{1} \leqq(4 k /-t)^{1 / 2}<\varepsilon$.
Doing the same arguments on the other end of the interval, we find that if $x_{2}=\sup \left\{x \in[0, \pi] \mid u(x) \leqq-k\right.$ or $\left.u(x)=\min _{[0, \pi]} u\right\}$, then $x_{2} \geqq \pi-\varepsilon$.

Finally we note that $u \leqq-k$ in the interval ( $x_{1}, x_{2}$ ), because otherwise we get a local maximum $\bar{x}$ with $u(\bar{x}) \geqq-k$ which would imply $\ddot{u}(\bar{x})>-\frac{1}{2} t>0$ : a contradiction.

Proposition 5. Assume ( $g_{1}$ ). Then there exists a constant $\tau \in R$ such that for $t<\tau$ equation (1) has exactly one negative solution.

Proof. We have only to show that for $\tau$ sufficiently negative there is at most one negative solution. Let us assume that there are two, say $u_{1}$ and $u_{2}$. Subtracting the two equations, we have

$$
\begin{equation*}
-\left(u_{2}-u_{1}\right)^{\prime \prime}=g\left(u_{2}\right)-g\left(u_{1}\right) \tag{4}
\end{equation*}
$$

Set

$$
a(x):= \begin{cases}\frac{g\left(u_{2}(x)\right)-g\left(u_{1}(x)\right)}{u_{2}(x)-u_{1}(x)} & \text { if } u_{2}(x) \neq u_{1}(x), \\ g^{\prime}\left(u_{1}(x)\right) & \text { if } u_{2}(x)=u_{1}(x)\end{cases}
$$

Now we choose $k \in N$ such that $s<-k$ implies $\left|\left(g^{\prime}(s)\right)^{+}-\left(g_{-}\right)^{+}\right|<\delta$, for some $\delta>0$. By Lemma 3 we now have for $t<T(k, \varepsilon)$

$$
\int_{0}^{\pi}\left|(a(x))^{+}-\left(g^{-}\right)^{+}\right|<\delta \pi+2 \varepsilon \cdot m
$$

where $m=\sup _{s \in R^{-}}\left|g^{\prime}(s)\right|$.
We rewrite (4) as follows:

$$
\begin{equation*}
-\left(u_{2}-u_{1}\right)^{\prime \prime}=a(x)\left(u_{2}-u_{1}\right) \tag{5}
\end{equation*}
$$

But the eigenvalues $\mu_{i}$ of

$$
\begin{equation*}
-v^{\prime \prime}=\mu a(x) v \tag{6}
\end{equation*}
$$

are all strictly bigger than one, if we choose $\delta>0$ and $\varepsilon>0$ sufficiently small; this follows by A. Manes and A. M. Micheletti [9], since $(a(x))^{+} \rightarrow\left(g_{-}\right)^{+}<1$ in $L^{1}(0, \pi)$, and $(a(x))^{+} \geqq a(x)$. This shows that $u_{2}=u_{1}$.

We now turn to the discussion of the existence of positive solutions. We shall show in the next proposition that (1) has no strictly positive solution for $t$ large negative. This result is based on and generalizes a recent nonexistence result of M. Ramaswamy [10]. On the other hand, we shall show that there is a negatively diverging sequence of values of $t$ for which (1) has positive solutions which have (degenerate) zeros in $(0, \pi)$. Finally, we remark that the autonomous character of the equation (1) is essential for the nonexistence result; in fact, we will construct a superlinearity for which (1), with $t$ replaced by $t \sin x$, has a strictly positive solution for arbitrarily large negative $t$.

Proposition 6. There exists $t^{*} \in R$ such that (1) has no strictly positive solution for $t<t^{*}$.

Proof. Let $t$ be given, and let $u$ be a strictly positive solution of (1). We set

$$
\beta=\inf \left\{s \in R^{+} \mid-g(s)=t\right\}, \quad \alpha=\inf \{x \in(0, \pi) \mid u(x)=\beta\} .
$$

Note that $u$ is symmetric around $\pi / 2$; this follows since by the unique solvability of the Cauchy problem every stationary point $x$ of $u$ is a symmetry point. Therefore the only stationary point of $u$ is $\pi / 2$, and $u$ is strictly increasing in ( $0, \pi / 2$ ).

We want to give upper estimates of $\alpha$ and $\pi / 2-\alpha$.
First, we consider $v=u-u(\alpha)$ as a solution on $(\alpha, \pi-\alpha)$ of the equation

$$
\begin{equation*}
-v^{\prime \prime}=-u^{\prime \prime}=g(u)+t=\frac{g(u)-g(u(\alpha))}{u-u(\alpha)} v, \quad v(\alpha)=v(\pi-\alpha)=0 \tag{7}
\end{equation*}
$$

Since $v \geqq 0$ in $(\alpha, \pi-\alpha)$ it follows that the first eigenvalue of the coefficient $(g(u(x))-g(u(\alpha))) /(u(x)-u(\alpha))$, which we denote by $\mu_{1}((g(u)-g(u(\alpha))) /(u-u(\alpha)))$ (see e.g. [9]), is equal to one. But we have for all $x \in(\alpha, \pi-\alpha)$

$$
\frac{g(u(x))-g(u(\alpha))}{u(x)-u(\alpha)}=g^{\prime}(\xi)
$$

for some $\xi>\mu(\alpha)$. Hence, if we let $g(u(\alpha))=-t \rightarrow+\infty$, we get $u(\alpha) \rightarrow+\infty$ and hence $\xi \rightarrow+\infty$ which implies $\left|g^{\prime}(\xi)\right| \rightarrow \infty$ by assumption. Therefore

$$
(g(u)-g(u(\alpha))) /(u-u(\alpha)) \rightarrow+\infty
$$

uniformly for $t \rightarrow-\infty$. This implies that the length of $[\alpha, \pi-\alpha]$ tends to zero as $t \rightarrow-\infty$ (see [9]).

To obtain an estimate for $\alpha$, we consider $w(x)=(x / \alpha) u(\alpha)-u(x)$ on $[0, \alpha]$ as a solution of the equation

$$
\begin{align*}
& -w^{\prime \prime}=u^{\prime \prime}=-t-g(u)=\frac{g(u(\alpha))-g(u)}{(x / \alpha) u(\alpha)-u} w,  \tag{8}\\
& w(0)=w(\alpha)=0 .
\end{align*}
$$

Since $u^{\prime \prime}=-t-g(u) \geqq 0$, because $u<\beta, u$ is convex in $[0, \alpha]$ and therefore $w>0$, hence

$$
\mu_{1}\left(\frac{g(u(\alpha))-g(u(x))}{(x / \alpha) u(\alpha)-u(x)}\right)=1 \quad \text { on }[0, \alpha] .
$$

But, since $g(u(\alpha))>g(u(x))$ by the choice of $\alpha$,

$$
\frac{g(u(\alpha))-g(u(x))}{(x / \alpha) u(\alpha)-u(x)} \geqq \frac{g(u(\alpha))-g(u(x))}{u(\alpha)-u(x)} .
$$

Fixing $\delta:=\inf \left\{s \in R^{+} \mid g(s) \geqq-1 / 2 t\right\}$ we get for $u(x)<\delta$ :

$$
\frac{g(u(\alpha))-g(u(x))}{u(\alpha)-u(x)} \geqq \frac{1}{2} \frac{g(u(\alpha))}{u(\alpha)} .
$$

On the other hand, for $u(x) \geqq \delta$ we have

$$
\frac{g(u(\alpha))-g(U(x))}{u(\alpha)-u(x)}=g^{\prime}(\xi)
$$

for some $\xi \geqq u(x) \geqq \delta$. Hence we get in any case that

$$
\frac{g(u(\alpha))-g(u)}{(x / \alpha) u(\alpha)-u} \rightarrow \infty \quad \text { uniformly for } t \rightarrow-\infty
$$

since $t \rightarrow-\infty$ implies $g(u(\alpha)) / u(\alpha) \rightarrow+\infty$ and $\delta \rightarrow+\infty$. Therefore we conclude that also $\alpha \rightarrow 0$ as $t \rightarrow-\infty$.

We have shown that for $t \rightarrow-\infty \alpha \rightarrow 0$ and $\alpha \rightarrow \pi / 2$. This contradiction shows that there cannot exist a positive solution for $t$ large negative.

Remark 7. The above proof works on any interval. If on the other hand a certain interval is given, the condition $\lim _{s \rightarrow+\infty} g^{\prime}(x)=+\infty$ could be relaxed to a suitable finite lower estimate of this limit. Our proof in fact shows that with the assumption $g^{\prime}(s)_{s \rightarrow+\infty} \rightarrow+\infty$ the length of an interval on which there exists a strictly positive solution tends to zero for $t \rightarrow-\infty$.

This remark leads to the observation that Proposition 5 is not true if we omit the requirement that $u$ is a strictly positive solution. In fact one has:

Proposition 8 . There exists a sequence $t_{n(n \rightarrow \infty)} \rightarrow-\infty$ such that (1) has a positive solution (with interior degenerate zeros) for $t=t_{n}$.

Proof. For given $t$ consider the Cauchy problem

$$
\begin{equation*}
-u^{\prime \prime}=g(u)+t, \quad u(0)=u^{\prime}(0)=0 . \tag{9}
\end{equation*}
$$

Multiplying this equation by $u^{\prime}$ and integrating, we get

$$
\begin{equation*}
-\left|u^{\prime}\right|^{2}=G(u)+t u \tag{10}
\end{equation*}
$$

where $G(s)=\int_{0}^{s} g(t) d t$ denotes the primitive of $g$. Also, since $g$ is asymptotically monotone, we have the relation

$$
\begin{equation*}
G(s)<g(s) \cdot s \quad \text { for } s \text { large. } \tag{11}
\end{equation*}
$$

Let now $\bar{s} \in R^{+}$be the smallest value such that $G(\bar{s})=t \bar{s}$. Then, assuming $t<-g(0)$, the solution of (9) starts monotonically increasing in zero, and by (10) it grows monotonically until it either reaches the value $\bar{s}$, or it tends monotonically to some limit. However, this last case is not possible, since this limit has to be $\bar{s}$ (since $u^{\prime}(t)$ must tend to zero for $t \rightarrow-\infty$ ) and then

$$
-u^{\prime \prime}(x)=g(u(x))+t \rightarrow g(\bar{s})+t>0
$$

for $t$ large negative, because this implies $\bar{s}$ large, and hence $g(\bar{s})>G(\bar{s}) / \bar{s}=-t$. Such an estimate for $u^{\prime \prime}$ is clearly impossible.

Therefore $u$ must reach $\bar{s}$ in some finite point, say $x(t) / 2$, and since this value is then again a symmetry point, we have that $u$ is a positive solution on $[0, x(t)]$.

Finally, since $u$ is a strictly positive solution on $[0, x(t)]$, the Remark 7 implies that $x(t) \rightarrow 0$ for $t \rightarrow-\infty$, and one sees easily that $x(t)$ depends continuously on $t$. Therefore there exists a sequence $t_{n} \rightarrow-\infty$ such that $x\left(t_{n}\right)=\pi / n$, for $n$ large enough, and hence we can join the solutions on $[0, \pi / n]$ to obtain positive solutions on $[0, \pi]$ having degenerate zeros in the points $j \pi / n, 0 \leqq j \leqq n$.

Remark 9. The autonomous character of (1) is essential for Proposition 8. In fact, the following construction leads to a convex superlinearity $f$ satisfying $\left(g_{1}\right)$ and such that for

$$
\begin{equation*}
-u^{\prime \prime}(x)=f(u(x))+t \sin x, \quad u(0)=u(\pi)=0 \tag{12}
\end{equation*}
$$

the proposition does not hold.
We construct a sequence of asymptotically positively homogeneous problems; we choose a strictly convex function $f_{0}$ with $\lambda_{1}<f_{0}^{\prime}(+\infty)<\lambda_{2}$. By A. C. Lazer and P. J. McKenna [8] and S. Solimini [13, §2] there exists $t_{0}<0$ such that the corresponding problem $\left(12_{0}\right)$ has a strictly positive solution $u_{0}$. Setting $m_{0}=\max _{x \in[0, \pi]} u_{0}(x)$, we choose a strictly convex function $f_{1}$ with

$$
f_{1}(s)\left\{\begin{array}{l}
=f_{0}(s), \quad s<m_{0} \\
\text { strictly convex with } \lambda_{2}<f_{0}^{\prime}(+\infty)<\lambda_{3} .
\end{array}\right.
$$

For the problem ( $12_{1}$ ) there then exists $t_{1}<-1$ such that there exists a strictly positive solution $u_{1}$, with $m_{1}=\max x \in[0, \pi] u_{1}(x)$. Repeating this argument, we can find a strictly convex function $f_{n}, \forall n \in N$, such that $\left(12_{n}\right)$ has a strictly positive solution $u_{n}$ for $t_{n} \leqq-n$, and $u_{n}$ is also a solution for $\left(12_{m}\right)$, for $m>n$, and for the problem (12) with $f=\sup _{n \in N}\left\{f_{n}\right\}$.
4. A solution with one sign change. Here we want to show that the mountain pass solution can be assumed to have exactly one sign change.

For given $t$, we choose $r \in R^{+}$such that

$$
I(r \cdot \sin x) \leqq I(\underline{u})
$$

where $\underline{u}$ is the negative solution of (1). Now let

$$
\Gamma=\{\gamma \in C([0,1], E) \mid \gamma(0)=\underline{u}, \gamma(1)=r \sin x\}
$$

and set

$$
\begin{equation*}
C=\inf _{\gamma \in \Gamma[0,1]} I(\gamma(t))>I(\underline{u}) . \tag{13}
\end{equation*}
$$

By the mountain pass theorem as given in A. Ambrosetti and P. Rabinowitz [2] one has in particular the following result.

Theorem. Let $\left(\gamma_{n}\right) \subset \Gamma$ such that

$$
\max _{[0,1]} I\left(\gamma_{n}(t)\right)_{n \rightarrow \infty} \rightarrow C
$$

Then there exists a subsequence $\left(\gamma_{n_{k}}\right)$ such that one can find a sequence $\left(u_{n_{k}}\right)$ with $u_{n_{k}} \in \gamma_{n_{k}}$ and $u_{n_{k}} \rightarrow u$, where $u$ is a critical point of I at level $C$.

We introduce the following class of functions:

$$
\begin{aligned}
& \mathscr{S}=\{u \in E \mid(u(x)>0, u(y)<0) \Rightarrow x<y, \\
& \qquad(u(x)>0, u(y)>0, x<z<y) \Rightarrow u(z) \geqq \min \{u(x), u(y)\}\} .
\end{aligned}
$$

Note that if we find a solution $v$ in $\mathscr{S}$ at level $C$, then this solution has exactly one nodal point. In fact, $v$ cannot be negative, since by Proposition 5 there exists only one negative solution of (1), and it is at a lower level. Moreover, for $t$ large negative, $v$ cannot be positive, since by Proposition 6 it has to have interior zeros which contradicts the second requirement of $\mathscr{S}$. Finally, the condition of $\mathscr{S}$ says that $v$ can have at most one sign change.

Note that $\mathscr{S}$ is closed for the pointwise convergence (and therefore in $E$ ).
We now introduce a procedure which will assign to any $u \in E$ a set of "rearranged" functions lying in $\mathscr{S}$.

We denote by $\sigma: E \rightarrow H^{1}(R)$ the Steiner symmetrization of a positive function in $E$ around zero, i.e. for $u \in E, u \geqq 0, \sigma(u)$ is the unique function which is even, nonincreasing on $[0, \infty)$ and such that

$$
\operatorname{meas}\{x \mid \sigma(u(x)) \geqq y\}=\operatorname{meas}\{x \mid u(x) \geqq y\}, \quad \forall y \in R,
$$

where meas $A$ stands for the Lebesgue measure of $A . \sigma(u)$ satisfies
(a) For $h:[0, \infty) \rightarrow R$ continuous: $\int_{R} h(\sigma(u)) d x:=\int_{R} h(u) d x$
(b) $\sigma(u) \in H^{1}(R)$,

$$
\int_{R}\left|\frac{d \sigma(u)}{d x}\right|^{2} d x \leqq \int_{R}\left|\frac{d u}{d x}\right|^{2} d x
$$

(c) $\sigma$ is strongly continuous in the $H^{1}$-norm (see J. M. Coron [3]).

We introduce some more notation. For $u \in E$, let $\alpha_{+}=\mu\{u>0\}$ and $\alpha_{-}=\mu\{u<0\}$. Then $\alpha_{+}+\alpha_{-} \leqq \pi$, and we can define the following set

$$
\begin{aligned}
& \mathscr{P}(u)=\left\{\left(p_{+}, p_{-}\right) \in[0, \pi]^{2} \mid d\left(p_{ \pm},\{0, \pi\}\right)\right. \\
& \left.\quad \geqq \frac{1}{2} \alpha_{ \pm}, d\left(p_{+}, p_{-}\right) \geqq \frac{1}{2}\left(\alpha_{+}+\alpha_{-}\right), p_{+} \leqq p_{-}\right\} .
\end{aligned}
$$

Clearly, $\mathscr{P}(u)$ is nonempty and convex.

For $u \in E$ and $\left(p_{+}, p_{-}\right) \in \mathscr{P}(u)$ we now define

$$
s\left(u, p_{+}, p_{-}\right)= \begin{cases} \pm\left[\sigma\left(u^{ \pm}\right)\right]\left(x-p_{ \pm}\right) & \text {if } d\left(x, p_{ \pm}\right) \leqq \frac{1}{2} \alpha_{ \pm} \\ 0 & \text { otherwise }\end{cases}
$$

and we set

$$
S(u)=\bigcup_{\left(p_{+}, p_{-}\right) \in \mathscr{P}(u)}\left\{s\left(u, p_{+}, p_{-}\right)\right\} .
$$

By the properties of the Steiner symmetrization we have

$$
I(v) \leqq I(u) \quad \forall v \in S(u)
$$

Proposition 10. Let $\left(u_{n}\right) \subset E$ be a sequence with $u_{n} \rightarrow u$ in $E$, and let $\left(p_{+}^{n}, p_{-}^{n}\right) \in$ $\mathscr{P}\left(u_{n}\right)$ with $p_{ \pm n \rightarrow \infty}^{n} \rightarrow p_{ \pm}$. Then $\left(p_{+}, p_{-}\right) \in \mathscr{P}(u)$ and

$$
v_{n}=s\left(u_{n}, p_{+}^{n}, p_{-}^{n}\right) \rightarrow v=s\left(u, p_{+}, p_{-}\right) \quad \text { in } E .
$$

Proof. Since $u \rightarrow u^{ \pm}, \sigma$ and the translation operator are continuous in $E$, the result follows easily.

Corollary 11. For any $u \in E$ the set $S(u)$ is connected in $E$.
Proof. The map $s(u, \cdot, \cdot): \mathscr{P}(u) \rightarrow E$ is continuous by Proposition 10 , and since $\mathscr{P}(u)$ is convex, we obtain that $S(u)$ is connected.

Corollary 12. If $\left(u_{n}\right) \subset E$ is a sequence with $u_{n} \rightarrow u$ in $E$, and $v_{n} \in S\left(u_{n}\right)$, then there exists a subsequence $\left(v_{n_{k}}\right)$ with $v_{n_{k}} \rightarrow v$ in $E$ for some $v \in S(u)$.

Proof. Since $v_{n}=s\left(u_{n}, p_{+}^{n}, p_{-}^{n}\right)$ for some $\left(p_{+}^{n}, p_{-}^{n}\right) \in \mathscr{P}\left(u_{n}\right)$ we can choose a convergent subsequence $\left(p_{+}^{n_{k}}, p_{-}^{n_{k}}\right) \rightarrow\left(p_{+}, p_{-}\right)$and apply Proposition 10 to obtain

$$
v_{n_{k}} \rightarrow v=s\left(u, p_{+}, p_{-}\right) .
$$

Proposition 13. If $\gamma$ is connected in $E$, then also $\bigcup_{u \in \gamma} S(u)$ is connected.
Proof. Take any two closed sets $C_{1}, C_{2}$ with $\cup_{u \in \gamma} S(u)=C_{1} \cup C_{2}$ and $C_{1} \cap C_{2} \cap$ $\cup_{u \in \Gamma} S(u)=\varnothing$. For $u \in \gamma$ we have $S(u) \in C_{1}$ or $S(u) \in C_{2}$, since $S(u)$ is connected. Now let $\gamma_{i}=\left\{u \in \gamma \mid S(u) \subset C_{i}\right\}, i=1,2$. The $\gamma_{i}$ are relatively closed because if $\left(u_{n}\right) \subset \gamma_{i}$ with $u_{n} \rightarrow u$ then there exists $\left(v_{n}\right) \subset S\left(u_{n}\right) \cap C_{i}$ of which a subsequence $\left(v_{n_{k}}\right)$ converges to $v \in S(u)$ by Proposition 10. But since $C_{i}$ is closed we have $v \in C_{i}$ and hence $S(u) \subset C_{i}$. By construction we have $\gamma_{1} \cup \gamma_{2}=\gamma$ with $\gamma_{1} \cap \gamma_{2}=\varnothing$. Therefore $\gamma=\gamma_{i}$ with $i=1$ or $i=2$, since $\gamma$ is connected, and hence $\cup_{\gamma} S(u) \subset C_{i}$, for $i=1$ or 2 .

Proposition 14. Fix $t<-f(0)$ and let $C$ be the critical value given in (13). Then there exists a critical point $u$ with $I(u)=C$ and $u \in \mathscr{S}$.

Proof. By the definition of $C$ we can pick a sequence $\gamma_{n} \subset \Gamma$ such that $\max _{t \in[0, \pi]} I\left(\gamma_{n}(t)\right)_{n \rightarrow \infty} \rightarrow C$. We have seen that $\bigcup_{u \in \gamma_{n}} S(u)$ is connected and that $\sup I\left(\cup_{u \in \gamma_{n}} S(u)\right) \leqq \sup I\left(\gamma_{n}(t)\right), \forall n \in N$. We can find an open, connected neighborhood $A_{n}$ of $\bigcup_{\gamma_{n}} S(u)$ such that $d\left(x, \bigcup_{\gamma_{n}} S(u)\right) \leqq 1 / n, \forall x \in A_{n}$ and that $\sup I\left(A_{n}\right) \leqq$ $\sup I\left({ }_{\nu}\right)+1 / n$. Therefore one finds a path $\tilde{\gamma}_{n} \subset A_{n}$ with $\tilde{\gamma}_{n}(0)=\underline{u}$ and $\tilde{\gamma}_{n}(1)=r \cdot \sin x$ and such that

$$
\sup _{t \in[0,1]} I\left(\tilde{\gamma}_{n}(t)\right) \leqq \sup _{t \in[0,1]} I\left(\gamma_{n}(t)\right)+\frac{1}{n}, \quad \forall n \in N .
$$

By the mountain pass theorem we can therefore find a sequence $u_{n_{k}} \in \tilde{\gamma}_{n_{k}}$ with $u_{n_{k}} \rightarrow u$, where $u$ is again a critical point at level $C$. Since moreover $d\left(u_{n_{k}}, \mathscr{S}\right) \leqq 1 / n$ and $\mathscr{S}$ is closed, we have $u \in \mathscr{S}$.

By our previous remarks we have therefore found a solution $u$ with exactly one sign change, provided $t$ is sufficiently negative.
5. Joining of solutions defined on $(0, \pi / \boldsymbol{n})$. The purpose of proving the existence of solutions which have exactly one sign change is that such solutions (if they are defined on a suitable sub-interval, say $(0, \pi / n)$ ) can be joined to solutions having many nodes. This is based on the following observation.

Lemma 15. Let $u$ be a solution of (1), and let $x \in(0, \pi]$ be a zero of $u$. Then $\left|u^{\prime}(x)\right|=\left|u^{\prime}(0)\right|$.

Proof. Multiplying (1) by $u^{\prime}$ we have

$$
-\frac{1}{2} \frac{d}{d x}\left|u^{\prime}(x)\right|^{2}=\frac{d}{d x}(F(u(x))+t u(x))
$$

Therefore (choosing $F(0)=0$ ) by integration

$$
\frac{1}{2}\left|u^{\prime}(x)\right|^{2}=\frac{1}{2}\left|u^{\prime}(0)\right|^{2}-F(u(x))-t u(x)
$$

Hence, if $u(x)=0:\left|u^{\prime}(x)\right|=\left|u^{\prime}(0)\right|$.
We are now in the position to complete the proof of Theorem 1.
Proof of Theorem 1. First assume ( $g_{1}$ ) and let $k \in N$ be given. Consider (1) on the interval $(0, \pi / m), m=1, \cdots, k-1$. Choosing $t$ smaller than some $T$ (depending on $k$ ), we find solutions $u_{m}$ on $(0, \pi / m)$ which change sign exactly once (Proposition 14). By Lemma 15 we know that $u_{m}^{\prime}(0)=u_{m}^{\prime}(\pi / m)$. Therefore, $u_{m}$ can be extended to $(0, \pi)$ by setting

$$
\tilde{u}_{m}(x)= \begin{cases}u(x), & x \in(0, \pi / m), \\ u\left(x-\frac{\pi}{m}\right), & x \in(\pi / m, 2 \pi / m), \\ u\left(x-\frac{\pi(m-1)}{m}\right), & x \in\left(\frac{\pi(m-1)}{m}, \pi\right) .\end{cases}
$$

Hence we obtain the negative solution on $(0, \pi)$ and $k-1$ solutions having $2 m-1$ ( $m=1, \cdots, k-1$ ) sign changes, respectively.

If we replace $\left(g_{1}\right)$ by $\left(g_{2}\right)$ then the argument works for large $m$ and therefore the statement of the theorem still holds.
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Note added in proof. A similar result has been obtained simultaneously by A. Castro and R. Shivaji, Multiple solutions for a Dirichlet problem with jumping nonlinearities, to appear in the Proceedings of Conference on Diff. Equations, Arlington, Texas, 1984.
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#### Abstract

A method is presented to characterize selfadjoint realizations of a singular Sturm-Liouville differential expression on a finite interval, where the singularities are of limit-circle type.
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1. Introduction. In this article we present a new method for defining selfadjoint realizations of a certain class of singular Sturm-Liouville differential expressions

$$
\begin{equation*}
\tau=-\frac{d}{d t} p(t) \frac{d}{d t}+q(t) \tag{1}
\end{equation*}
$$

on a finite interval $(a, b)$. We assume throughout that $p$ and $q$ are measurable and real-valued functions on $(a, b)$ which satisfy the minimal conditions

$$
\begin{equation*}
p^{-1}, q \in L_{\mathrm{loc}}^{1}(a, b) . \tag{2}
\end{equation*}
$$

Moreover, we assume that $p$ is positive,

$$
\begin{equation*}
p(t)>0 \quad \text { a.e. on }(a, b) . \tag{3}
\end{equation*}
$$

Thus, $\tau$ is a quasi-differential expression in the sense of Naimark [1, §V.1]. A function $\bar{y}$ is said to be a solution of the equation $\tau y=0$ if (i) $\bar{y}$ is absolutely continuous on $(a, b)$, (ii) $p \bar{y}^{\prime}$ is equal a.e. on $(a, b)$ to an absolutely continuous function (which, with a slight abuse of notation, we denote by the symbol $p \bar{y}^{\prime}$ ), and (iii) the identity $-\left(p \bar{y}^{\prime}\right)^{\prime}(t)+q(t) \bar{y}(t)=0$ holds a.e. on $(a, b)$.

The right endpoint $b$ is said to be a regular endpoint for $\tau$ if

$$
\begin{equation*}
p^{-1}, q \in L^{1}(c, b) \quad \text { for some } c \in(a, b) \tag{4}
\end{equation*}
$$

Similarly, the left endpoint $a$ is regular if

$$
\begin{equation*}
p^{-1}, q \in L^{1}(a, c) \quad \text { for some } c \in(a, b) . \tag{5}
\end{equation*}
$$

If both endpoints are regular, then the differential expression $\tau$ is called regular; otherwise, it is called singular. Note that, for $\tau$ to be regular, neither $p^{-1}$ nor $q$ need to be bounded on $(a, b)$.

All solutions $\bar{y}$ of a regular Sturm-Liouville equation $\tau y=0$ are continuous on [ $a, b$ ], and the same property holds for the function $p \bar{y}^{\prime}$. Hence, boundary values can be assigned to these functions. The characterization of those boundary conditions which

[^67]give rise to selfadjoint realizations of a regular differential expression in the Hilbert space $L^{2}(a, b)$ is well known and can be found, for example, in the monographs by Akhiezer and Glazman [2, Appendix II] and Naimark [1, §5.18].

The study of singular differential expressions is considerably more difficult. The solutions of a singular Sturm-Liouville equation $\tau y=0$ generally exhibit singularities near the endpoints, so one cannot assign boundary values there. Weyl [3] has developed a theory for the construction of selfadjoint realizations of singular differential expressions, which is based on a distinction between singularities of limit-circle type and those of limit-point type. The characterizations are, however, not concrete and therefore difficult to apply. The same remarks can be made for the theory developed by Titchmarsh [4].

In this article we present a new method for characterizing selfadjoint realizations of singular Sturm-Liouville differential expressions $\tau$ of the form (1), where $q$ is bounded and the singularity at either endpoint is of limit-circle type. We limit the discussion to the case of one singular endpoint; the extension of the method to cases where both endpoints are singular is straightforward. Specifically, we assume that the coefficients $p$ and $q$ satisfy, in addition to (2), (3), and (4), the conditions

$$
\begin{align*}
& \int_{t}^{b} p^{-1}(s) d s=O\left((t-a)^{-\gamma}\right) \quad \text { as } t \downarrow a, \quad \gamma \in\left(0, \frac{1}{2}\right),  \tag{6}\\
& q \in L^{\infty}(a, b) \tag{7}
\end{align*}
$$

Thus, $b$ is a regular endpoint and $a$ is a singular endpoint for $\tau$. For bounded potentials $q$, the condition (6) is both necessary and sufficient for the singularity at $a$ to be of limit-circle type.

A selfadjoint realization of $\tau$ in $L^{2}(a, b)$ requires the specification of two boundary conditions, one at the regular endpoint $b$ and one at the singular endpoint $a$. At $b$ we impose a condition of the usual type,

$$
\begin{equation*}
B_{1} y(b)+B_{2}\left(p y^{\prime}\right)(b)=0, \quad B_{1}^{2}+B_{2}^{2} \neq 0 . \tag{8}
\end{equation*}
$$

Given such a condition, there are an infinite number of conditions at $a$ which give rise to a selfadjoint realization of $\tau$ in $L^{2}(a, b)$. The particular condition

$$
\begin{equation*}
\lim _{t \downarrow a} y(t) \text { exists and is finite } \tag{9}
\end{equation*}
$$

is known to generate a selfadjoint realization which coincides with the Friedrichs extension of the minimal operator in $L^{2}(a, b)$ associated with $\tau$. Although the condition (9) is often referred to as the "natural" one, relating it to the Weyl or Titchmarsh theory of singular Sturm-Liouville problems is nontrivial.

As we will demonstrate, (9) is but one of several equivalent characterizations of the same selfadjoint realization of $\tau$. These characterizations follow in a systematic way from a particular representation of the elements in the domain of the maximal operator defined by $\tau$. The procedure sheds some light on the role that the particular condition (9) plays within the general framework of Weyl's theory.
2. Characterization of the Friedrichs extension. Let $\phi:(a, b) \rightarrow \mathbb{R}$ be defined by the expression

$$
\begin{equation*}
\phi(t)=1+\int_{t}^{b} p^{-1}(s) d s, \quad t \in(a, b) \tag{10}
\end{equation*}
$$

Then $\phi \in L^{2}(a, b)$, because $(a, b)$ is finite and $p$ satisfies (6). Furthermore, $\phi(t) \geqq 1$ for all $t \in(a, b)$ and $\phi^{\prime}(t)=-p^{-1}(t)$ a.e. on $(a, b)$.

Let $M$ be the maximal operator associated with $\tau$,

$$
\begin{equation*}
M y=\tau y, \quad y \in \operatorname{dom} M, \tag{11}
\end{equation*}
$$

where $\operatorname{dom} M=\left\{y \in L^{2}(a, b): y\right.$ and $p y^{\prime}$ locally absolutely continuous on $(a, b)$ and $\left.\tau y \in L^{2}(a, b)\right\}$. The following lemma gives a representation of the elements of dom $M$.

Lemma 1. For every $y \in \operatorname{dom} M$ there exist two constants $c$ and $d$ and an element $g \in L^{2}(a, b)$, such that

$$
\begin{array}{ll}
y(t)=c \phi(t)+d+\int_{a}^{t}(\phi(t)-\phi(s)) g(s) d s, & t \in(a, b), \\
y^{\prime}(t)=-c p^{-1}(t)-p^{-1}(t) \int_{a}^{t} g(s) d s, & t \in(a, b) . \tag{13}
\end{array}
$$

Proof. Because $q$ is bounded, $\operatorname{dom} M$ consists of those $y \in L^{2}(a, b)$ for which $y$ and $p y^{\prime}$ are locally absolutely continuous on $(a, b)$ and $\left(p y^{\prime}\right)^{\prime} \in L^{2}(a, b)$. Hence, for every $y \in \operatorname{dom} M$ there exists a $g \in L^{2}(a, b)$ such that $-\left(p y^{\prime}\right)^{\prime}=g$. Integration of this identity gives the representations (12) and (13).

Selfadjoint realizations $T$ of $\tau$ are obtained by restricting $M$. The restrictions result in constraints on the element $g$ and the constants $c$ and $d$ in the representation (12). The boundary condition (8) imposes one such constraint, viz.,

$$
\begin{equation*}
\left(B_{1}-B_{2}\right) c+B_{1} d=\int_{a}^{b}\left(B_{1}-B_{2}-B_{1} \phi(s)\right) g(s) d s \tag{14}
\end{equation*}
$$

Another constraint is obtained by imposing a "boundary condition" at the singular endpoint. For example, the condition (9) leads to the constraint $c=0$. The following lemma explores the ramifications of this constraint.

Lemma 2. Let $y \in \operatorname{dom} M$. Then the following conditions are equivalent:
(i) $y$ has a representation of the form (12) with $c=0$;
(ii) $y$ is bounded on $(a, b)$;
(iii) $\lim _{t \downarrow a} y(t)$ exists and is finite;
(iv) $\lim _{t \downarrow a}(t-a)^{\gamma} y(t)=0$;
(v) $\lim _{t \downarrow a}\left(p y^{\prime}\right)(t)=0$;
(vi) $\lim _{t \downarrow a}(t-a)^{-\alpha}\left(p y^{\prime}\right)(t)=0$ for any $\alpha \in\left(0, \frac{1}{2}\right)$;
(vii) $p^{1 / 2} y^{\prime} \in L^{2}(a, b)$;
(viii) $(t-a)^{-\alpha / 2} p^{1 / 2} y^{\prime} \in L^{2}(a, b)$ for any $\alpha \in\left(0, \frac{1}{2}\right)$;
(ix) $y^{\prime} \in L^{1}(a, b)$.

Proof. (i) $\Leftrightarrow$ (ii). Elementary estimates yield the inequalities

$$
\begin{align*}
\left|\int_{a}^{t}(\phi(t)-\phi(s)) g(s) d s\right| & \leqq \phi(t)\left|\int_{a}^{t} g(s) d s\right|+\left|\int_{a}^{t} \phi(s) g(s) d s\right|  \tag{15}\\
& \leqq\left[\phi(t)(t-a)^{1 / 2}+\|\phi\|\right]\|g\| .
\end{align*}
$$

Because of (6), $\phi(t)(t-a)^{1 / 2}$ tends to zero as $t \downarrow a$, so there exists a positive constant $C$ such that, for any $g \in L^{2}(a, b)$,

$$
\begin{equation*}
\left|\int_{a}^{t}(\phi(t)-\phi(s)) g(s) d s\right| \leqq C\|g\|, \quad t \in(a, b) \tag{16}
\end{equation*}
$$

Every $y \in \operatorname{dom} M$ has a representation of the form (12), where the integral obeys the inequality (16). Clearly, $y$ is bounded on $(a, b)$ if and only if $c=0$.
(i) $\Leftrightarrow$ (iii). A more careful estimate of the second term in (15) yields the inequality

$$
\begin{equation*}
\left|\int_{a}^{t}(\phi(t)-\phi(s)) g(s) d s\right| \leqq\left[\phi(t)(t-a)^{1 / 2}+\left(\int_{a}^{t} \phi^{2}(s) d s\right)^{1 / 2}\right]\|g\| . \tag{17}
\end{equation*}
$$

Because of (6), there exists a positive constant $C$ such that $\phi(s) \leqq C(s-a)^{-\gamma}$ for $s$ sufficiently close to $a$. Thus we find that, for any $g \in L^{2}(a, b)$, we have the more refined estimate

$$
\begin{equation*}
\left|\int_{a}^{t}(\phi(t)-\phi(s)) g(s) d s\right| \leqq \psi(t)\|g\|, \quad t \in(a, b) \tag{18}
\end{equation*}
$$

where $\psi$ is independent of $g, \psi$ is bounded on $(a, b)$ and $\psi(t)=O\left((t-a)^{1 / 2-\gamma}\right)$ as $t \downarrow a$. Every $y \in \operatorname{dom} M$ has a representation of the form (12), where the integral tends to zero like $(t-a)^{1 / 2-\gamma}$ as $t \downarrow a$. Clearly, $y(t)$ tends to a finite limit as $t \downarrow a$ if and only if $c=0$.
(i) $\Leftrightarrow$ (iv). The proof is similar to the proof of the previous equivalence.
(i) $\Leftrightarrow$ (v). For any $g \in L^{2}(a, b)$ we have

$$
\begin{equation*}
\left|\int_{a}^{t} g(s) d s\right| \leqq(t-a)^{1 / 2}\|g\|, \quad t \in(a, b) \tag{19}
\end{equation*}
$$

Representing $y$ as in (12), so $p y^{\prime}$ is given by (13), we see that $\left(p y^{\prime}\right)(t)$ tends to zero as $t \downarrow a$ if and only if $c=0$.
(i) $\Leftrightarrow(\mathrm{vi})$. The equivalence follows immediately from the proof of the previous equivalence.
(i) $\Leftrightarrow$ (vii). According to Lemma 1, we have for any $y \in \operatorname{dom} M$,

$$
\begin{equation*}
p^{1 / 2}(t) y^{\prime}(t)=-c p^{-1 / 2}(t)-p^{-1 / 2}(t) \int_{a}^{t} g(s) d s, \quad t \in(a, b) \tag{20}
\end{equation*}
$$

for some constant $c$ and some $g \in L^{2}(a, b)$. Now, using (19),

$$
\int_{a}^{b} p^{-1}(t)\left|\int_{a}^{t} g(s) d s\right|^{2} d t \leqq\|g\|^{2} \int_{a}^{b} p^{-1}(t)(t-a) d t
$$

The last integral is bounded:

$$
\int_{a}^{b} p^{-1}(t)(t-a) d t=-\int_{a}^{b} \phi^{\prime}(t)(t-a) d t=-(b-a)+\int_{a}^{b} \phi(t) d t=C,
$$

so

$$
\int_{a}^{b} p^{-1}(t)\left|\int_{a}^{t} g(s) d s\right|^{2} d t \leqq C\|g\|^{2}
$$

The second term in the right member of (20) defines therefore an element of $L^{2}(a, b)$. The first term, on the other hand, does not, unless $c=0$. Consequently, $p^{1 / 2} y^{\prime} \in L^{2}(a, b)$ if and only if $c=0$.
(i) $\Leftrightarrow$ (viii). We use the representation (20) of $p^{1 / 2} y^{\prime}$ and observe that

$$
\int_{a}^{b}(t-a)^{-\alpha} p^{-1}(t)\left|\int_{a}^{t} g(s) d s\right|^{2} d t \leqq\|g\|^{2} \int_{a}^{b} p^{-1}(t)(t-a)^{1-\alpha} d t .
$$

The last integral is still bounded if $\alpha \in\left(0, \frac{1}{2}\right)$, so

$$
\int_{a}^{b}(t-a)^{-\alpha} p^{-1}(t)\left|\int_{a}^{t} g(s) d s\right|^{2} d t \leqq C\|g\|^{2}
$$

The expression $(t-a)^{-\alpha / 2} p^{-1 / 2}(t) \int_{a}^{t} g(s) d s$ defines therefore an element of $L^{2}(a, b)$ as long as $\alpha \in\left(0, \frac{1}{2}\right)$. On the other hand, the expression $(t-a)^{-\alpha / 2} p^{-1 / 2}(t)$ clearly does not define an element of $L^{2}(a, b)$ if $\alpha \in\left(0, \frac{1}{2}\right)$, so the function $t \mapsto(t-a)^{-\alpha / 2} p^{1 / 2}(t) y^{\prime}(t)$ with $\alpha \in\left(0, \frac{1}{2}\right)$ belongs to $L^{2}(a, b)$ if and only if $c=0$.
(i) $\Leftrightarrow$ (ix). According to Lemma 1 we have, for any $y \in \operatorname{dom} M$,

$$
\begin{equation*}
y^{\prime}(t)=-c p^{-1}(t)-p^{-1}(t) \int_{a}^{t} g(s) d s, \quad t \in(a, b) \tag{21}
\end{equation*}
$$

for some constant $c$ and some $g \in L^{2}(a, b)$. Now,

$$
\begin{aligned}
\int_{a}^{b}\left|p^{-1}(t) \int_{a}^{t} g(s) d s\right| d t & \leqq \int_{a}^{b} p^{-1}(t) \int_{a}^{t}|g(s)| d s d t \\
& =\int_{a}^{b}|g(s)| \int_{s}^{b} p^{-1}(t) d t d s \leqq\|g\|^{2}\left(\int_{a}^{b}\left(\int_{s}^{b} p^{-1}(t) d t\right)^{2} d s\right)^{1 / 2} .
\end{aligned}
$$

The last integral is bounded, so the second term in the right member of (21) defines an element of $L^{1}(a, b)$. The first term does not, unless $c=0$. Hence, $y^{\prime} \in L^{1}(a, b)$ if and only if $c=0$.

Lemma 2 shows that the domain of the maximal operator $M$ can be restricted in many equivalent ways. Let $T$ be defined by

$$
\begin{equation*}
T y=M y, \quad y \in \operatorname{dom} T \tag{22}
\end{equation*}
$$

where $\operatorname{dom} T=\{y \in \operatorname{dom} M: y$ satisfies (8) and any one of the conditions (i)-(ix) of Lemma 2\}.

Theorem 3. $T$ is selfadjoint in $L^{2}(a, b)$.
Proof. Let $f, g \in \operatorname{dom} T$. Then

$$
(T f, g)=[f, g]_{a}^{b}+(f, T g)
$$

where

$$
[f, g]=-\left(p f^{\prime}\right) \bar{g}+f\left(p \bar{g}^{\prime}\right)
$$

The bilinear form $[\cdot, \cdot]$ vanishes at $b$, because $f$ and $g$ satisfy the boundary condition (9). It also vanishes at $a$, as one verifies most easily using the conditions (iii) and (v) of Lemma 2. Hence, $T$ is symmetric.

It follows from Lemma 1 and the definition of $T$ that $M$, the maximal operator, is a one-dimensional extension of $T$. Furthermore, $M$ is a two-dimensional extension of the minimal operator associated with $\tau$. Since $T$ is symmetric, we have $T^{*} \supset T$. But $T^{*}$ cannot be a proper extension of $T$, because then $T^{*}$ would coincide with $M$; hence, $T^{*}=T$.

The operator $T$ coincides with the Friedrichs extension of the minimal operator associated with the differential expression $\tau$. Hence, we have established several equivalent characterizations of the Friedrichs extension. In the special case of the Legendre differential operator, a proof of the equivalence of the condition (iii), (v) and (vii) of Lemma 2 can be found in Akhiezer and Glazman [2, Appendix II, §9]; the other characterizations appear to be new. The simple characterization given by the condition (i) of Lemma 2 appears to be particularly interesting.
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#### Abstract

The Stäckel transform is a mapping of the commuting constants of the motion (corresponding to a separable coordinate system) for one completely integrable classical or quantum Hamiltonian system to the constants of the motion for another such system. Here the transform is defined and given an intrinsic characterization, and a large family of nontrivial examples is worked out of systems which are "Stäckel equivalent". Among the simplest examples are geodesic flow on an $n$-dimensional ellipsoid with distinct axes, which is equivalent to the motion of a mass point on the unit sphere in $R^{n+1}$ under the influence of a quadratic potential with distinct eigenvalues, and the Kepler (Coulomb) problem in three dimensions which is equivalent to the pseudo-Coulomb problem.
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Introduction. It has long been known that the Hamiltonian systems corresponding to geodesic flow on an $n$-dimensional ellipsoid in $R^{n+1}$ with distinct axes and to the motion of a mass point on the unit sphere in $R^{n+1}$ under the influence of a quadratic potential with distinct eigenvalues are both completely integrable [1], [2]. The original proofs were based on Jacobi's separation of variable techniques for solution of the Hamilton-Jacobi equation. With the recent discovery of many examples of completely integrable Hamiltonian systems which are not separable and the attempt to develop a general theory for all such systems, interest in the old (separable) examples has revived, [3], [4]. Now, however, the emphasis is on the explicit construction of the algebraic constants of the motion for these systems in the cotangent bundle of $R^{n+1}$. (This was not done by Jacobi.)

Uhlenbeck [5] and Devaney [6] appear to have been the first to discover and utilize the algebraic constants of the motion for the sphere problem. In [3] Moser developed a geometric approach to the ellipsoid and sphere systems in which he was able to derive the algebraic constants of the motion for both systems without using separation of variables. He made the interesting observation that the two systems are closely related: under the "hodograph transformation" $p_{i} \rightarrow-x^{i}, x^{i} \rightarrow p_{i}$ the constants of the motion for one go to the constants of the motion for the other. (The relationship persists for the quantum mechanical analogies of these systems where the hodograph transformation is replaced by the Fourier transform; see the "sphere model" in [7].)

This striking correspondence between two physically distinct separable systems motivated the authors of the present work to study the relationship of these systems from the viewpoint of separation of variables. (This makes good sense since there is a one-to-one relationship between separable coordinates for a system and certain involutive families of constants of the motion for the system. Separable coordinates have a coordinate-free characterization.) Our study has led us to the concept of the Stäckel

[^68]transform, which maps the constants of the motion for one orthogonal separable system to the constants of the motion for another orthogonal separable system. Two systems related by a sequence of Stäckel transforms are said to be Stäckel equivalent. Interestingly this equivalence, while intrinsic has no general connection with the hodograph transform.

The basic idea behind the Stäckel transform is related to the Jacobi metric in analytical dynamics [8, p. 172]. Let $H(\mathbf{y}, \mathbf{p})$ be a Hamiltonian, quadratic in the momenta $p_{i}$, and $V(\mathbf{y})$ a scalar potential such that the Hamilton-Jacobi equation $H+V=E$ is separable in the orthogonal coordinates $\left\{x^{i}\right\}$. Then the Hamilton-Jacobi equation $V^{-1} H=E$ is also separable in these coordinates for the new Hamiltonian $V^{-1} H$. This invertible transform $H \rightarrow V^{-1} H$ can be defined intrinsically, i.e., independent of coordinates, by extending it to the involutive family of constants of the motion that characterize $\left\{x^{i}\right\}$.

In §1 we review the intrinsic characterizations of orthogonal coordinate separation for the Hamilton-Jacobi and Helmholtz (Schrödinger) equations in terms of second order symmetries of these equations. In $\S 2$ we define the Stäckel transform between two Hamiltonian systems, first in a coordinate dependent manner and then intrinsically (Theorem 3). In §3 we work out a family of (nontrivial) examples of Stäckel equivalent systems, one of the simplest of which is the pair of systems discussed by Moser. In each case one of the systems consists of the $n$-dimensional geodesic flat space or constant curvature Hamiltonian with an added separable potential. The other system is either of the same type or is an induced Hamiltonian on an $n$-dimensional coordinate hypersurface in $(n+1)$-dimensional flat space. The explicit algebraic integrals for each of these systems are not worked out here but can be obtained directly from the results of [9].

Finally, in $\S 4$ we show that the classical mechanics ideas of $\S 2$ can be carried over to quantum mechanics without difficulty. We conclude with an intrinsic characterization of Stäckel equivalence for quantum mechanical systems.

All functions treated in this paper are assumed to be locally analytic.

1. Intrinsic characterization of separation. Let $V^{n}$ be an $n$-dimensional (local) pseudo-Riemannian manifold and $\hat{V}^{n}$ the associated cotangent bundle ( $n \geqq 2$ ). If $\left(y^{1}, \cdots, y^{n}\right)$ is a local coordinate system on $V^{n}$ then ( $y^{1}, \cdots, y^{n}, p_{1}, \cdots, p_{n}$ ) is the corresponding canonical system of coordinates on $\hat{V}^{n}$. If the metric $d s^{2}$ on $V^{n}$ takes the form

$$
d s^{2}=\sum g_{i j} d y^{i} d y^{j}
$$

on $V^{n}$, then the Hamiltonian $H$ on $\hat{V}^{n}$ can be written as

$$
\begin{equation*}
H(\mathbf{y}, \mathbf{p})=\sum g^{i j}(\mathbf{y}) p_{i} p_{j} \tag{1.1}
\end{equation*}
$$

and the Laplace-Beltrami operator is expressed as

$$
\begin{equation*}
\Delta=\frac{1}{\sqrt{g}} \sum \partial_{i}\left(\sqrt{g} g^{i j} \partial_{j}\right) \tag{1.2}
\end{equation*}
$$

where $g=\operatorname{det}\left(g_{i j}\right)$, and $\sum_{j} g^{i j} g_{j k}=\delta_{k}^{i}$.
The Hamilton-Jacobi equation is

$$
\begin{equation*}
H\left(y^{i}, \partial_{j} S\right) \equiv \sum_{i, j} g^{i j} \partial_{i} S \partial_{j} S=E \tag{1.3}
\end{equation*}
$$

and the Helmholtz equation is

$$
\begin{equation*}
\Delta \psi\left(y^{i}\right)=E \psi\left(y^{i}\right) \tag{1.4}
\end{equation*}
$$

Our interest is in additively separable orthogonal coordinate systems for (1.3) and multiplicatively $R$-separable orthogonal coordinate systems for (1.4). We know that the orthogonal coordinate system $\left\{x^{i}\right\}$ is additively separable for (1.3) if and only if the metric

$$
\begin{equation*}
d s^{2}=\sum_{i} H_{i}^{2}\left(d x^{i}\right)^{2} \tag{1.5}
\end{equation*}
$$

is in Stäckel form [10] (see (2.1)). Furthermore, there is the following intrinsic characterization of variable separation [11], [12]:

Theorem 1. Necessary and sufficient conditions for the existence of an orthogonal separable coordinate system $\left\{x^{i}\right\}$ for the Hamilton-Jacobi equation (1.3) are that there exist $n$ quadratic functions $G_{k}=\sum_{i, j} g_{(k)}^{i j} p_{i} p_{j},\left(G_{1}=H\right)$ on $\hat{V}^{n}$ such that

1) $\left\{G_{k}, G_{l}\right\}=0,1 \leqq k, l \leqq n$.
2) The set $\left\{G_{k}\right\}$ is linearly independent (as $n$ quadratic forms).
3) There is a basis $\left\{\omega_{(j)}: 1 \leqq j \leqq n\right\}$ of simultaneous eigenforms for the $\left\{G_{k}\right\}$.
(Here we follow the definitions of Eisenhart [13] for the roots and eigenforms of a quadratic form with respect to a metric.)

If conditions 1)-3) are satisfied, then there exist functions $g^{j}(x)$ such that $\omega_{(j)}=$ $g^{j} d x^{j}, j=1, \cdots, n$. (Here $\{$,$\} is the Poisson bracket on V^{n}$.) The separable solutions of (1.3) are characterized by the equations $G_{k}\left(x^{i}, \partial_{j} S\right)=\lambda_{j}, j=1, \cdots, n_{j} \quad\left(\lambda_{1}=E\right)$ where the $\lambda_{j}$ are the separation parameters.

Recall that a function $V(\mathbf{x})$ is a Stäckel multiplier with respect to a Stäckel form metric $d s^{2}=\sum H_{i}^{2}\left(d x^{i}\right)^{2}$ provided the metric $d \hat{s}^{2}=V d s^{2}$ is also in Stäckel form [14].

Proposition. Let $d s^{2}=\sum H_{i}^{2}\left(d x^{i}\right)^{2}$ be a Stäckel form metric. The following are equivalent:

1) $V(\mathbf{x})$ is a Stäckel multiplier.
2) There exist functions $\psi_{j}=\psi_{j}\left(x^{j}\right)$ such that

$$
V(\mathbf{x})=\sum_{j=1}^{n} \psi_{j}\left(x^{j}\right) H_{j}^{-2}
$$

3) The function $V(\mathbf{x})$ satisfies

$$
\begin{equation*}
\partial_{j k} V-\partial_{j} V \partial_{k} \log H_{j}^{-2}-\partial_{k} V \partial_{j} \log H_{k}^{-2}=0, \quad j \neq k, \quad j, k=1, \cdots, n . \tag{1.6}
\end{equation*}
$$

Here $\partial_{j}=\partial_{x}$.
In this paper we shall be concerned with the Hamilton-Jacobi equation with potential,

$$
\begin{equation*}
\sum_{i, j} g^{i j}(\mathbf{y}) \partial_{i} S \partial_{j} S+V(\mathbf{y})=E \tag{1.7}
\end{equation*}
$$

The technical conditions for additive separation of this equation in the orthogonal coordinates $\left\{x^{i}\right\}$ are that a) the metric $d s^{2}$, (1.5), is in Stäckel form with respect to these coordinates and $b$ ) the potential $V$ is a Stäckel multiplier in the coordinates $\left\{x^{i}\right\}$.

Theorem 1 extends to the following intrinsic characterization of variable separation for (1.7) [15].

Theorem 2. Necessary and sufficient conditions for the existence of an orthogonal additive separable coordinate system $\left\{x^{i}\right\}$ for the Hamilton-Jacobi equation with potential $H\left(\mathbf{y}, \partial_{i} S\right)+V(\mathbf{y})=E$ are that there exist $n$ quadratic functions $G_{k}=\sum_{i, j} h_{(k)}^{i j} p_{i} p_{j}$, $\left(G_{1}=H\right)$ and $n$ functions $V_{k}(y),\left(V_{1}=V\right)$ on $\hat{V}^{n}$ such that

1) $\left\{G_{k}+V_{k}, G_{l}+V_{l}\right\}=0,1 \leqq k, l \leqq n$.
2) The set $\left\{G_{k}\right\}$ is linearly independent (as $n$ quadratic forms).
3) There is a basis $\left\{\omega_{(j)}: 1 \leqq j \leqq n\right\}$ of simultaneous eigenforms for the $\left\{G_{k}\right\}$. The separable solutions are characterized by the equations $G_{k}\left(x_{j}^{i} \partial_{j} S\right)+V_{k}(\mathbf{x})=\lambda_{k}, k=$ $1, \cdots, n,\left(\lambda_{1}=E\right)$ where the $\lambda_{k}$ are the separation parameters.

Here the eigenforms $\omega_{(j)}$ are related to the separable coordinates $d x^{j}$ by $\omega_{(j)}=$ $g^{j}(\mathbf{x}) d x^{j}$ where $g^{j}$ is a nonzero function. The above results are easily proved by slight modifications of the proof of [16, Thm. 3].
2. Stäckel equivalence. Let $H$ be a quadratic Hamiltonian on a $2 n$-dimensional symplectic manifold, $\left\{x^{i}\right\}$ be an orthogonal separable coordinate system for the Hamilton-Jacobi equation $H\left(x^{i}, \partial_{j} S\right)=E$ and $V(\mathbf{x}), W(\mathbf{x})$ be two nonzero Stäckel multipliers for $H$ in the coordinates $\left\{x^{i}\right\}$. Then the Hamilton-Jacobi equation

$$
H\left(x^{i}, \partial_{j} S\right)+V(\mathbf{x})=E
$$

separates in the coordinates $\left\{x^{i}\right\}$ and so does the equation

$$
H^{\prime}\left(x^{i}, \partial_{j} S\right)+W^{-1} V=E
$$

where $H^{\prime}=W(x)^{-1} H$ is a Hamiltonian on a new manifold $\hat{V}^{n}$. (Indeed, $W^{-1} V$ is a Stäckel multiplier for $H^{\prime}$.) We say that $H^{\prime}+W^{-1} V$ is a Stäckel transform of $H+V$.

We first examine the significance of Stäckel transforms in terms of Stäckel matrices. Now $H=\sum_{i=1}^{n} H_{i}^{-2} p_{i}^{2}$ is in Stäckel form, i.e., there exists an $n \times n$ invertible matrix $S=\left(S_{j i}\left(x^{j}\right)\right)$ such that

$$
\begin{equation*}
H_{j}^{-2}=\left(S^{-1}\right)^{n j}, \quad j=1, \cdots, n \tag{2.1}
\end{equation*}
$$

where $S^{-1}$ is the multiplicative inverse of $S$. Since $W$ is a Stäckel multiplier for $H$ there exist functions $l_{i}\left(x^{i}\right)$ such that

$$
\begin{equation*}
W(\mathbf{x})=\sum_{j=1}^{n} l_{j}\left(x^{j}\right) H_{j}^{-2} . \tag{2.2}
\end{equation*}
$$

It follows easily that $W^{-1} H$ is in Stäckel form with $n \times n$ Stäckel matrix

$$
S^{\prime}=\left(\begin{array}{cc} 
& l_{1}\left(x^{1}\right)  \tag{2.3}\\
S_{j \alpha}\left(x^{j}\right) & \vdots \\
& l_{n}\left(x^{n}\right)
\end{array}\right), \quad 1 \leqq j \leqq n, \quad 1 \leqq \alpha \leqq n-1 .
$$

Thus the Stäckel transform consists in the replacement of the $n$th column of $S$ by the column vector $\left(l_{1}\left(x^{1}\right), \cdots, l_{n}\left(x^{n}\right)\right)$. (We have singled out the $n$th column by convention. More generally, we shall see that the replacement of any column in a Stäckel matrix by a new column vector $\left(l_{1}\left(x^{1}\right), \cdots, l_{n}\left(x^{n}\right)\right)$ defines a Stäckel transform so long as the new matrix is nonsingular, i.e., so long as the corresponding potential is nonzero.)

A more sophisticated approach to the Stäckel transform is through the roots $\rho_{k}^{(i)}$ of the quadratic functions $G_{i}$ which characterize the separable coordinates, Theorems 1
and 2. As is well known, the symmetries $G_{i}$ take the form

$$
\begin{equation*}
G_{i}=\sum_{j=1}^{n} \rho_{j}^{(i)} H_{j}^{-2} p_{j}^{2}, \quad i=1, \cdots, n \tag{2.4}
\end{equation*}
$$

where $G_{1}=H, \rho_{j}^{(1)}=1$ and, ([16], [13, Appendix 13])

$$
\begin{equation*}
\partial_{q} \rho_{k}^{(i)}=\left(\rho_{q}^{(i)}-\rho_{k}^{(i)}\right) \partial_{q} \log H_{k}^{-2}, \quad q, k=1, \cdots, n . \tag{2.5}
\end{equation*}
$$

If $W(\mathbf{x})=\sum_{j=1}^{n} l_{j}\left(x^{j}\right) H_{j}^{-2}$ is a Stäckel multiplier for $H$, then it is straightforward to show that the functions

$$
\begin{equation*}
W_{i}(\mathbf{x})=\sum_{j=1}^{n} l_{j}\left(x^{j}\right) \rho_{j}^{(i)} H_{j}^{-2} \tag{2.6}
\end{equation*}
$$

satisfy the conditions $\left\{G_{i}+W_{i}, G_{k}+W_{k}\right\}=0, W_{1}=W$ and characterize the separable coordinates $\left\{x^{i}\right\}$, as shown in Theorem 2.

A set of roots $\rho_{k}^{(i)^{\prime}}$ corresponding to the transformed Hamiltonian $W^{-1} H$ is given by

$$
\begin{equation*}
\rho_{k}^{(i)^{\prime}}=W \rho_{k}^{(i)}-W_{i}+1, \quad i=1, \cdots, n . \tag{2.7}
\end{equation*}
$$

This follows easily from
Lemma 1. Let $\left(\rho_{1}(x), \cdots, \rho_{n}(x)\right)$ be a solution of the system

$$
\begin{equation*}
\partial_{q} \rho_{k}=\left(\rho_{q}-\rho_{k}\right) \partial_{q} \log H_{k}^{-2}, \quad q, k=1, \cdots, n \tag{2.8}
\end{equation*}
$$

where $H=\sum_{i=1}^{n} H_{i}^{-2} p_{i}^{2}$ is in Stäckel form. Then

$$
\rho_{k}^{\prime}=\sum_{i=1}^{n} l_{i}\left(x^{i}\right)\left(\rho_{k}-\rho_{i}\right) H_{i}^{-2}+1, \quad k=1, \cdots, n
$$

is a solution of the system

$$
\begin{equation*}
\partial_{q} \rho_{k}^{\prime}=\left(\rho_{q}^{\prime}-\rho_{k}^{\prime}\right) \partial_{q} \log \left(H_{k}^{-2} / W\right) \tag{2.9}
\end{equation*}
$$

where $W=\sum_{i=1}^{n} l_{i}\left(x^{i}\right) H_{i}^{-2}$.
Finally, the Stäckel transform has an intrinsic characterization.
Theorem 3. Let ( $G_{i}, V_{i}: i=1, \cdots, n$ ) be a set of quadratic polynomials and potentials corresponding to an orthogonal coordinate system $\left\{x^{i}\right\}$ for the Hamiltonian $H+V \equiv$ $G_{1}+V_{1}(V \not \equiv 0)$, i.e.,

1) $\left\{G_{k}+V_{k}, G_{l}+V_{l}\right\}=0,1 \leqq k, l \leqq n$.
2) The set of quadratic forms $\left\{G_{k}\right\}$ is linearly independent.
3) There is a basis $\left\{\omega_{(j)}: 1 \leqq j \leqq n\right\}$ of simultaneous eigenforms for the $\left\{G_{k}\right\}$.

Suppose the system $\left(G_{i}, W_{i}\right)$ also satisfies conditions 1$)$-3) with the same basis of eigenforms. Then the system ( $G_{i}^{\prime}, V_{i}^{\prime}$ ) where

$$
\begin{align*}
& G_{j}^{\prime}=G_{j}-W_{j} W_{1}^{-1} G_{1}+W_{1}^{-1} G_{1},  \tag{2.10}\\
& V_{j}^{\prime}=V_{j}-W_{j} V_{1} / W_{1}+V_{1} / W_{1}, \quad j=1, \cdots, n
\end{align*}
$$

satisfies conditions 1)-3) and corresponds to the orthogonal coordinate system $\left\{x^{i}\right\}$ for the Hamiltonian $G^{\prime}+V^{\prime} \equiv G_{1}^{\prime}+V_{1}^{\prime}$. In particular, $\left\{G_{k}^{\prime}+V_{k}^{\prime}, G_{l}^{\prime}+V_{l}^{\prime}\right\}=0$.

Proof. It is clear that the system ( $\left.G_{i}^{\prime}, V_{i}^{\prime}\right)$, defined by (2.10), satisfies conditions 2) and 3). Condition 1) for the systems $\left(G_{i}, V_{i}\right),\left(G_{i}, W_{i}\right)$ is equivalent to the requirements
a) $\left\{G_{k}, G_{l}\right\}=0$,
b) $\left\{G_{k}, V_{l}\right\}+\left\{V_{k}, G_{l}\right\}=0,\left\{G_{k}, W_{l}\right\}+\left\{W_{k}, G_{l}\right\}=0,1 \leqq k, l \leqq n$.

It is straightforward to show that a) and b) together with the properties $\left\{L, M_{1}+M_{2}\right\}$ $=\left\{L, M_{1}\right\}+\left\{L, M_{2}\right\},\{L, M\}=-\{M, L\}$ and $\left\{L, M_{1} M_{2}\right\}=M_{1}\left\{L, M_{2}\right\}+\left\{L, M_{1}\right\} M_{2}$ of the Poisson bracket for functions $L(\mathbf{x}, \mathbf{p}), M_{i}(\mathbf{x}, \mathbf{p})$ imply $\left\{G_{1}^{\prime}, G_{j}^{\prime}\right\}=0$ and $\left\{G_{j}^{\prime}, G_{l}^{\prime}\right\}$ $=0,2 \leqq j, l \leqq n$. Furthermore $\left\{G_{k}^{\prime}, V_{l}^{\prime}\right\}+\left\{V_{k}^{\prime}, G_{l}^{\prime}\right\}=0$. Q.E.D.

The Stäckel transform is invertible in the following sense.
Corollary 1. Let $H, G_{i}, V_{i}, V$ and $G_{i}^{\prime}, V_{i}^{\prime}, W, W_{i}$ be defined as in Theorem 3. Let $U=W^{-1}$. Then $U$ is a Stäckel multiplier for $G_{1}^{\prime}+V_{1}^{\prime}=W^{-1} H+W^{-1} V$ in the orthogonal separable coordinates $\left\{x^{i}\right\}$, corresponding to ( $G_{i}^{\prime}, V_{i}^{\prime}: i=1, \cdots, n$ ). Furthermore the transformed system is identical to $\left(G_{i}, V_{i}\right)$.

For computational convenience the preceding results have been expressed in terms of an explicit basis $G_{i}$ of quadratic forms and an associated basis $V_{i}, W_{i}$ of potentials. However, the results are clearly basis free: they apply to an $n$-dimensional vector space $\mathscr{K}$ of quadratic forms $K$ in involution, and associated potentials $V_{K}(\mathbf{x}), W_{K}(\mathbf{x})$. The maps $K \rightarrow V_{K}, K \rightarrow W_{K}$ are linear. Furthermore we can extend the definition of the Stäckel transform by noting that any nonsingular quadratic form $\mathscr{K}_{0} \in \mathscr{K}$ for which $W_{K_{0}} \not \equiv 0$ can serve as a Hamiltonian with which to define a transform. Thus a given space $\mathscr{K}$ is associated with many different Hamilton-Jacobi equations. It is this simple observation which leads to the most interesting applications of the Stäckel transform.

Let $\mathscr{K}$ and $\mathscr{L}$ be two $n$-dimensional vector spaces of quadratic forms in involution, each of which has a simultaneous eigenbasis of differential forms. We say that $\mathscr{L}$ is Stäckel equivalent to $\mathscr{K}$ if there is a finite sequence of Stäckel transforms $a_{1}, \cdots, a_{t}$ such that $\mathscr{L}=a_{t} \circ a_{t-1} \circ \cdots \circ a_{1}(\mathscr{K})$. (If $b$ is a Stäckel transform of $\mathscr{K}$ and $a$ is a Stäckel transform of $b(\mathscr{K})$ then $a \circ b$ is the composition which maps $\mathscr{K}$ to $a(b(\mathscr{K}))$.) We are associating the potential $V_{K} \equiv 0$ with each of $\mathscr{K}$ and $\mathscr{L}$. It is clear from Corollary 1 that Stäckel equivalence is a true equivalence relation.

Theorem 4. Let $\mathscr{K}$ and $\mathscr{L}$ be n-dimensional vector spaces of quadratic forms in involution, each of which has a simultaneous eigenbasis of differential forms. Then $\mathscr{L}$ is Stäckel equivalent to $\mathscr{K}$ if and only if $\mathscr{K}$ and $\mathscr{L}$ have the same eigenbasis.

Proof. Suppose $\mathscr{L}$ and $\mathscr{K}$ are Stäckel equivalent. Since a space of quadratic forms and its Stäckel transform have the same eigenforms, it follows that $\mathscr{L}$ and $\mathscr{K}$ must have the same eigenforms.

Conversely, suppose $\mathscr{K}$ and $\mathscr{L}$ have the same eigenforms. It follows from Theorem 1 that there exist coordinates $\left(x^{1}, \cdots, x^{n}\right)$ such that the basis of eigenforms is ( $d x^{1}, \cdots, d x^{n}$ ). Thus $\mathscr{K}$ and $\mathscr{L}$ correspond to $n \times n$ Stäckel matrices $S_{\mathscr{K}}$ and $S_{\mathscr{L}}$ in the same coordinates. Let $\mathbf{k}_{i}\left(x^{i}\right), \mathbf{l}_{i}\left(x^{i}\right)$ be the $i$ th column vector in $S_{\mathscr{K}}, S_{\mathscr{L}}$, respectively. Note that an elementary column transformation of $S_{\mathscr{X}}$ in which column $\mathbf{k}_{i}$ is replaced by $\mathbf{k}_{i}+\alpha \mathbf{k}_{h}$, where $\alpha$ is a constant and $h<i$, leads to another Stäckel matrix associated to the same Hamiltonian $K=K_{1}$ and the same coordinates. (Indeed such a transformation merely corresponds to a change of basis forms $K_{j}, j=2, \cdots, n$.) The same remarks hold for $S_{\mathscr{L}}$.

By using the elementary column transformations if necessary, we can always choose $S_{\mathscr{K}}$ and $S_{\mathscr{L}}$ such that the following properties hold: each matrix $S_{j}, 0 \leqq j \leqq n$ where $S_{j}=\left(\mathbf{l}_{1}\left(x^{1}\right), \mathbf{l}_{2}\left(x^{2}\right), \cdots, \mathbf{l}_{j}\left(x^{j}\right), \mathbf{k}_{j+1}\left(x^{j+1}\right), \cdots, \mathbf{k}_{n}\left(x^{n}\right)\right), j=1, \cdots, n-1, S_{0}=S_{\mathscr{L}}$, $S_{n}=S_{\mathscr{K}}$ is nonsingular and each matrix element $\left(S^{-1}\right)_{j}^{i h},(0 \leqq j \leqq n, 1 \leqq i, h \leqq n)$ is nonzero. From the remarks following (2.3) we see that the replacement $S_{j} \rightarrow S_{j-1}$ defines a Stäckel transform $a_{j}$ and $\mathscr{L}=a_{1} \circ \cdots \circ a_{n}(\mathscr{K})$. Q.E.D.

Corollary 2. If $\mathscr{L}$ and $\mathscr{K}$ are Stäckel equivalent then $\mathscr{K}$ can be mapped to $\mathscr{L}$ by a sequence of at most $n$ Stäckel transforms.

It is a consequence of Theorem 4 that (roughly speaking) any orthogonal separable coordinate system on an $n$-dimensional pseudo-Riemannian manifold is Stäckel equivalent to any such system on another $n$-manifold. The primary practical and theoretical interest of Stäckel equivalence concerns systems that are equivalent via a single Stäckel transform.

The following construction, a special case of the general Stäckel transform, constitutes an important application of transform methods to the study of Hamiltonian systems. Let $H$ be a quadratic Hamiltonian on a $2 n$-dimensional symplectic manifold $\hat{V}_{n}$ and suppose the Hamilton-Jacobi equation

$$
\begin{equation*}
H\left(x^{i}, \partial_{j} S\right)-\lambda W(\mathbf{x})+V(\mathbf{x})=E, \quad W \not \equiv 0 \tag{2.11}
\end{equation*}
$$

separates in the orthogonal coordinates $\left\{x^{i}\right\}$ for all values of the parameter $\lambda$. Then $H\left(x^{i}, p_{j}\right)=\sum_{i=1}^{n} H_{i}^{-2} p_{i}^{2}$ is in Stäckel form and the potentials $W, V$ are Stäckel multipliers for $H$. Furthermore, via Theorem 3, this separable system is characterized by $n$ linearly independent quadratic forms $G_{k}(\mathbf{x}, \mathbf{p})$ on $\hat{V}_{n}$ and $2 n$ potentials $W_{k}(\mathbf{x}), V_{k}(\mathbf{x})$, $k=1, \cdots, n$ such that $G_{1} \equiv H, W_{1} \equiv W, V_{1} \equiv V$ and the family $\left\{G_{k}-\lambda W_{k}+V_{k}\right\}$ is in involution with respect to the Poisson bracket. The separable complete integral $S(\mathbf{x} ; \lambda ; \mathbf{E})=\sum S_{i}\left(x^{i} ; \lambda ; \mathbf{E}\right)$ of (2.11) is characterized by the equations

$$
\begin{equation*}
G_{k}\left(x^{i} ; \partial_{j} S\right)-\lambda W_{k}(x)+V_{k}(x)=E_{k}, \quad k=1, \cdots, n \tag{2.12}
\end{equation*}
$$

with $E_{1}=E$. Dividing (2.11) by the nonzero Stäckel multiplier $W(\mathbf{x})$, we obtain the transformed Hamilton-Jacobi equation

$$
\begin{equation*}
W^{-1} H-E W^{-1}+W^{-1} V=\lambda \tag{2.13}
\end{equation*}
$$

where now $E$ is considered as a parameter and $\lambda$ is the "energy". Clearly (2.13) admits the same separable complete integral $S(\mathbf{x} ; \lambda ; \mathbf{E})$ as does (2.11), with separation parameters $\lambda, E_{2}, \cdots, E_{n}$. Furthermore the separable solutions are now characterized by the Hamiltonian $W_{1}^{-1} G_{1}-E W_{1}^{-1}+W_{1}^{-1} V_{1}$ and the constants of the motion

$$
\begin{equation*}
\left(G_{k}-W_{1}^{-1} W_{k} G_{1}\right)+E W_{1}^{-1} W_{k}+\left(V_{k}-V_{1} W_{1}^{-1} W_{k}\right), \quad k=2, \cdots, n \tag{2.14}
\end{equation*}
$$

This corresponds to a special case of Theorem 5.
This special Stäckel transform can be very useful when both the systems (2.12) and (2.13), (2.14) correspond to spaces of physical or geometrical interest: one of the systems may prove more tractable than the other. In particular, the Stäckel transform does not, in general, preserve the symmetry algebra of a Hamilton-Jacobi equation so one system may have a higher degree of symmetry than the other.

In the following section we will derive a number of examples of Hamiltonian systems on flat spaces and spaces of constant curvature that are related by Stäckel transforms.
3. Examples. We begin the section with some simple low-dimensional cases where Stäckel transforms appear and are useful. This will be followed by a derivation of families of examples associated with constant curvature spaces in $n$ dimensions.

One of the simplest examples is associated with the Coulomb problem [17]. The Hamilton-Jacobi equation for this problem (expressed in Cartesian coordinates $x^{i}$ ) is

$$
\begin{equation*}
p_{1}^{2}+p_{2}^{2}+p_{3}^{2}-\frac{q}{r}=E, \quad r=\left[\sum_{i=1}^{3}\left(x^{i}\right)^{2}\right]^{1 / 2} . \tag{3.1}
\end{equation*}
$$

Here $q$ is a real parameter. This equation separates in spherical coordinates $(r, \theta, \varphi)$. The associated pseudo-Coulomb problem

$$
\begin{equation*}
r\left(p_{1}^{2}+p_{2}^{2}+p_{3}^{2}\right)-E r=q \tag{3.2}
\end{equation*}
$$

also separates in these coordinates, where now $E$ is considered as a parameter and $q$ is the "energy". Here (3.2) is obtained as a Stäckel transform of (3.1) by the potential $r^{-1}$. Although (3.1) and (3.2) are equivalent, (3.2) is more tractible from a symmetry point of view. Indeed for (3.2) the fundamental constants of the motion (the angular momentum vector and the Laplace-Runge-Lenz vector) form a 6-dimensional symmetry algebra isomorphic to $O(4)$. However for (3.1) the corresponding constants of the motion fail to generate a finite-dimensional algebra under the Poisson bracket [17]. Similar comments apply for the quantum Kepler problem [18].

For our next example we use the fact that if $d s^{2}=\sum_{i=1}^{n} H_{i}^{2}\left(d x^{i}\right)^{2}$ is in Stäckel form and $\partial_{x^{n}} H_{j}=0$ for all $j$ then $H_{n}^{-2}$ is a Stäckel multiplier for the reduced Hamiltonian associated with the $(n-1)$-dimensional space $d s^{\prime 2}=\sum_{i=1}^{n-1} H_{i}^{2}\left(d x^{i}\right)^{2}$ and coordinates $x^{1}, \cdots, x^{n-1}$. (This follows directly from the Levi-Civita conditions [13, p. 265].) Let $H=p_{1}^{2}+p_{2}^{2}+p_{3}^{2}$ be the Hamiltonian for three-dimensional Euclidean space (expressed in Cartesian coordinates $x^{i}$ ) and pass to parabolic coordinates

$$
\begin{equation*}
x^{1}=\xi \eta \cos \theta, x^{2}=\xi \eta \sin \theta, \quad x^{3}=\frac{1}{2}\left(\xi^{2}-\eta^{2}\right) . \tag{3.3}
\end{equation*}
$$

The Hamilton-Jacobi equation for these orthogonal separable coordinates takes the form

$$
\begin{equation*}
H=\frac{1}{\xi^{2}+\eta^{2}}\left(p_{\xi}^{2}+p_{\eta}^{2}\right)+\frac{1}{\xi^{2} \eta^{2}} p_{\theta}^{2}=E . \tag{3.4}
\end{equation*}
$$

Since $\theta$ is an ignorable variable, corresponding to a complete separable integral we have $p_{\theta}=\lambda$, a separation parameter. Now the potential $\xi^{-2} \eta^{-2}$ is a Stäckel multiplier for the reduced Hamiltonian $\left(\xi^{2}+\eta^{2}\right)^{-1}\left(p_{\eta}^{2}+p_{\xi}^{2}\right)$. Dividing by this multiplier, we can recast $H=E_{1}$ in the form

$$
\begin{equation*}
\frac{\xi^{2} \eta^{2}}{\xi^{2}+\eta^{2}}\left(p_{\xi}^{2}+p_{\eta}^{2}\right)+\xi^{2} \eta^{2} p_{\varphi}^{2}=-\lambda^{2}=E^{\prime} \tag{3.5}
\end{equation*}
$$

where $p_{\varphi}=\sqrt{-E}$. (Here, we must make the restriction that both $E$ and $E^{\prime}$ are negative.) Now (3.5) is just the Hamilton-Jacobi equation for the hyperboloid

$$
\begin{equation*}
t^{2}-x^{2}-y^{2}-z^{2}=1, \quad t>1 \tag{3.6}
\end{equation*}
$$

Indeed the coordinates are related by

$$
\begin{equation*}
x=\frac{\varphi}{\xi \eta}, \quad y=\frac{1}{2}\left(\frac{\xi}{\eta}-\frac{\eta}{\xi}\right), \quad t+z=\frac{1}{\xi \eta}, \quad t-z=\frac{\left(\xi^{2}+\eta^{2}\right)^{2}}{4 \xi \eta}+\frac{\varphi^{2}}{\xi \eta} . \tag{3.7}
\end{equation*}
$$

Note that the Hamilton-Jacobi equations for these two geometrically distinct problems have essentially the same solutions.

For a more sophisticated example we consider the Hamiltonian $H=p_{1}^{2}+p_{2}^{2}-$ $\lambda\left(z_{1}^{2}+z_{2}^{2}\right)$ on Euclidean two-space, expressed in terms of the Cartesian coordinates $z_{1}$, $z_{2}$. In terms of elliptic coordinates $x_{1}, x_{2}$ the Hamilton-Jacobi equation is separable
and the separation is characterized by

$$
\begin{align*}
& H=G_{1}=-4\left(\frac{\left(e_{1}-x_{1}\right)\left(e_{2}-x_{1}\right)}{x_{1}-x_{2}} p_{x_{1}}^{2}+\frac{\left(e_{1}-x_{2}\right)\left(e_{2}-x_{2}\right)}{x_{2}-x_{1}} p_{x_{2}}^{2}\right)+\lambda\left(x_{1}+x_{2}\right)=E_{1},  \tag{3.8}\\
& G_{2}=-4\left(\frac{x_{2}\left(e_{1}-x_{1}\right)\left(e_{2}-x_{1}\right)}{x_{1}-x_{2}} p_{x_{1}}^{2}+\frac{x_{1}\left(e_{1}-x_{2}\right)\left(e_{2}-x_{2}\right)}{x_{2}-x_{1}} p_{x_{2}}^{2}\right)+\lambda x_{1} x_{2}=E_{2} .
\end{align*}
$$

Here $e_{1}<e_{2}$ are real constants and for fixed $z_{1}, z_{2}$ with $z_{1} z_{2} \neq 0$ the corresponding elliptic coordinates $x_{i}$ are uniquely chosen such that $x_{1}<e_{1}<x_{2}<e_{2}$ and $x_{i}=\mu$ is a solution of

$$
\frac{z_{1}^{2}}{e_{1}-\mu}+\frac{z_{2}^{2}}{e_{2}-\mu}=1
$$

Now consider the case $e_{1}=e, e_{2}=0$ and note that $x_{1} x_{2}$ is a Stäckel multiplier for $G_{2}$. Dividing by this multiplier, we can write $G_{2}=E_{2}$ in the form

$$
\begin{equation*}
H^{\prime}=4\left(\frac{x_{1}-e}{x_{1}-x_{2}} p_{x_{1}}^{2}+\frac{x_{2}-e}{x_{2}-x_{1}}\right) p_{x_{2}}^{2}+\frac{E_{2}}{x_{1} x_{2}}=\lambda \tag{3.9}
\end{equation*}
$$

This is just the Hamilton-Jacobi equation, expressed in parabolic coordinates, corresponding to two-dimensional Euclidean space with an added potential. In Cartesian coordinates $z_{i}, H^{\prime}=\lambda$ where

$$
\begin{equation*}
H^{\prime}=p_{1}^{2}+p_{2}^{2}+\frac{E_{2}}{2 e z_{2}-z_{1}^{2}} \tag{3.10}
\end{equation*}
$$

Here for given $z_{1}, z_{2}$ with $z_{1} \neq 0$ the corresponding parabolic coordinates $x_{i}$ are uniquely chosen such that $x_{1}<e<x_{2}<0$ and $x_{i}=\mu$ is a solution of

$$
2 z_{2}-\mu+\frac{z_{1}^{2}}{\mu-e}=0 .
$$

For the case $e_{1} e_{2} \neq 0$ it is still true that $x_{1} x_{2}$ is a Stäckel multiplier for $G_{2}$. Dividing by the multiplier we can rewrite $G_{2}=E_{2}$ in the form

$$
\begin{equation*}
H^{\prime \prime}=-4\left(\frac{\left(e_{1}-x_{1}\right)\left(e_{2}-x_{1}\right)}{x_{1}\left(x_{1}-x_{2}\right)} p_{x_{1}}^{2}+\frac{\left(e_{1}-x_{2}\right)\left(e_{2}-x_{2}\right)}{x_{2}\left(x_{2}-x_{1}\right)} p_{x_{2}}^{2}\right)-\frac{E_{2}}{x_{1} x_{2}}=-\lambda \tag{3.11}
\end{equation*}
$$

This is the Hamilton-Jacobi equation in parabolic coordinates induced on the paraboloid

$$
2 z_{3}-\frac{z_{1}^{2}}{e_{1}}-\frac{z_{2}^{2}}{e_{2}}=0
$$

in three-dimensional Euclidean space by the potential $E_{2}\left(z_{1}^{2}+z_{2}^{2}-2 z_{3}\left(e_{1}+e_{2}\right)-\right.$ $\left.e_{1} e_{2}\right)^{-1}$.

Since many of our examples concern coordinate hypersurfaces corresponding to orthogonal separable coordinate systems, we will briefly digress to discuss the induced Riemannian structure on such hypersurfaces. Let $V^{n}$ be a local pseudo-Riemannian manifold and $\hat{V}^{n}$ the associated cotangent bundle. Let $H$ be the Hamiltonian on $\hat{V}^{n}$
and suppose the Hamilton-Jacobi equation $H\left(x^{i}, \partial_{j} S\right)=E$ separates in the orthogonal coordinates $\left(x^{1}, \cdots, x^{n}\right)$. By Theorem 1 these coordinates can be associated to an involutive family $\left\{G_{i}: i=1, \cdots, n\right\}$ of quadratic forms on $\hat{V}^{n}$ where $H=G_{1}$. The metric, expressed in the separable coordinates, is

$$
\begin{equation*}
d s^{2}=\sum_{j=1}^{n} H_{j}^{2}(\mathbf{x})\left(d x^{j}\right)^{2} \tag{3.12}
\end{equation*}
$$

Now consider the pseudo-Riemannian manifold $Z^{n-1}$ obtained by restricting $V^{n}$ to a coordinate hypersurface, say $x^{n}=c, c$ a constant. The induced metric on $Z^{n-1}$ is

$$
\begin{equation*}
d \tilde{s}^{2}=\sum_{j=1}^{n=1} H_{j}^{2}(\tilde{\mathbf{x}}, c)\left(d x^{j}\right)^{2}, \quad \tilde{\mathbf{x}}=\left(x^{1}, \cdots, x^{n-1}\right) \tag{3.13}
\end{equation*}
$$

Similarly, we can identify the cotangent bundle $\hat{Z}^{n-1}$ as a restriction of $\hat{V}^{n}$. If ( $\mathbf{x}, \mathbf{p}$ ) are local symplectic coordinates on $\hat{V}^{n}$, then ( $\tilde{\mathbf{x}}, \tilde{\mathbf{p}}$ ) are local coordinates on $\hat{\mathbf{Z}}^{n-1}$, where $\tilde{\mathbf{p}}=\left(p_{1}, \cdots, p_{n-1}\right)$ and for the restriction we set $x^{n}=c, p_{n}=0$. The pullback of the quadratic forms $G_{i}$ to $\hat{Z}^{n-1}$ is

$$
\begin{equation*}
\tilde{G}_{i}=\sum_{j=1}^{n-1} \rho_{j}^{(i)}(\tilde{\mathbf{x}}, c) H_{j}^{-2}(\tilde{x}, c) p_{j}^{2}, \quad i=1, \cdots, n \tag{3.14}
\end{equation*}
$$

and $\left\{\tilde{G}_{i}, \tilde{G}_{l}^{\prime}\right\}=0,1 \leqq i, l \leqq n$, where $\{\cdot, \cdot\}^{\prime}$ is the Poisson bracket on $\hat{Z}^{n-1}$. The Hamilton-Jacobi equation for $Z^{n-1}$

$$
\begin{equation*}
\tilde{H}\left(\tilde{x}, \partial_{j} W\right)=H\left(\tilde{\mathbf{x}}, c, \partial_{j} W, 0\right)=E, \quad j=1, \cdots, n-1, \tag{3.15}
\end{equation*}
$$

separates in the coordinates $\left(x^{1}, \cdots, x^{n-1}\right)$ and these coordinates are uniquely associated with the $(n-1)$-dimensional involutive family spanned by the forms $\tilde{G}_{i}, i=1, \cdots, n$.

We see that an orthogonal separable coordinate system $\left\{x^{1}, \cdots, x^{n}\right\}$ for $V^{n}$ leads to orthogonal separable systems and corresponding involutive families of quadratic forms for all of the pseudo-Riemannian manifolds induced on the coordinate hypersurfaces.

Our basic example is the "generic" separable system $\left\{x^{1}, \cdots, x^{n}\right\}$ on $V^{n}$ with metric

$$
\begin{equation*}
d s^{2}=\sum_{j=1}^{n} \frac{\prod_{i \neq j}\left(x^{i}-x^{j}\right)\left(d x^{j}\right)^{2}}{f\left(x^{j}\right)} \tag{3.16}
\end{equation*}
$$

where $f$ is a nonzero function of a single variable. (At this point we shall not be precise about the range of values permitted to the $x^{j}$.) It is evident that this system is separable. Indeed the columns of the Stäckel matrix can be chosen as

$$
\mathbf{I}_{i}(\mathbf{x})=\left(\begin{array}{c}
\frac{\left(x^{1}\right)^{i-1}}{f\left(x^{1}\right)}  \tag{3.17}\\
\vdots \\
\frac{\left(x^{n}\right)^{i-1}}{f\left(x^{n}\right)}
\end{array}\right), \quad i=1, \cdots, n
$$

It is not difficult to show [9] that $V^{n}$ is a space of nonzero constant curvature if and only if $\left(d^{n+1} / d u^{n+1}\right) f(u)=c$, a nonzero constant. Furthermore, $V^{n}$ is flat if and only if $\left(d^{n+1} / d u^{n+1}\right) f(u)=0$. If $V^{n}$ is Euclidean, then $f$ is a polynomial of order $n-1$ or $n$.

Note that the Hamiltonian in these coordinates can be taken to be

$$
\begin{equation*}
G_{1}=\sum_{j=1}^{n} \frac{f\left(x^{j}\right)}{\prod_{i \neq j}\left(x^{i}-x^{j}\right)} p_{j}^{2} \tag{3.18}
\end{equation*}
$$

and the quadratic form obtained by expanding the Stäckel matrix on the 1st column is

$$
\begin{equation*}
G_{n}=\sum_{j=1}^{n} \frac{f\left(x^{j}\right) \Pi_{i \neq j}\left(x^{i}\right)}{\prod_{i \neq j}\left(x^{i}-x^{j}\right)} p_{j}^{2} . \tag{3.19}
\end{equation*}
$$

For convenience we choose the coordinate hypersurface $Z^{n-1}$ in the normalized form: $x^{n}=0$. Then the metric on $Z^{n-1}$ in the separable coordinates ( $x^{1}, \cdots, x^{n-1}$ ) is

$$
\begin{equation*}
d \tilde{s}^{2}=-\sum_{j=1}^{n-1} \frac{x^{j} \prod_{i \neq j}\left(x^{i}-x^{j}\right)\left(d x^{j}\right)^{2}}{f\left(x^{j}\right)} \tag{3.20}
\end{equation*}
$$

and the Hamiltonian is

$$
\begin{equation*}
\tilde{G}_{1}=-\sum_{j=1}^{n-1} \frac{f\left(x^{j}\right)}{x^{j} \prod_{i \neq j}\left(x^{i}-x^{j}\right)} p_{j}^{2} \tag{3.21}
\end{equation*}
$$

where now $i<n$. Note that $\tilde{G}_{n} \equiv 0$.
Making use of the identities

$$
\sum_{l=1}^{n} \frac{\left(x^{l}\right)^{k}}{\Pi_{i \neq l}\left(x^{l}-x^{i}\right)}= \begin{cases}0, & k=0,1, \cdots, n-2  \tag{3.22}\\ 1, & k=n-1, \\ \sum_{l=1}^{n} x^{l}, & k=n\end{cases}
$$

for the case $k=n$, we see that the potential

$$
\begin{equation*}
V_{1}=-\sum_{j=1}^{n} x^{j} \tag{3.23}
\end{equation*}
$$

is a Stäckel multiplier for the Hamiltonian $G_{1}$. Furthermore, using (3.11) for $k=n-1$, we see that the potential $V_{n}$ associated with $V_{1}$ is

$$
\begin{equation*}
V_{n}=-x^{1} x^{2} \cdots x^{n} . \tag{3.24}
\end{equation*}
$$

It follows that $V_{n}$ is a Stäckel multiplier for $G_{n}$ and the Stäckel transform

$$
\begin{equation*}
K=V_{n}^{-1} G_{n}=-\sum_{j=1}^{n} \frac{f\left(x^{j}\right)}{x^{j} \prod_{i \neq j}\left(x^{i}-x^{j}\right)} p_{j}^{2} \tag{3.25}
\end{equation*}
$$

is the Hamiltonian for the coordinate hypersurface $Z^{n}$ in $V_{n+1}$, with metric (3.16), same $f, n$ replaced by $n+1$ (compare with (3.21)). We have shown that (for all $f$ ) the system generated by the Hamiltonian $G_{1}$, (3.18), in $V^{n}$ is Stäckel equivalent to the system generated by the Hamiltonian $K$, (3.25), in $Z^{n}$. We can consider $Z^{n}$ as an $n$-dimensional hypersurface in $V^{n+1}$.

All of the examples where $f$ is a polynomial of order $\leqq n+1$ occur as hypersurfaces in $(n+1)$-dimensional flat space. Well known is the case [9], [10]

$$
\begin{equation*}
f(u)=\left(u-e_{1}\right)\left(u-e_{2}\right) \cdots\left(u-e_{n+1}\right), \quad e_{1}<e_{2}<\cdots<e_{n+1} . \tag{3.26}
\end{equation*}
$$

Here the embedding space is Euclidean space $E^{n+1}$ with Cartesian coordinates $\mathbf{z}=$ $\left(z_{1}, \cdots, z_{n+1}\right)$ and metric

$$
\begin{equation*}
d s^{2}=d z_{1}^{2}+\cdots+d z_{n+1}^{2} \tag{3.27}
\end{equation*}
$$

We now consider the unit sphere $S^{n}$ in $E^{n+1}$,

$$
\begin{equation*}
z_{1}^{2}+z_{2}^{2}+\cdots+z_{n+1}^{2}=1 \tag{3.28}
\end{equation*}
$$

The metric on $S^{n}$ is obtained by restricting $d s^{2}$ to (3.28). The appropriate coordinates on $S^{n}$ are elliptic spherical coordinates ( $x^{1}, \cdots, x^{n}$ ) defined as follows, [3], [9]: through each point $\hat{\mathbf{z}} \in S^{n}$ with no $\hat{z}_{i}=0$ there pass exactly $n$ confocal cones

$$
\begin{equation*}
\sum_{i=1}^{n+1} \frac{z_{i}^{2}}{e_{i}-\lambda}=0 \tag{3.29}
\end{equation*}
$$

corresponding to the parameters $\lambda=x^{1}, \cdots, x^{n}$ where

$$
\begin{equation*}
e_{1}<x^{1}<e_{2}<x^{2}<e_{3}<\cdots<x^{n}<e_{n+1} . \tag{3.30}
\end{equation*}
$$

Indeed we have the identity in $\lambda$

$$
\begin{equation*}
\sum_{i=1}^{n+1} \frac{z_{i}^{2}}{e_{i}-\lambda}=\frac{\prod_{j=1}^{n}\left(x^{j}-\lambda\right)}{\prod_{l=1}^{n+1}\left(e_{l}-\lambda\right)} \tag{3.31}
\end{equation*}
$$

The metric on $S^{n}$ expressed in the elliptic spherical coordinates $x^{i}$ takes the form $-\frac{1}{4}$ times (3.16) with $f$ given by (3.26) [9]. Comparing coefficients of $\lambda^{-2}$ in the Laurent series expansions for both sides of (3.31), we obtain the result

$$
\begin{equation*}
V_{1}=-\sum_{j=1}^{n} x^{j}=\sum_{i=1}^{n+1} e_{i} z_{i}^{2}-\sum_{l=1}^{n+1} e_{l} . \tag{3.32}
\end{equation*}
$$

Since the constant $\sum e$, can be absorbed into $E$ for the Hamilton-Jacobi equation $G_{1}+V_{1}=E$, we can consider the separable potential $V_{1}$ as a quadratic potential in Cartesian coordinates.

Now we consider elliptic coordinates in $E^{n+1}$. Through each point $\mathbf{z} \in E^{n+1}$ with no $z_{i}=0$ there pass exactly $n+1$ confocal ellipsoids [3], [19]

$$
\begin{equation*}
\sum_{i=1}^{n+1} \frac{z_{i}^{2}}{e_{i}-\lambda}=1 \tag{3.33}
\end{equation*}
$$

corresponding to the parameters $\lambda=x^{0}, \cdots, x^{n}$ where

$$
\begin{equation*}
x^{0}<e_{1}<x^{1}<e_{2}<\cdots<x^{n}<e_{n+1} . \tag{3.34}
\end{equation*}
$$

We have the identity in $\lambda$

$$
\begin{equation*}
1-\sum_{i=1}^{n+1} \frac{z_{i}^{2}}{e_{i}-\lambda}=\prod_{j=1}^{n+1} \frac{\left(\lambda-x^{j-1}\right)}{\left(\lambda-e_{j}\right)} \tag{3.35}
\end{equation*}
$$

Suppose $e_{1}>0$ and consider the ellipsoid $Z^{n}$ obtained by setting $x^{0}=0$. It is straightforward via (3.14) to show that the induced metric on this hypersurface is

$$
d \tilde{s}^{2}=-\frac{1}{4} \sum_{j=1}^{n} \frac{x^{j} \Pi_{i \neq j}\left(x^{i}-x^{j}\right)\left(d x^{j}\right)^{2}}{f\left(x^{j}\right)}
$$

where $f$ is given by (3.26). This shows that the Hamiltonian system on the sphere $S^{n}$ (elliptic spherical coordinates) is Stäckel equivalent to the Hamiltonian system on the ellipsoid (elliptic coordinates). (Moser [3] has demonstrated that these two systems are equivalent via the hodograph transformation, see also [4]. Similarly, the "sphere model" in [7, Chap. 3] displays the equivalence of these systems for the Helmholtz equation. However, the following Stäckel equivalent systems are not equivalent via the hodograph transform.)

We now consider the cases where $\operatorname{deg} f=n+1$ and $f$ has repeated roots, or $\operatorname{deg} f \leqq n$. In each case we will compute the expression of the separable potential $V_{1}=-\sum_{j=1}^{n} x^{j}$ in terms of "natural" cartesian coordinates $\left\{z^{i}\right\}$ and identify the coordinate hypersurfaces in terms of cartesian coordinates. The method we follow, a limit procedure based on (3.31), was pioneered by Bôcher [19] and refined by two of the authors [20]. The results are complete except that determination of the range of the coordinates is left to the reader. (The "natural" coordinates $z_{i}, y_{i}$ may be complex but the separable coordinates and the roots will be real.)

Consider first the case $\operatorname{dim} f=n+1$, where $f$ has roots $e_{J}$ of multiplicities $N_{1}, \cdots, N_{P}, \sum_{J=1}^{P} N_{J}=n+1$. Then, as shown in [17], the identity (3.31) is modified to

$$
\begin{equation*}
\sum_{J=1}^{P} \sum_{j=1}^{N_{J}} \frac{S_{j+1}^{J}}{\left(\lambda-e_{J}\right)^{N_{J}+1-j}}=\frac{\prod_{j=1}^{n}\left(\lambda-x^{j}\right)}{\prod_{J=1}^{P}\left(\lambda-e_{J}\right)^{N_{J}}} \tag{3.36}
\end{equation*}
$$

where $S_{j+1}^{J}=\sum_{i} Y_{i}^{J} Y_{j+1-i}^{J}$. Here

$$
\sum_{i} z_{i}^{2}=\sum_{J} S_{N_{J}+1}^{J}=\sum_{J} \sum_{j}\left(z_{j}^{J}\right)^{2}=1
$$

where
(i) $N_{J}=2 p$ (even),

$$
Y_{j}^{J}=\frac{1}{\sqrt{2}}\left(z_{j}^{J}-i z_{N_{J}+1-j}^{J}\right), \quad Y_{2 P+1-j}^{J}=\frac{1}{\sqrt{2}}\left(z_{j}^{J}+i z_{N_{J}+1-j}^{J}\right), \quad j=1, \cdots, p,
$$

(ii) $N_{J}=2 p+1$ (odd), as above but $Y_{p+1}^{J}=z_{p+1}^{J}$.

Here the coordinates $Y_{i}^{J}$ are real. Equating coefficients of $\lambda^{-2}$ on both sides of (3.36), we obtain

$$
\begin{equation*}
\sum_{j} x^{j}-\sum_{J} N_{J} e_{J}=\sum_{J=1}^{P}\left(S_{N_{J}}^{J}+e_{J} S_{N_{J}+1}^{J}\right) . \tag{3.37}
\end{equation*}
$$

It follows from (3.26) that the coordinate curves are given by

$$
\begin{equation*}
\sum_{J=1}^{P} \sum_{j=1}^{N_{J}} \frac{S_{j+1}^{J}}{\left(\lambda-e_{j}\right)^{N_{J}+1-j}}=0 \tag{3.38}
\end{equation*}
$$

We can take $z_{1}=z_{1}^{1}, z_{2}=z_{2}^{1}, \cdots, z_{N_{1}}=z_{N_{1}}^{1}, z_{N_{1}+1}=z_{1}^{2}, \cdots, z_{n}=z_{N_{p}}^{P}$.

For example, if $N_{1}=2$, and $N_{j}=1$ for $1<j \leqq n-1$ we have

$$
\sum_{j} x^{j}-2 e_{1}-\sum_{j=2}^{n} e_{j}=e_{1}\left(z_{1}^{2}+z_{2}^{2}\right)+\frac{1}{2}\left(z_{1}+i z_{2}\right)^{2}+\sum_{j=2}^{n} e_{j} z_{j+1}^{2} .
$$

To treat the case $\operatorname{deg} f \leqq n$, we start from the basic identity [19], [20]

$$
\begin{equation*}
\sum_{j=1}^{n+2} \frac{y_{j}^{2}}{\left(\lambda-e_{j}\right)}=\left(-\sum_{j=1}^{n+2} e_{j} y_{j}^{2}\right) \frac{\prod_{j=1}^{n}\left(\lambda-x^{j}\right)}{\prod_{l=1}^{n+2}\left(\lambda-e_{l}\right)} \tag{3.39}
\end{equation*}
$$

for general cyclidic coordinates $x^{j}$. Here the $y_{j}$ are hyperspherical coordinates ( $\Omega \equiv$ $\sum_{j=1}^{n+2} y_{j}^{2}=0$ ), related to cartesian coordinates $z_{i}$ by formulas

$$
\begin{equation*}
z_{i}=y_{i} /\left(\sqrt{-1} y_{n+1}+y_{n+2}\right), \quad i=1, \cdots, n . \tag{3.40}
\end{equation*}
$$

(Note: There is some freedom in the choice of $y_{n+1}, y_{n+2}$.) Now suppose that $n+2$ roots $e_{l}$ degenerate to roots with multiplicities $N_{1}, \cdots, N_{P}$ where $\sum_{J} N_{J}=n+2$. As shown in [20], formula (3.39) then becomes

$$
\begin{equation*}
\sum_{J=1}^{P} \sum_{j=1}^{N_{J}} \frac{S_{j+1}^{J}}{\left(\lambda-e_{J}\right)^{N_{J}+1-j}}=\left(-\sum_{J} e_{J} S_{N_{J}+1}^{J}\right) \frac{\prod_{j=1}^{n}\left(\lambda-x^{j}\right)}{\prod_{J=1}^{P}\left(\lambda-e_{J}\right)^{N_{J}}} \tag{3.41}
\end{equation*}
$$

and $\Omega=\sum_{J} S_{N_{j}+1}^{J}=0$. At this point it is convenient to set $\lambda=-1 / \lambda^{\prime}, x^{j}=-1 / x^{\prime j}$, $e_{J}=-1 / e_{J}^{\prime}$ so that (3.41) becomes

$$
\begin{align*}
& \sum_{J=1}^{P} \sum_{j=1}^{N_{J}-1} \frac{S_{j+1}^{J}}{\left(\lambda^{\prime}-e_{J}^{\prime}\right)^{N_{J}+1-j}}\left(\lambda^{\prime}\right)^{N_{J}-1-j}\left(e_{J}^{\prime}\right)^{N_{J}+1-j}+\sum_{J=1}^{P} \frac{S_{N_{J}+1}^{J}}{\left(\lambda^{\prime}-e_{J}^{\prime}\right)}  \tag{3.42}\\
&=\frac{\left(\sum_{J}\left(1 / e_{J}^{\prime}\right) S_{N_{J}+1}^{J}\right)}{\left(\prod_{j=1}^{n} x^{\prime j}\right)} \cdot \frac{\left(\prod_{J=1}^{P}\left(e_{J}^{\prime}\right)^{N_{J}}\right)}{\prod_{j=1}^{P}\left(\lambda^{\prime}-e_{J}\right)^{N_{J}}} \prod_{j=1}^{n}\left(\lambda^{\prime}-x^{\prime j}\right)
\end{align*}
$$

Here we have added $\lambda^{\prime} \Omega$ to the left-hand side of this equation and restricted $\lambda^{\prime}$ to the domain $\left|\lambda^{\prime}\right|>\left|e_{j}\right|, \forall j$.

Following Bôcher's procedures, to obtain the coordinate curves corresponding to $f$ with $\operatorname{deg} f \leqq n$ and distinct roots of multiplicities $N_{2}, \cdots, N_{P}$ respectively, we let $e_{1}^{\prime} \rightarrow \infty$ in (3.42). (Here, we are assuming $N_{1} \geqq 2$.) We use the notation $\left[{ }^{\infty}{ }_{1}, N_{2}, \cdots, N_{P}\right.$ ] to denote this coordinate system. The result is easily seen to be

$$
\begin{gather*}
\sum_{j=1}^{N_{1}-1} S_{j+1}^{1}\left(-\lambda^{\prime}\right)^{N_{1}-j-1}+\sum_{J=2}^{P} \sum_{j=1}^{N_{J}-1} \frac{S_{j+1}^{J}}{\left(\lambda^{\prime}-e_{J}^{\prime}\right)^{N_{J}-j+1}}\left(\lambda^{\prime} e_{J}^{\prime}\right)^{N_{J}-j+1} \lambda^{\prime-2}+\sum_{J=2}^{P} \frac{S_{N_{J}+1}^{J}}{\left(\lambda^{\prime}-e_{J}^{\prime}\right)}  \tag{3.43}\\
=\frac{\left(\sum_{J=2}^{P}\left(1 / e_{J}^{\prime}\right) S_{N_{J}+1}^{J}\right)}{\prod_{j=1}^{n} x^{\prime j}} \frac{\left(\prod_{J=2}^{P}\left(e_{J}^{\prime}\right)^{N_{J}}\right)}{\prod_{J=2}^{P}\left(\lambda^{\prime}-e_{J}^{\prime}\right)^{N_{J}}}(-1)^{N_{1}} \prod_{j=1}^{n}\left(\lambda^{\prime}-x^{\prime j}\right) .
\end{gather*}
$$

Equating coefficients of $\left(\lambda^{\prime}\right)^{N_{1}-2}$ on each side of this identity, we obtain

$$
\begin{equation*}
S_{2}^{1}=\frac{\left(\sum_{J=2}^{P}\left(1 / e_{J}^{\prime}\right) S_{N_{J}+1}^{J}\right)\left(\prod_{J=2}^{P}\left(e_{J}^{\prime}\right)^{N_{J}}\right)}{\prod_{j=1}^{n} x^{\prime j}} \tag{3.44}
\end{equation*}
$$

Equating coefficients of $\left(\lambda^{\prime}\right)^{N_{1}-3}$ and making use of the condition $\Omega=0$, we have

$$
\sum_{j=1}^{n} x^{\prime j}-\sum_{J=2}^{P} N_{J} e_{J}^{\prime}= \begin{cases}\frac{S_{3}^{1}}{S_{2}^{1}}, & N_{1} \geqq 3  \tag{3.45}\\ \frac{S_{3}^{1}}{S_{2}^{1}}, & N_{1}=2\end{cases}
$$

Here $S_{2}^{1}=\left(y_{1}^{1}\right)^{2}, S_{3}^{1}=2 y_{1}^{1} y_{2}^{1}$.
For $N_{1}>3$ we can define hyperspherical coordinates $\tilde{y}_{j}^{J}$ so that

$$
\begin{equation*}
\sqrt{2} y_{1}^{1}=\tilde{y}_{1}^{1}-\sqrt{-1} \tilde{y}_{N_{1}}^{1}, \quad \sqrt{2} y_{2}^{1}=\tilde{y}_{2}^{1}-\sqrt{-1} \tilde{y}_{N_{1}-1}^{1} \tag{3.46}
\end{equation*}
$$

and (of course)

$$
\sum_{J=1}^{P} \sum_{j=1}^{N_{J}}\left(\tilde{y}_{j}^{J}\right)^{2}=0
$$

Passing to Cartesian coordinates $z_{j}^{J}$ via (3.40), we can obtain the linear potential

$$
\frac{S_{3}^{1}}{S_{2}^{1}}=\sqrt{2}\left(z_{2}^{1}-\sqrt{-1} z_{N_{1}-1}^{1}\right)
$$

This potential will be real only for a pseudo-Euclidean space.
For $N_{1}=3$ we can set $y_{2}^{1}=\tilde{y}_{2}^{1}$ and, from (3.46), (3.40), achieve the linear potential

$$
\frac{S_{3}^{1}}{S_{2}^{1}}=\sqrt{2} z_{2}^{1}
$$

Finally, for $N_{1}=2$ we can obtain the oscillator potential

$$
\frac{S_{3}^{1}}{S_{2}^{1}}=\sum_{J=2}^{P} \sum_{j=1}^{N_{J}}\left(z_{j}^{J}\right)^{2}=\sum_{l=1}^{n}\left(z_{j}\right)^{2}
$$

Thus all the potentials $V_{1}$ correspond to either linear or oscillator potentials in terms of Cartesian coordinates. The coordinate hypersurface $x=x^{i}$ for $\left[\stackrel{\infty}{N}_{1}, N_{2}, \cdots, N_{P}\right]$ is given by

$$
\begin{align*}
& \sum_{j=1}^{N_{1}-1} S_{j+1}^{1}\left(-x^{i}\right)^{N_{1}-j-1}+\sum_{J=2}^{P} \sum_{j=1}^{N_{J}-1} \frac{S_{j+1}^{J}}{\left(x^{i}-e_{J}\right)^{N_{J}-j+1}}\left(x^{i} e_{J}\right)^{N_{J}-j+1}\left(x^{i}\right)^{-2}  \tag{3.47}\\
&+\sum_{J=2}^{P} \frac{S_{N_{J}+1}^{J}}{\left(x^{i}-e_{j}\right)}=0 .
\end{align*}
$$

Note that since $S_{N_{1}+1}^{1}$ does not occur explicitly in (3.47), hyperspherical coordinates $y_{l}$ can always be chosen such that this hypersurface is quadratic in terms of the associated cartesian coordinates in $E^{n+1}$.
4. Stäckel equivalence for Schrödinger equations. Here we work out the appropriate modification of the results of $\S 2$ for the Schrödinger (or Helmholtz) equation with velocity dependent potential. On $V^{n}$ this equation can be written in the form

$$
\begin{equation*}
\mathscr{H} \psi \equiv \Delta \psi+Q \cdot \nabla \psi+V \psi=E \psi \tag{4.1}
\end{equation*}
$$

where $\Delta$ is the Laplacian

$$
\Delta=\frac{1}{\sqrt{g}} \sum_{i, j=1}^{n} \partial_{i}\left(\sqrt{g} g^{i j} \partial_{j}\right)
$$

and

$$
\begin{equation*}
Q \cdot \nabla \psi=\sum_{i, j=1}^{n} Q_{i} g^{i j} \partial_{j} \psi \tag{4.2}
\end{equation*}
$$

Here, $Q_{i}(\mathbf{y})$ is a covariant vector and $V(\mathbf{y})$ is a scalar function. Applying the definitions and techniques of [16], [21], we obtain the following necessary and sufficient conditions for multiplicative $R$-separability of (4.1) in the orthogonal coordinates $\left\{x^{i}\right\},(\psi=$ $\left.e^{R} \prod_{j=1}^{n} \psi^{(j)}\left(x^{j}\right)\right)$ :

1) the metric $d s^{2}=\sum_{i} H_{i}^{2}\left(d x^{i}\right)^{2}$ is in Stäckel form,
2) there is a function $Q$ such that $Q_{i}=\partial_{i} Q$ in the coordinates $\left\{x^{j}\right\}$,
3) $\sum_{i=1}^{n} H_{i}^{-2}\left(R_{i i}-2 R_{i}^{2}\right)+V$ is a Stäckel multiplier where

$$
\begin{equation*}
-2 R_{i}=\partial_{i} \log \left(H_{1} \cdots H_{n} / H_{i}^{2}\right)+Q_{i}, \quad R_{i i}=\partial_{i} R_{i} \tag{4.3}
\end{equation*}
$$

If conditions 1)-3) are satisfied, then $R_{i}=\partial_{i} R$.
Now suppose that the Schrödinger equation (4.1) $R$-separates in the orthogonal coordinates $\left\{x^{j}\right\}$. In these coordinates (4.1) takes the form

$$
\begin{equation*}
\sum_{i}\left\{\frac{1}{\sqrt{g}} \partial_{i}\left[\left(\sqrt{g} H_{i}^{-2}\right) \partial_{i}\right]+Q_{i} H_{i}^{-2} \partial_{i}\right\} \psi+V \psi=E \psi \tag{4.4}
\end{equation*}
$$

where $\sqrt{g}=H_{1} H_{2} \cdots H_{n}$. Let $W \neq 0$ be a Stäckel multiplier for the metric $d s^{2}=$ $\sum H_{i}^{2}\left(d x^{i}\right)^{2}$. Our basic observation is that the Schrödinger equation

$$
\begin{equation*}
W^{-1}[\Delta+Q \cdot \nabla+V] \psi=E \psi \tag{4.5}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\left[\Delta^{\prime}+Q^{\prime} \cdot \nabla+W^{-1} V\right] \psi=E \psi \tag{4.6}
\end{equation*}
$$

is also $R$-separable in the coordinates $\left\{x^{j}\right\}$. Here $\Delta^{\prime}$ is the Laplace operator corresponding to the metric $W d s^{2}$. We say that $\Delta^{\prime}+Q^{\prime} \cdot \nabla+W^{-1} V$ is a Stäckel transform of $\Delta+Q \cdot \nabla+V$.

Variable $R$-separation for (4.1) can be characterized intrinsically.
Theorem 5. Necessary and sufficient conditions for the existence of an orthogonal $R$-separable coordinate system $\left\{x^{i}\right\}$ for the Schrödinger equation (4.1) are that there exist $n$ second-order differential operators

$$
\begin{equation*}
\mathscr{A}_{k}=\Delta_{k}+\sum_{i, j=1}^{n} \partial_{y i} Q g_{(k)}^{i j} \partial_{y j}+V_{k}, \quad k=1, \cdots, n, \tag{4.7}
\end{equation*}
$$

$\left(\mathscr{A}_{1}=\mathscr{H}\right)$ on $V^{n}$ where

$$
\begin{equation*}
\Delta_{k}=\frac{1}{\sqrt{g}} \sum_{i, j=1}^{n} \partial_{y i}\left(\sqrt{g} g_{(k)}^{i j} \partial_{y j}\right) \tag{4.8}
\end{equation*}
$$

and $\Delta_{1}=\Delta$ such that

1) $\left[\mathscr{A}_{k}, \mathscr{A}_{l}\right] \equiv \mathscr{A}_{k} \mathscr{A}_{l}-\mathscr{A}_{l} \mathscr{A}_{k}=0,1 \leqq k, l \leqq n$.
2) The set $\left\{G_{k}: k=1, \cdots, n\right\}$ is linearly independent as $n$ quadratic forms on $\hat{V}^{n}$, where

$$
G_{k}=\sum_{i, j=1}^{n} g_{(k)}^{i j} p_{i} p_{j}
$$

3) There is a basis $\left\{\omega_{(j)}: 1 \leqq j \leqq n\right\}$ of simultaneous eigenforms for the $\left\{G_{k}\right\}$. If conditions 1)-3) are satisfied, then there exist functions $g^{j}(\mathbf{x})$ such that $\omega_{(j)}=g^{j} d x^{j}$. (Note that the division (4.7) of $\mathscr{H}_{k}$ into three terms is coordinate independent. Indeed the operators $\Delta_{k}$ are in self-adjoint form with respect to the measure on $V^{n}$ given in local coordinates by $\sqrt{g} d y^{1} \cdots d y^{n}$ whereas $Q$ and $V_{k} V\left({ }_{1}=V\right)$ are scalar valued functions on $V^{n}$.)

Proof. Suppose the operators satisfy conditions 1)-3). Comparing coefficients of third derivative terms in $\left[\mathscr{A}_{k}, \mathscr{A}_{l}\right]=0$, we obtain $\left\{G_{k}, G_{l}\right\}=0$. It follows from Theorem 1 and comparison of second derivative terms that there exists an orthogonal coordinate system $\left\{x^{i}\right\}$ such that

$$
\begin{equation*}
\mathscr{A}_{k}=\sum_{i=1}^{n} \rho_{i}^{(k)} H_{i}^{-2}\left(\partial_{i i}+f_{i} \partial_{i}\right)+\sum_{i=1}^{n} Q_{i} \rho_{i}^{(k)} H_{i}^{-2} \partial_{i}+V_{k} . \tag{4.9}
\end{equation*}
$$

Here $f_{i}=\partial_{i} \log \left(H_{1} \cdots H_{n} / H_{i}^{2}\right), \partial_{i}=\partial_{x^{i}}, Q_{i}=\partial_{x^{\prime}} Q$ and the functions $\rho_{i}^{(k)}(\mathbf{x})$ satisfy conditions (2.4), (2.5).

At this point it is convenient to perform the similarity transformation

$$
\begin{equation*}
\mathscr{A}_{k} \leftrightarrow \tilde{\mathscr{A}}_{k}=e^{-R} \mathscr{A}_{k} e^{R} \tag{4.10}
\end{equation*}
$$

where $-2 \partial_{i} R=f_{i}+Q_{i}$. We find

$$
\begin{equation*}
\tilde{\mathscr{A}}_{k}=\sum_{i} \rho_{i}^{(k)} H_{i}^{-2} \partial_{i i}+\tilde{V}_{k} \tag{4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{V}_{k}=V_{k}+\sum_{i} \rho_{i}^{(k)} H_{i}^{-2}\left(R_{i i}-2 R_{i}^{2}\right) . \tag{4.12}
\end{equation*}
$$

Comparison of the coefficients of $\partial_{l}$ in $\left[\tilde{\mathscr{A}}_{1}, \tilde{\mathscr{A}}_{k}\right]=0$ leads to

$$
\begin{equation*}
\partial_{l} \tilde{V}_{k}=\partial_{l}\left(\rho_{l}^{(k)} T\right), \quad 2 \leqq k \leqq n \tag{4.13}
\end{equation*}
$$

where

$$
\begin{equation*}
T=V+\sum_{i} H_{i}^{-2}\left(R_{i i}-2 R_{i}^{2}\right) . \tag{4.14}
\end{equation*}
$$

Since $\partial_{l j} \tilde{V}_{k}=\partial_{j l} \tilde{V}_{k}$ we see from (2.5) and (4.13) that

$$
\partial_{j l} T=\partial_{j} T \partial_{l} \log H_{j}^{-2}+\partial_{l} T \partial_{j} \log H_{l}^{-2}, \quad j \neq l .
$$

Thus $T$ is a Stäckel multiplier and (4.1) $R$-separates in the orthogonal coordinates $\left\{x^{i}\right\}$.

Conversely, if (4.1) $R$-separates in the orthogonal coordinates $\left\{x^{i}\right\}$ then there exist functions $\psi_{l}\left(x^{l}\right)$ such that $T=\sum_{l} \psi_{l}\left(x^{l}\right) H_{l}^{-2}$ where $T$ is given by (4.14). It is straightforward to verify that the operators $\mathscr{A}_{k}=e^{R} \tilde{\mathscr{A}}_{k} e^{-R}$ defined by (4.11), (4.12) with

$$
\tilde{V}_{k}=\sum_{l} \rho_{l}^{(k)} \psi_{l}\left(x^{l}\right) H_{l}^{-2},
$$

satisfy conditions 1)-3). Q.E.D.
Shapovalov [15] has stated without proof a theorem which implies Theorem 5.
Corollary 3. Let $\left\{\mathscr{A}_{k}: k=1, \cdots, n\right\}$ satisfy conditions 1)-3) of Theorem 5 and let $\left\{W_{k}: k=1, \cdots, n\right\}$ be a set of scalar valued functions on $V^{n}$ such that $W_{1} \neq 0$ and

$$
\begin{equation*}
\left\{G_{k}+W_{k}, G_{l}+W_{l}\right\}=0, \quad 1 \leqq k, l \leqq n . \tag{4.15}
\end{equation*}
$$

Then the system $\left\{\mathscr{A}_{k}^{\prime}\right\}$ where

$$
\mathscr{A}_{j}^{\prime}=\mathscr{A}_{j}-W_{j} W_{1}^{-1} \mathscr{A}_{1}+W_{1}^{-1} \mathscr{A}_{1}, \quad j=1, \cdots, n
$$

also satisfies conditions 1)-3) and corresponds to the orthogonal coordinate system $\left\{x^{i}\right\}$ for the Schrödinger operator $\mathscr{H}^{\prime}=\mathscr{A}_{1}^{\prime}$. In particular $\left\{\mathscr{A}_{k}^{\prime}, \mathscr{A}_{l}^{\prime}\right\}=0$.

This is the operator analogue of Theorem 3 and is proved in a similar manner.
In analogy to (2.12) there is a special case of the Stäckel transform for Schrödinger equations in which the formal eigenfunctions are preserved by the transform. Consider the eigenvalue equations $\mathscr{A}_{k} \psi=E_{k} \psi, k=1, \cdots, n$, corresponding to the $R$-separable equation ( $E_{1}=E$ )

$$
\begin{equation*}
\frac{1}{\sqrt{g}} \sum_{i=1}^{n} \partial_{i}\left(g^{i i} \sqrt{g} \partial_{i}\right) \psi+(V-\lambda W) \psi=E \psi \tag{4.16}
\end{equation*}
$$

in the orthogonal coordinates $\left\{x^{j}\right\}$. Here $\lambda$ is a parameter and

$$
\begin{equation*}
\mathscr{A}_{k}=\frac{1}{\sqrt{g}} \sum_{i=1}^{n} \partial_{i}\left(a_{(k)}^{i i} \sqrt{g} \partial_{i}\right)+V_{k}-\lambda W_{k} . \tag{4.17}
\end{equation*}
$$

Suppose the quadratic form $\left\{a_{(l)}^{i i}\right\}$ is nonsingular and $W_{l} \neq 0$. Then $W_{l}$ is a Stäckel multiplier for this form and the equation

$$
\begin{equation*}
\frac{1}{W_{k} \sqrt{g}} \sum \partial_{i}\left(a_{(l)}^{i i} \sqrt{g} \partial_{i}\right) \psi+\left(\frac{V_{l}}{W_{l}}-\frac{E}{W_{l}}\right) \psi=\lambda \psi \tag{4.18}
\end{equation*}
$$

admits the same $R$-separable solutions as does (4.16). Here (4.18) can be cast in the self-adjoint from

$$
\begin{equation*}
\frac{1}{\sqrt{a W_{l}^{n}}} \sum_{i=1}^{n} \partial_{i}\left(\frac{a_{(l)}^{i i}}{W_{l}} \sqrt{a W_{l}^{n}} \partial_{i}\right) \Theta+(\tilde{V}-E \tilde{W}) \Theta=\lambda \Theta \tag{4.19}
\end{equation*}
$$

where $a^{-1}=\prod_{j=1}^{n} a_{(l)}^{j j}, \tilde{W}=W_{l}^{-1}$,

$$
\begin{equation*}
\tilde{V}=\sum_{j=1}^{n}\left(\frac{a_{(l)}^{j j}}{W_{l}}\left[S_{j j}+S_{j}^{2}+\partial_{j} \ln \left(\sqrt{g} \cdot S_{j}\right)\right]+\frac{\partial_{j} a_{(l)}^{i j}}{W_{l}} S_{j}\right) \tag{4.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi=e^{s} \Theta, \quad e^{S}=\left[\frac{W_{l}^{n-2} a}{g}\right]^{1 / 4} \tag{4.21}
\end{equation*}
$$

Thus the Stäckel transform takes $R$-separable solutions $\psi$ of (4.16) on the manifold $V^{n}$ to $R$-separable solutions $\Theta$ of (4.19) on a manifold $V^{n^{\prime}}$.

Note that the natural metric on $V^{n}$ with respect to which the $\mathscr{A}_{k}$ are formally self-adjoint is $\sqrt{g} d \mathbf{x}$. Similarly the natural metric on $V^{n^{\prime}}$ is $\sqrt{W_{l}^{n} a} d \mathbf{x}$. A formal computation yields

$$
\int \psi \bar{\psi} \sqrt{g} d \mathbf{x}=\int \Theta \bar{\Theta} \frac{\sqrt{W_{l}^{n} a}}{W_{l}} d \mathbf{x}
$$

or $\left(W_{l} \psi, \psi\right)=\langle\Theta, \Theta\rangle$ where $(\cdot, \cdot)$, and $\langle\cdot, \cdot\rangle$ are the inner products on $V^{n}, V^{n^{\prime}}$ respectively. Thus the inner product, hence the spectral resolution for the operators $\mathscr{A}_{k}$ is in general not preserved by a Stäckel transform. However, in particular cases the spectrum is preserved, e.g., the transform from the Coulomb to the pseudo-Coulomb problem where the Virial Theorem [18] shows that the discrete spectrum is unchanged.
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#### Abstract

Using the Painlevé test, it is shown that the only integrable nonlinear Klein-Gordon equations $u_{x t}=f(u)$ with $f$ a linear combination of exponentials are the Liouville, sine-Gordon (or sinh-Gordon) and Mikhailov equations. In particular, the double sine-Gordon equation is not integrable.
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In [7], two of the present authors (J. B. M. and P. J. O.) considered the problem of which nonlinear Klein-Gordon equations

$$
\begin{equation*}
u_{x t}=f(u) \tag{1}
\end{equation*}
$$

are completely integrable. They referred to the Ablowitz-Ramani-Segur (ARS) conjecture, [2], [3] which states that if a partial differential equation is integrable by the inverse scattering transform (IST) method, then all its reductions to ordinary differential equations have the Painlevé property, i.e., all their moveable singularities are poles. It was shown in [7] that if $f(u)$ is a linear combination of exponentials, the only equations of type (1) whose corresponding ordinary differential equation for travelling wave solutions

$$
u(x, t)=w(\xi)=w(x-c t)
$$

arising from the invariance of (1) under the group of translations, has the Painleve property, are those of the form

$$
\begin{equation*}
u_{x t}=c_{2} e^{2 \beta u}+c_{1} e^{\beta u}+c_{-1} e^{-\beta u}+c_{-2} e^{-2 \beta u} \tag{2}
\end{equation*}
$$

for constants $c_{2}, \cdots, c_{-2}$. In fact the singularities of $u$ are not really poles, but rather "pure logarithms" in the sense that $u_{x}, u_{t}$ and $\exp (\beta u)$ have only poles. This extension was included in the ARS conjecture as originally stated.

A paradox apparently remained; namely that the form (2), which does include the well-known Liouville equation (only one nonzero $c_{i}$ ), the sine-Gordon equation ( $c_{2}=$ $\left.c_{-2}=0, c_{1}=-c_{-1}, \beta=i\right)$ and the Mikhailov equation ( $c_{1}=c_{-2}=0$ ), [8], [9], [12] all of which are known to be completely integrable, also includes the double sine-Gordon equation ( $c_{2}=-c_{-2}, c_{1}=-c_{-1}, \beta=i$, which is not integrable. Indeed numerical studies have shown that its travelling wave solutions do not behave like solitons under collisions, [1]. This apparent problem, however, is easily resolved if one considers a second one-parameter group of symmetries of (1),

$$
(x, t) \rightarrow\left(\lambda x, \lambda^{-1} t\right), \quad \lambda>0
$$

[^69]leading to a different form
$$
u(x, t)=w(x t)=w(\xi)
$$
for the group-invariant solutions. Then $w$ satisfies the ordinary differential equation
\[

$$
\begin{equation*}
\xi w^{\prime \prime}+w^{\prime}=f(w) \tag{3}
\end{equation*}
$$

\]

where $\xi=x t$.
In order to apply the ARS conjecture, we need to analyze the singularities of solutions of (3) in the case $f$ has the form (2). To eliminate logarithmic singularities, set $v=\exp (\beta w)$, so $v$ satisfies

$$
\begin{equation*}
v^{\prime \prime}=\frac{v^{\prime 2}}{v}-\frac{v^{\prime}}{\xi}+\frac{c_{2} v^{3}+c_{1} v^{2}+c_{-1}+c_{-2} v^{-1}}{\xi} . \tag{4}
\end{equation*}
$$

All second order ordinary differential equations with the Painlevé property have been classified by Painlevé and Gambier and can be reduced, through a change of variables, to one of fifty canonical forms-see [5]. An obvious candidate to reduce (4) to is the equation

$$
\begin{equation*}
w^{\prime \prime}=\frac{w^{\prime 2}}{w}-\frac{w^{\prime}}{z}+\frac{\alpha w^{2}+\beta}{z}+\gamma w^{3}+\frac{\delta}{w}, \tag{5}
\end{equation*}
$$

which is canonical form number 13 in [5, p. 335]. Thus we need to determine when (4) can be reduced to the canonical form (5). The change of variables

$$
\begin{equation*}
\xi=z^{p}, \quad v=z^{q} w \tag{6}
\end{equation*}
$$

reduces (4) to

$$
\begin{equation*}
w^{\prime \prime}=\frac{w^{\prime 2}}{w}-\frac{w^{\prime}}{z}+\sum b_{n} w^{n+1} z^{n q+p-2} \tag{7}
\end{equation*}
$$

where the sum is on $n=2,1,-1$ and -2 (but not $0!$ ) and the $b_{n}$ 's and $c_{n}$ 's are related by irrelevant powers of $p$.

In order for (7) to agree with (5), we need to have all of the following four conditions to hold:
a) either $b_{2}=0$ or $2 q+p-2=0$;
b) either $b_{1}=0$ or $q+p-2=-1$;
c) either $b_{-1}=0$ or $-q+p-2=-1$;
d) either $b_{-2}=0$ or $-2 q+p-2=0$.

Clearly this is not possible if all the $b_{n}$ 's are nonzero. If only one $b_{n}$ is nonzero, there are no difficulties. The original equation was the Liouville equation $u_{x t}=e^{\beta u}$, which is integrable using the Bäcklund transformation

$$
w_{x}=u_{x}+\exp \frac{\beta}{2}(u+w), \quad w_{t}=-u_{t}-\frac{2}{\beta} \exp \frac{\beta}{2}(u-w)
$$

with $w$ satisfying $w_{x t}=0,[4]$. Alternatively, we can set

$$
u=\frac{1}{\beta} \log \left[2 v_{x} v_{t} e^{v} /\left(e^{v}-1\right)^{2} \beta\right],
$$

leading to $v_{x t}=0$. If $b_{2}=b_{-2}=0, b_{1} b_{-1} \neq 0$ then (4) is already in the canonical form (6) with $\gamma=\delta=0, \alpha \beta \neq 0$, so no change of variable is required, i.e., $p=1, q=0$. This is the case of the sine (and sinh-) Gordon equations, which are integrable by inverse scattering methods. If $b_{1}=b_{-1}=0, b_{2} b_{-2} \neq 0$, then we again have the sine-Gordon equation, but we have made a different choice for defining $v$ in terms of $u$. This should not alter the Painleve character of the equation, and indeed $p=2, q=0$ will satisfy conditions a) -d). Curiously enough this reduces (4) to a canonical form (5) with $\alpha=\beta=0, \gamma \delta \neq 0$, which is not the same as above. This shows that the same equation can be reduced by different changes of variables to different canonical forms.

If $b_{1}=b_{-2}=0, b_{2} b_{-1} \neq 0$ (or, respectively, $b_{-1}=b_{2}=0, b_{1} b_{-2} \neq 0$ ), then we have the Mikhailov equation

$$
u_{x t}=b e^{2 \beta u}+b^{\prime} e^{-\beta u},
$$

which was shown to be integrable by a $3 \times 3$ matrix scattering problem, [8], [9], [12]. In this case, conditions a)-d) have the solution $p=\frac{4}{3}, q=\frac{1}{3}$ (respectively $p=\frac{4}{3}, q=-\frac{1}{3}$ ), and hence this reduction of Mikhailov's equation does have the Painleve property.

Finally, if $b_{1} b_{2} \neq 0$, even if $b_{-2}=b_{-1}=0$, one would need $p=0, q=1$ for a)-d) to be satisfied. But this is not an acceptable change of variables as $\xi$ would not really depend on $z$. Thus we cannot reduce (4) to the canonical form (5) if $b_{1} b_{2} \neq 0$ whatever the values of $b_{-1}$ and $b_{-2}$. By symmetry, the same holds if $b_{-1} b_{-2} \neq 0$ no matter what values $b_{1}$ and $b_{2}$ have. Of course, this does not completely prove that (4) in this case does not have the Painlevé property since (6) is not the only possible choice of change of variables and it may be possible to reduce (4) to some other canonical form. Indeed, we have just seen that starting with $b_{1}=b_{-1}=0, b_{2} b_{-2} \neq 0$, the change of variables (6) with $p=2, q=0$ is a rather contrived way to reduce (4) to the canonical form (5) compared with the more obvious choice $v=w^{2}$. To check that if $b_{1} b_{2} \neq 0$, equation (4) does not have the Painleve property, one could study the behavior of its singularities and show that they are not pure poles, or, alternatively, follow through Painlevés deviation of the fifty canonical forms, as in [5], and see that it does not fall into one of these categories.

Instead of doing this, however, it is just as easy to check the Painlevé property for the partial differential equation (2) directly, using the method introduced by Weiss et al. [10], [11], and improved by Kruskal [6]. First set $v=\exp (\beta u)$, so (2) becomes

$$
\begin{equation*}
v v_{x t}=v_{x} v_{t}+c_{2} v^{4}+c_{1} v^{3}+c_{-1} v+c_{-2} . \tag{8}
\end{equation*}
$$

Suppose $v(x, t)$ is singular along the curve

$$
\psi(x, t)=x+\varphi(t)=0
$$

with $\varphi$ arbitrary. Let us expand $v$ near this curve in a Laurent series

$$
\begin{equation*}
v=\psi^{r} \sum_{n=0}^{\infty} \alpha_{n}(t) \psi^{n} . \tag{9}
\end{equation*}
$$

Without loss of generality, we can suppose $c_{2} \neq 0$. (If $c_{2}=0, c_{-2} \neq 0$ change variables by replacing $v$ by $1 / v$; if $c_{2}=c_{-2}=0$, change $v$ to $v^{2}$ if $c_{1} \neq 0$ and $v^{-2}$ if only $c_{-1} \neq 0$.) Balancing the lowest powers of $\psi$ in both sides of (8), we have one possible solution $r=-1$. Equating the coefficients of $\psi^{-4}$, we get

$$
2 \alpha_{0}^{2} \frac{d \varphi}{d t}=\alpha_{0}^{2} \frac{d \varphi}{d t}+c_{2} \alpha_{0}^{4}
$$

$$
\begin{equation*}
c_{2} \alpha_{0}^{2}=\frac{d \varphi}{d t} \tag{10}
\end{equation*}
$$

Substituting (9) into (8) and identifying the coefficients of $\psi^{n-4}$ gives an equation for all of the $\alpha_{n}$ 's except $\alpha_{2}$ which does not appear when one equates the coefficients of $\psi^{-2}$. Indeed $n=2$ is the "resonance" in the ARS terminology, [3]. More precisely, the coefficient of $\psi^{-3}$ is

$$
2 \alpha_{0} \alpha_{1} \frac{d \varphi}{d t}-\alpha_{0} \frac{d \alpha_{0}}{d t}=-\alpha_{0} \frac{d \alpha_{0}}{d t}+4 c_{2} \alpha_{0}^{3} \alpha_{1}+c_{1} \alpha_{0}^{3}
$$

which by (10) gives the expression

$$
\begin{equation*}
\alpha_{1}=-c_{1} / 2 c_{2} \tag{11}
\end{equation*}
$$

for $\alpha_{1}$. At order $\psi^{-2}$, we find

$$
2 \alpha_{0} \alpha_{2} \frac{d \varphi}{d t}-\alpha_{1} \frac{d \alpha_{0}}{d t}=-2 \alpha_{0} \alpha_{2} \frac{d \varphi}{d t}+6 c_{2} \alpha_{0}^{2} \alpha_{1}^{2}+4 c_{2} \alpha_{0}^{3} \alpha_{2}+3 c_{1} \alpha_{0}^{2} \alpha_{1} .
$$

By (10), (11) all the terms cancel except for $\alpha_{1} d \alpha_{0} / d t$, the value of which is

$$
\alpha_{1} \frac{d \alpha_{0}}{d t}=-\frac{c_{1}}{4 c_{2}^{3 / 2}} \frac{d^{2} \varphi / d t^{2}}{\sqrt{d \varphi / d t}}
$$

If this quantity does not vanish, one cannot find an expansion for $v$ in the form (9). Terms of the form

$$
\psi\left(\alpha_{2}+\tilde{\alpha}_{2} \log \psi\right)
$$

are needed at that order, and at higher and higher orders in $\psi$ one will need higher and higher powers of logarithms of $\psi$. Such an expansion is not of Painlevé type.

In [7] the proof of the ARS conjecture was done by first showing that the solution $v(x, t)$ must be meromorphic when both $x$ and $t$ are allowed to assume complex values. This was then specialized to gain the required Painlevé property of group-invariant solutions. It also immediately gives the modification of the ARS conjecture by Weiss et al. [10], [11] which predicts that an equation will not be integrable if some nonpolar singularity exists on a line $\psi(x, t)=x+\varphi(t)=0$ for $\varphi$ arbitrary. In particular, if $d^{2} \varphi / d t^{2} \neq 0$, then $c_{1}$ must vanish. This leads to an understanding of the result of [7]. For translation-invariant solutions, we have only straight lines $x=\lambda t+k$, so $d^{2} \varphi / d t^{2}=0$ in this case, and a nonvanishing $\alpha_{1}$ does not pose any difficulty. Alternatively, the original ARS conjecture for the scale-invariant solutions would also lead to the same conclusion $c_{1}=0$.

So far we did not find any restrictions on $c_{-1}$ and $c_{-2}$. However, if $c_{-2}$ does not vanish, a similar argument shows that $c_{-1}=0$, namely we look at solutions with the

$$
v=\alpha_{0} \psi+\alpha_{1} \psi^{2}+\cdots,
$$

which, because of the coefficient $v$ multiplying the highest derivative $v_{x t}$ in (9) may be singular when $v=0$. Indeed, if $c_{-1} \neq 0$ one finds that it is a singular logarithmic point, with logarithms first entering at order $\psi^{3}$.

In conclusion the analysis of the singular behavior of solutions shows that the solutions are meromorphic along arbitrary curves if and only if $b_{1} b_{2}=0$ and $b_{-1} b_{-2}=0$. We conclude that the only possible integrable cases are the Liouville, sine-Gordon
(sinh-Gordon) and Mikhailov equations, in perfect agreement with the known integrable character of these equations and the nonintegrable character of the double sineGordon equation, as suggested by numerical studies of its solutions.
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#### Abstract

A dynamical systems approach is developed for studying the spherically symmetric solutions of $\Delta u+f(u)=0$, where $f(u)$ grows like $|u|^{\sigma} u$ as $|u| \rightarrow \infty$. Various scalings are introduced to elucidate the singular behavior near the center and at infinity. The solutions of interest appear as trajectories in a three-dimensional phase space with a different amount of oscillation around a certain invariant axis. Using this oscillation, solutions with a prescribed number of zeros can be found when $\sigma<4 /(n-2)$.
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1. Introduction. Variational arguments have been very successful in finding solutions of semilinear elliptic equations. Strauss [16] proved, by a nonlinear minimax argument, that a certain class of equations on $\mathbb{R}^{n}$ have infinitely many solutions. Berestycki and Lions [2] proved the same type of result allowing more general nonlinearities. A canonical example is given by the equation

$$
\begin{equation*}
\Delta_{x} u+|u|^{\sigma} u+\lambda u=0 \tag{1.1}
\end{equation*}
$$

where $\Delta_{x}=$ Laplacian in $x \in R^{n}(n>1), \lambda<0, \sigma>0$ and one is interested in classical $L^{2}$ solutions. Any of the above-mentioned results applied to this example guarantees the existence of infinitely many spherically symmetric solutions if $\sigma<4 /(n-2)$.

Equation (1.1) is the standing wave equation for many nonlinear evolution equations, for instance the nonlinear Schrödinger, heat and wave equations. In nonlinear optics, this Schrödinger equation arises as a simplification to the Maxwell-Bloch equations. The solutions described in this paper may be relevant to some recent work on the behavior of an optical ring cavity, see McLaughlin, Moloney and Newell [11].

It has long been suspected that these infinitely many solutions are ordered, in some sense, by the number of zeros of the solution in the radial variable. Nehari [13] and Ryder [15] proved results that cover the case $n=3$, but the general case has remained open. The variational proofs mentioned above give only information about the energy values of the solutions and tell us nothing about the shape of their graphs.

In this paper we take a dynamical systems approach so as to realize the number of zeros as a geometrical property in phase space. Using this, we are able to prove for a large class of problems the existence of solutions with a prescribed number of zeros.

Spherically symmetric solutions of the equation

$$
\begin{equation*}
\Delta u+f(u)=0 \tag{1.2}
\end{equation*}
$$

[^70]satisfy the ordinary differential equation
\[

$$
\begin{equation*}
u_{r r}+\frac{n-1}{r} u_{r}+f(u)=0 \tag{1.3}
\end{equation*}
$$

\]

where $r$ is the radial variable. We shall look for solutions of (1.3) that satisfy the boundary conditions

$$
\begin{align*}
& u_{r}(0)=0  \tag{1.4}\\
& \lim _{r \rightarrow+\infty} u(r)=0 . \tag{1.5}
\end{align*}
$$

Condition (1.4) is necessary to have a regular solution of (1.2), while (1.5) is forced (it turns out) by looking for an $L^{2}$ solution.

We make the following assumptions about $f(u)$ :
(1) $f: \mathbb{R} \rightarrow \mathbb{R}$ is $C^{1}$.
(2) $f(u)=k(u)|u|^{\sigma} u+g(u)$, where

$$
\begin{gathered}
k(u)=\left\{\begin{array}{ll}
k_{+} & \text {if } u \geqq 0, \\
k_{-} & \text {if } u<0,
\end{array} \text { and } k_{+}>0, k_{-}>0,\right. \\
g(u)=0\left(|u|^{\gamma}\right), \quad g^{\prime}(u)=0\left(|u|^{\gamma-1}\right) \quad \text { as }|u| \rightarrow+\infty, \quad \text { for some } \gamma<\sigma+1 .
\end{gathered}
$$

(3) $f(0)=0, f^{\prime}(0)<0$ and if $u$ is the smallest positive number for which $\int_{0}^{u} f(s) d s$ $=0$, then $u$ is not a critical point; similarly for the largest negative number for which

$$
\int_{0}^{u} f(s) d s=0
$$

Remarks. (1) The function $f(u)=|u|^{\sigma} u+\lambda u$ with $\lambda<0$ and $\sigma>0$ is easily seen to satisfy these hypotheses.
(2) It is convenient to write $f(u)=k_{ \pm}|u|^{\sigma} u+g(u)$, with the understanding that $k_{ \pm}$ is $k_{+}$if $u \geqq 0$ and $k_{-}$if $u<0$.
(3) Condition (3) seems a little strange and it is rather annoying that we need it. It says that in the phase portrait when $n=1,0$ has two homoclinic orbits, one in the right half plane and the other in the left. This condition can be weakened somewhat as will be remarked in $\S 4$.

This paper is devoted to the proof of the following theorem.
Theorem. If $n>1$ and $\sigma<4 /(n-2)$ then given $m$ there is a solution of (1.3)-(1.5), $u(r)$ on $[0, \infty)$ with exactly $m$ zeros in $[0, \infty)$. If $n=2$ these solutions exist for any $\sigma$.

The relationship between $\sigma$ and the space dimension $n$ is the most subtle aspect of this problem. The Pohozaev [14] identity tells us that we cannot expect solutions to exist if $\sigma>4 /(n-2)$. The variational proofs use the condition $\sigma<4 /(n-2)$ for the compactness of a certain operator. It is interesting to see how the condition enters in the dynamical systems arguments.

Another drawback of the variational argument is that it needs the nonlinear term to be odd. This is not needed in our proof.

In §2 the basic framework in which we work will be given and explained. The basic idea of how the oscillation (number of zeros) is measured using a winding number in the plane is given in $\S 3$. This winding number idea is then used in $\S 4$ to obtain curves for the problem near $+\infty$ that have the necessary oscillation. Using some simple estimates, this is sufficient to obtain the solutions in the case $\sigma<2 /(n-2)$ or $n=2$. This is done in §5. The full result is proved in §6; it needs another transformation and a much deeper understanding of the behavior near $r=0$.
2. Basic framework. Firstly, convert (1.3) to a system

$$
\begin{equation*}
u^{\prime}=v, \quad v^{\prime}=-\frac{n-1}{r} v-f(u), \quad \prime=\frac{d}{d r} . \tag{2.1}
\end{equation*}
$$

As $r \rightarrow+\infty$, (2.1) looks like the system when $n=1$. We need to use this information in a concrete way. To do this, introduce the transformation

$$
\begin{equation*}
\rho=\frac{r}{r+1} . \tag{2.2}
\end{equation*}
$$

Equation (2.1) then becomes

$$
\begin{align*}
& u^{\prime}=v, \\
& v^{\prime}=-\frac{(n-1)(1-\rho)}{\rho} v-f(u), \quad \prime=\frac{d}{d r} .  \tag{2.3}\\
& \rho^{\prime}=(1-\rho)^{2},
\end{align*}
$$

Notice that the independent variable is still $r$, but $r$ as a dependent variable has been changed. The plane $\rho=1$ is now invariant ( $\rho^{\prime}=0$ ) and carries the flow of (2.1) with $n=1$. Equation (2.3) is, however, still singular at $\rho=0$. This can be corrected by a change of independent variable which has the effect of multiplying the equation by $\rho$, call the new independent variable $t$

$$
\begin{align*}
& u^{\prime}=\rho v, \\
& v^{\prime}=-(n-1)(1-\rho) v-\rho f(u), \quad \quad=\frac{d}{d t} .  \tag{2.4}\\
& \rho^{\prime}=\rho(1-\rho)^{2},
\end{align*}
$$

The plane $\rho=1$ is still invariant and carries the flow associated to (2.1) with $n=1$. The phase portrait for the example of $f(u)=|u|^{\sigma} u+\lambda u$ is shown in Fig. 1.


Fig. 1

From the assumption about $f(u), 0$ must be a saddle and have two homoclinic orbits as shown in Fig. 2. However there may be more than one critical point inside each loop and there may be other critical points outside.


Fig. 2
If $\rho=0$, the flow is that of the equation

$$
\begin{equation*}
u^{\prime}=0, \quad v^{\prime}=-(n-1) v, \tag{2.5}
\end{equation*}
$$

for which the $u$-axis is a line of stable critical points. Notice that each vertical line is invariant. The flow is shown in Fig. 3.


Fig. 3
The natural phase space for the problem (2.4) is $\mathbb{R}^{2} \times[0,1]$. The plane $\rho=0$ corresponds to $r=0$ and $\rho=1$ to $r=+\infty$. So the boundary conditions (1.4), (1.5) translate to looking for an orbit $(u(s), v(s), \rho(s))$ that satisfies

$$
\begin{equation*}
\lim _{s \rightarrow-\infty}(u(s), v(s), \rho(s))=(a, 0,0) \tag{2.6}
\end{equation*}
$$

for some $a \neq 0$, and

$$
\begin{equation*}
\lim _{s \rightarrow+\infty}(u(s), v(s), \rho(s))=(0,0,1) . \tag{2.7}
\end{equation*}
$$

In the full phase space such an orbit connects a critical point on the $u$-axis in $\rho=0$ to the point $(0,0)$ in $\rho=1$. The number of zeros is the number of times that the orbit crosses the plane $u=0$. From the direction of the vector field on this plane, it can be seen that this corresponds to the number of oscillations around the invariant line $u=v=0$. Therefore we are looking for solutions of the kind depicted in Fig. 4, where the amount of oscillation is prescribed.


Fig. 4

The first step towards finding an orbit of the kind described above is to analyse the local behavior near the critical points to be connected.

The linearisation of $(2.4)$ at $(0,0,1)$ is

$$
\left(\begin{array}{ccc}
0 & 1 & 0  \tag{2.8}\\
-f^{\prime}(0) & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

whose eigenvalues are $0, \pm\left(-f^{\prime}(0)\right)^{1 / 2}$. The associated eigenvectors are $(0,0,1)$, ( 1 , $\left.\pm\left(-f^{\prime}(0)\right)^{1 / 2}, 0\right)$. These are the eigenvalues and eigenvectors of the one-dimensional system (Fig. 2) and a neutral eigenvalue whose eigenvector points away from the plane $\rho=1$.

We can construct the center-stable manifold $W_{\text {loc }}^{\text {cs }}$ at $(0,0,1)$. It is a small twodimensional surface which contains a piece of the stable manifold of $(0,0)$ in $\rho=1$, see Fig. 5.

It is easy to check that in a sufficiently small neighborhood of $(0,0,1)$, if $x=$ $(u, v, \rho) \in W_{\text {loc }}^{\text {cs }}$ then $x \cdot t$ (the solution of (2.4) starting at $\left.x\right)$ tends to $(0,0,1)$ as $t \rightarrow+\infty$.

Therefore $W_{\text {loc }}^{\text {cs }}$ contains points whose orbits satisfy the correct boundary condition (2.7).


Fig. 5

At a critical point in the $\rho=0$ plane, the linearisation is

$$
\left(\begin{array}{ccc}
0 & 0 & 0  \tag{2.9}\\
0 & 1-n & f(a) \\
0 & 0 & 1
\end{array}\right)
$$

The eigenvalues of this matrix are $0,1-n, 1$. The stable eigenvector is $(0,1,0)$. The eigenvectors associated to 0 and 1 are $(1,0,0)$ and $(0,-f(a) / n, 1)$ respectively. The unstable manifold points into the $\rho>0$ space. This unstable manifold (call it $W_{\mathrm{loc}}^{\mathrm{u}}(a)$ ) corresponds to the unique solution of (1.3) that satisfies $u(0)=a$. This could actually be used as a proof of the uniqueness.


Fig. 6

Near $a$, these unstable manifolds can be collected together in the center-unstable manifold, $W_{\mathrm{loc}}^{\mathrm{cu}}$, see Fig. 6. These manifolds are unique because they are negatively invariant; see Jones [9] for this type of argument. The idea here is that if there were two
surfaces with center-unstable behavior, the complementary stable direction would tear them apart (in backward time).

Now set $W^{0}=\bigcup_{\alpha \in \mathbb{R}} W_{\text {loc }}^{\mathrm{u}}(a) . W^{0}$ is then a surface containing the line $\{(u, v, \rho): v$ $=\rho=0\}$. It contains all the solutions to the original problem which are regular at $r=0$.

The argument will proceed by iterating $W_{\text {loc }}^{\text {cs }}$ of $(0,0,1)$ in backward time and making it intersect $W^{0}$. Part of the problem is that we cannot get an estimate on how far $W^{0}$ extends in the $\rho$ direction that is uniform in $a$.
3. Winding number. In this section we define a winding number for a certain type of curve in $\mathbb{R}^{2}$. It will then be shown how we use this to measure the oscillation of solutions.

Let $C$ be a curve in $\mathbb{R}^{2}$, that is $C$ is given by a function $\phi:\left[s_{0}, s_{1}\right] \rightarrow \mathbb{R}^{2}$.
Definition. $C$ is called an admissible curve if the following are satisfied:
(1) $\phi$ is continuous and $\phi(s) \neq 0$ for all $s \in\left(s_{0}, s_{1}\right]$.
(2) $\phi\left(s_{0}\right)=0$ and a tangent vector to $C$ exists at $s_{0}$.

This last condition says that

$$
\lim _{s \rightarrow s_{0}} \frac{\phi(s)}{s-s_{0}}
$$

exists and is nonzero; we shall always denote it $\psi_{0}$.
The main point about an admissible curve is that we can assign an angle to each point on it, $\theta(x)$ according to the rules:
(1) $\theta\left(\phi\left(s_{0}\right)\right)=\arg \left(\psi_{0}\right)$ (argument of $\left.\psi_{0}\right)$, where $\arg \left(\psi_{0}\right) \in[0,2 \pi)$.
(2) $\theta(\phi(s))$ is continuous in $s \in\left[s_{0}, s_{1}\right]$.

This is possible from the definition of admissibility. If $\phi(s)$ is written as $r(s) e^{i \theta(s)}$, where a suitable branch for $\theta(s)$ is chosen, then

$$
r(s) e^{i \theta(s)} /\left(s-s_{0}\right) \rightarrow \psi_{0}
$$

as $s \rightarrow s_{0}$. If $\psi_{0}=r_{0} e^{i \theta_{0}}$, we have $r(s) /\left(s-s_{0}\right) \rightarrow r_{0}$ and $\theta(s) \rightarrow \theta_{0}$.
Definition. The winding number of an admissible curve $C$ is then defined to be

$$
I(C)=\left[\frac{1}{2}\left(\frac{2 \theta\left(\phi\left(s_{1}\right)\right)}{\pi}+1\right)\right]-\left[\frac{1}{2}\left(\frac{2 \theta\left(\phi\left(s_{0}\right)\right)}{\pi}+1\right)\right]
$$

where $[x]=$ greatest integer less than or equal to $x$.
This rather strange looking definition becomes less mysterious when it is noticed that the function

$$
\frac{1}{2}\left(\frac{2 x}{\pi}+1\right)
$$

maps the points $-\pi / 2, \pi / 2,3 \pi / 2, \cdots$ into the points $0,1,2, \cdots$, respectively. Thus this winding number counts the net number of crossings of the vertical axis in $\mathbb{R}^{2}$. For example, the curves in Fig. 6 have winding numbers 0,3 and -2 .

This winding number does not measure the exact number of crossings of the vertical axis by these curves. It seems then that this number could only be used to obtain a lower bound on the number of zeros and not give the exact number. However, it turns out that the winding of the relevant curves gives the exact number of zeros. The
curve used is not the solution but a curve on $W^{\text {cs }}$. It is the power of this method that the topological winding of this curve determines the exact number of zeros of the solution with initial value at the end point of this curve. See Proposition 3.5 below.

It is convenient to give a covering space interpretation to this winding number as then the action of the flow as a homotopy can be viewed easily. The problem of dealing with curves that go to 0 but have well defined tangent vectors there can be dealt with by blowing up the origin and then using the covering space of this space.

Consider polar co-ordinates on $\mathbb{R}^{2} \backslash\{0\}$. This is a mapping of $\mathbb{R}^{2} \backslash\{0\}$ to $\mathbb{R}^{+} \times S^{1}$, $(s, \theta) \in \mathbb{R}^{+} \times S^{1}$ and $\mathbb{R}^{+}=\{r \in \mathbb{R}: r>0\} . \mathbb{R}^{+} \times S^{1}$ can be completed to $\mathbb{R}^{+} \times S^{1}$ by adding on the set $r=0$. Let $j: \mathbb{R}^{2} \backslash\{0\} \rightarrow \mathbb{R}^{+} \times S^{1}$ be the inclusion given by polar co-ordinates. Set $X=\mathbb{R}^{+} \times S^{1}$.

Let $C$ be an admissible curve in $\mathbb{R}^{2}$. We claim that a curve $\hat{C}$ in $X$ can be naturally associated to $C$ as follows. If $C$ is given by $\phi:\left[s_{0}, s_{1}\right] \rightarrow \mathbb{R}^{2}, \hat{C}$ will be given by $\hat{\phi}:\left[s_{0}, s_{1}\right] \rightarrow X$. For $s \in\left(s_{0}, s_{1}\right]$, define

$$
\hat{\phi}(s)=j(\phi(s)) .
$$

For $s=s_{0}$, set $\hat{\phi}\left(s_{0}\right)=\left(0, \arg \psi_{0}\right)$, where $\psi_{0}$ is the tangent vector to $C$ at $s_{0}$. To check this is continuous; for $s$ near $s_{0}$, write $\phi(s)=r(s) \exp \{i \theta(s)\}$. Then

$$
j(\phi(s))=(r(s), \theta(s)) \rightarrow\left(0, \lim _{s \rightarrow s_{0}} \theta(s)\right)
$$

But

$$
\lim _{s \rightarrow s_{0}} \phi(s) /\left(s-s_{0}\right)=\psi_{0}
$$

and

$$
\phi(s) /\left(s-s_{0}\right)=\left\{r(s) /\left(s-s_{0}\right)\right\} \exp \{i \theta(s)\}
$$

This implies that if $\psi_{0}=\rho \exp \{i \gamma\}$, then

$$
\theta(s) \rightarrow \gamma \quad \text { as } s \rightarrow s_{0} .
$$

The space $X=\mathbb{R}^{+} \times S^{1}$ admits $\tilde{X}=\mathbb{R}^{+} \times \mathbb{R}$ as a covering space. Since we wish to measure crossings of the $v$-axis, it is convenient to use a covering map that sends vertical lines at integer intervals to the lines $\theta=\pi / 2,3 \pi / 2, \cdots$. If $(r, x) \in \tilde{X}$, such a map is:

$$
\begin{equation*}
p(r, x)=\left(r, 2 \pi\left(\frac{2 x-1}{4}-\left[\frac{2 x-1}{4}\right]\right)\right) . \tag{3.1}
\end{equation*}
$$

The line $x=0$ is sent to $\theta=3 \pi / 2$ and $x=1$ to $\theta=\pi / 2$, etc.
From standard covering space theory, see Munkres [12], the curve $\hat{C}$ can be lifted to a curve $\tilde{C}$ in $\tilde{X}$ and this is unique given the choice of starting point. For each $q \in p^{-1}\left(\phi\left(s_{0}\right)\right)$, there is a unique curve $\tilde{C}$ so that $p(\tilde{C})=\hat{C}$.

The winding number of $C, I(C)$, is now determined by the number of crossings of lines $x=0, \pm 1, \pm 2, \cdots$ that $\tilde{C}$ makes. If $\tilde{C}$ is given by $\tilde{\phi}:\left[s_{0}, s_{1}\right] \rightarrow \tilde{X}$ and

$$
\tilde{\phi}(s)=(r(s), x(s)),
$$

then this is

$$
I(C)=\left[\tilde{x}\left(s_{1}\right)\right]-\left[\tilde{x}\left(s_{0}\right)\right] .
$$

It is easy to check that this is independent of the choice of $\tilde{\phi}\left(s_{0}\right)$.

Now consider how maps on $\mathbb{R}^{2}$ lift to this covering space. This will lead to lifting homotopies.

Let $\Phi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be continuous and satisfy:
(1) $\{0\}$ and $\mathbb{R}^{2} \backslash\{0\}$ are preserved;
(2) $\Phi$ is differentiable at $x=0$ and $D \Phi(0)$ is nonsingular.

There is naturally associated to such a $\Phi$ a map $\hat{\Phi}: X \rightarrow X$ so that

$$
\hat{\Phi}(j(x))=j(\Phi(x))
$$

for $x \in \mathbb{R}^{2} \backslash\{0\}$. Recall that $j: \mathbb{R}^{2} \backslash\{0\} \rightarrow \mathbb{R}^{+} \times S^{1}=X^{0}$ is the polar co-ordinates map. It is trivial to define $\Phi^{0}$ on $X^{0}$ to commute with $j$,

$$
\Phi(r, \theta)=(R(r, \theta), \gamma(r, \theta))
$$

where

$$
\Phi\left(r e^{i \theta}\right)=R(r, \theta) \exp \{i \gamma(r, \theta)\}
$$

Since $\Phi$ is differentiable at 0

$$
\lim _{r \rightarrow 0} \frac{1}{r} \Phi\left(r e^{i \theta}\right)=D \Phi(0) e^{i \theta}
$$

Since $D \Phi(0)$ is nonsingular

$$
\lim _{r \rightarrow 0} \frac{R(r, \theta)}{r}
$$

is nonzero and

$$
\begin{equation*}
\lim _{r \rightarrow 0} \gamma(r, 0)=\arg \left\{D \Phi(0) e^{i \theta}\right\} \tag{3.2}
\end{equation*}
$$

It follows that $\Phi^{0}$ can be extended to $X$ by setting

$$
\Phi(0, \theta)=\arg \left\{D \Phi(0) e^{i \theta}\right\}
$$

$\Phi$ is thus continuous in $r$ and $\theta$ separately. Further $R(r, \theta) \rightarrow 0$ uniformly in $\theta$ since $\Phi$ is continuous at 0 and (3.2) is uniform in $\theta$ from the definition of differentiability. It follows that $\Phi$ is continuous on $X$.

Now consider the case of a homotopy $\Phi: \mathbb{R}^{2} \times[a, b] \rightarrow \mathbb{R}^{2}$ under the following assumptions:
(1) $\{0\}$ and $\mathbb{R}^{2} \backslash\{0\}$ are preserved by $\Phi_{t}$ for each $t .\left(\Phi_{t}(x)=\Phi(x, t)\right)$.
(2) $\Phi_{t}$ is differentiable at $x=0$, for $t \in[a, b] . D_{x} \Phi_{t}(0)$ is nonsingular and continuous in $t$.
(3) $\left|\Phi_{t}(x+h)-\Phi_{t}(x)-D_{x} \Phi_{t}(0) h\right| \rightarrow 0$ uniformly in $t \in[a, b]$.

Definition. A homotopy $\Phi: \mathbb{R}^{2} \times[a, b] \rightarrow \mathbb{R}^{2}$ is called admissible if (1)-(3) above are satisfied.

Let $\hat{j}\left(\mathbb{R}^{2} \backslash\{0\}\right) \times[0,1] \rightarrow X \times[0,1]$ be $j \times i d$.
Proposition 3.1. If $\Phi$ is an admissible homotopy, then there exists a homotopy $\hat{\Phi}: X \times[0,1] \rightarrow X$ such that

$$
\begin{equation*}
\hat{\Phi} \circ \hat{j}=j \circ \Phi \tag{3.3}
\end{equation*}
$$

on $\left(\mathbb{R}^{2} \backslash\{0\}\right) \times[0,1]$.

Proof. The above considerations about a map on $\mathbb{R}^{2}$ guarantee that $\Phi_{t}$ is defined for each $t$ and (3.3) is satisfied. It remains to show that $\hat{\Phi}$ is continuous. From the above reasoning $\hat{\Phi}_{t}$ is continuous in $(r, \theta)$. Since $D_{x} \Phi_{t}(0)$ is continuous in $t, \hat{\Phi}_{t}$ is continuous in $t$ for fixed ( $r, \boldsymbol{\theta}$ ). Joint continuity then follows from (3).

The space $X=\mathbb{R}^{+} \times S^{1}$ is covered by $\tilde{X}=\mathbb{R}^{+} \times \mathbb{R}$ as mentioned earlier. From standard covering space theory, $\hat{\Phi}$ lifts to a homotopy $\tilde{\Phi}$ on $\tilde{X}$. So

$$
\tilde{\Phi}: \tilde{X} \times[0,1] \rightarrow \tilde{X}
$$

Let $C$ be an admissible curve and $\Phi$ an admissible homotopy. It is obvious that $\Phi_{t}(C)$ is also an admissible curve, for any $t \in[a, b]$. Since $C$ is not a closed curve, $I\left(\Phi_{t}(C)\right)$ can change with $t$. This is measured in $\tilde{X}$ by $\tilde{\Phi}_{t}(\tilde{C})$.

Let $A \subset \tilde{X}$ be given by

$$
A=\{(r, x): x \in \mathbb{Z}\}
$$

The proof of the following proposition is immediate from the winding number.
Proposition 3.2. If $\tilde{\Phi}_{t}\left(\tilde{\phi}\left(s_{0}\right)\right) \in A$ and $\tilde{\Phi}_{t}\left(\tilde{\phi}\left(s_{1}\right)\right) \in A$ for all $t \in[a, \tau]$ then

$$
I\left(\Phi_{t}(C)\right)=I\left(\Phi_{0}(C)\right)
$$

The next task is to relate this number and homotopy to the flow of (2.4).
Let $w=(u, v, \rho) \in \mathbb{R}^{2} \times[0,1]$, in the notation of (2.4). Rewrite (2.4) as

$$
\begin{equation*}
w^{\prime}=F(w), \quad \prime=\frac{d}{d t} . \tag{3.4}
\end{equation*}
$$

From the assumption that $f(u)$ is $C^{1}, F(w)$ is easily seen to be $C^{1}$ on $\mathbb{R}^{2} \times(0,1)$. Let $\psi(x, t)$ be the flow operator for (3.4). Now restrict $x$ to lie in the set $\{\rho=\gamma\} \simeq \mathbb{R}^{2}$ for some $\gamma \in(0,1)$.

We claim that $\psi(x, t)$ is defined for all $t \in \mathbb{R}$. For $t>0$, this follows from the fact that energy is decreasing for (2.1). Set

$$
\begin{equation*}
H(u, v)=\frac{v^{2}}{2}+\int_{0}^{u} f(s) d s \tag{3.5}
\end{equation*}
$$

then along orbits of (2.1)

$$
\frac{d H}{d r}=-\frac{(n-1)}{r} v^{2} .
$$

Consequently in forward $r$, the solution to (2.1) with $\left(u\left(r_{0}\right), v\left(r_{0}\right)\right)=\left(u_{0}, v_{0}\right)$, is constrained to lie inside $H(u, v)=H\left(u_{0}, v_{0}\right)$ and so exist for all $r \geqq 0$. This property then transfers easily to (2.3) and (2.4). That solutions to (3.4) exist for $t<0$ follows from Corollary 5.1 to be proved in $\S 5$. This gives an a priori estimate to solutions of (2.1) with $r \leqq r_{0}$.

Consider $\Psi$ as a map on $\{\rho=\gamma\} \times[a, b]$ some $a, b \in \mathbb{R}$. From the above it is defined and continuous with values in $\mathbb{R}^{2} \times[0,1]$. Let $\pi: \mathbb{R}^{2} \times[0,1] \rightarrow \mathbb{R}^{2}$ be the natural projection and set $\Phi=\pi \circ \Psi$. Now consider $\Phi$ as a homotopy on $\mathbb{R}^{2}$,

$$
\begin{equation*}
\Phi: \mathbb{R}^{2} \times[0,1] \rightarrow \mathbb{R}^{2} \tag{3.6}
\end{equation*}
$$

with the understanding that the domain $\mathbb{R}^{2}$ depends on $\gamma$.
We must check that $\Phi$ is an admissible homotopy. Condition (1) is satisfied because $u=v=0$ is a solution of the equation. Since $\Phi$ is a restriction of the solution operator of (3.4), (2) follows because $F$ is $C^{1}$. (3) is the only condition that is not
immediate. But the fact that the difference quotient of the solution operator approaches the derivative uniformly on compact intervals of $t$ is part of the proof that it converges. In particular it follows from the proof of Theorem 3.1 in Hartman [8, p. 98]. (3) would follow easily from assuming that $f$ is $C^{2}$ but in our main example

$$
f(u)=|u|^{\sigma} u+\lambda u,
$$

$f$ may only be $C^{1}$ at $u=0$, if $0<\sigma<1$. We have proved the following proposition.
Proposition 3.3. $\Phi$ is an admissible homotopy.
Recall $W_{\text {loc }}^{\text {cs }}$ from $\S 2$; this is the local center-stable manifold of $(0,0,1)$ for (2.4). It consists of orbits that satisfy the desired boundary condition at $+\infty$. Let

$$
W^{\mathrm{cs}}=\bigcup_{t \leqq 0} W_{\mathrm{loc}}^{\mathrm{cs}} \cdot t=\bigcup_{t \leqq 0} \Psi\left(W_{\mathrm{loc}}^{\mathrm{cs}}, t\right)
$$

$W^{\text {cs }}$ is the global center-stable manifold. The main curves whose winding number will be measured are ones that lie in $W^{\text {cs }} \cap\{\rho=\gamma\}$.

Let $x \in W^{\text {cs }} \cap\{\rho=\gamma\}$ and $C_{x}$ be a compact curve in $W^{\text {cs }} \cap\{\rho=\gamma\}$ joining $x$ to $(0,0)$. In other words, if $C_{x}$ is given by $\phi:\left[s_{0}, s_{1}\right] \rightarrow\{\rho=\gamma\}, \phi\left(s_{0}\right)=0$ and $\phi\left(s_{1}\right)=x$. We claim that such a curve $C_{x}$ is admissible.

Because the manifold $W_{\text {loc }}^{\text {cs }}$ for (2.4) is unique, it contains a piece of the curve $u=v=0$ for $\rho$ near 1 . This line separates $W_{\text {loc }}^{\text {cs }}$ into two pieces

$$
W_{\mathrm{loc}}^{\mathrm{cs}}=W^{R} \cup W^{L}
$$

where $W^{R} \subset\{u>0\}$ and $W^{L} \subset\{u<0\}$. The point $x \in W_{\text {loc }}^{\text {cs }} \cdot t$ some $t$, and therefore it lies in $W^{R} \cdot t$ or $W^{L} \cdot t$. Assume without loss of generality that $x \in W^{R} \cdot t$ and that $C_{x} \backslash\left\{\phi\left(s_{0}\right)\right\} \subset W^{R} \cdot t$.

Now $\phi$ is clearly continuous and $\phi(s) \neq 0$ for $s \neq s_{0}$. We only have to show that a tangent vector exists at $s_{0} . C_{x} \cdot t \subset W^{R}$ and $\phi\left(s_{0}\right) \cdot t \in\{(0,0)\} \times[0,1]$. Since $\rho^{\prime}$ is independent of $u$ and $v$ in (2.4) $\left(C_{x} \backslash\left\{\phi\left(s_{0}\right)\right\}\right) \cdot t \subset W^{R} \cap\{\rho=\bar{\gamma}\}$ some $\bar{\gamma}$. Since $W_{\text {loc }}^{\text {cs }}$ is smooth and transverse to $\{\rho=\bar{\gamma}\}, W^{R} \cap\{\rho=\bar{\gamma}\}$ is a one-dimensional curve in $\{\rho=\bar{\gamma}\}$ and has a tangent vector at $(0,0)$. It therefore follows that $C_{x} \cdot t$ does also. It is now easy to see that $C_{x}$ has a tangent vector at $s_{0}$ and we have proved the following proposition.

Proposition 3.4. If $C_{x}$ is a continuous, compact curve in $W^{\text {cs }} \cap\{\pi=\gamma\}$ given by $\phi:\left[s_{0}, s_{1}\right] \rightarrow\{\rho=\gamma\}$ with $\phi\left(s_{0}\right)=0$ and $\phi\left(s_{1}\right)=x \neq 0$, then $C_{x}$ is admissible.

If $x \in W^{\text {cs }}$, the solution to (2.4), $x(t)$ with $x(0)=x$ satisfies $x(t) \rightarrow(0,0,1)$ as $t \rightarrow+\infty$. The reason our approach works is the following proposition.

Proposition 3.5. If $C_{x}$ is a curve as described in Proposition 3.4, then

$$
I\left(C_{x}\right)=\text { number of zeros of } u(t) \text { in the solution } x(t), t \in[0, \infty)
$$

Remark. This proposition is not obvious because $C_{x}$ is not the solution curve, it is a curve in $W^{\mathrm{cs}}$.

Proof. $C_{x} \subset W^{\text {cs }} \cap\{\rho=\gamma\}$, we can apply the homotopy $\Phi$ derived from the flow. If $\tau$ is a large positive number, then

$$
\begin{equation*}
I\left(\Phi_{\tau}\left(C_{x}\right)\right)=0 \tag{3.7}
\end{equation*}
$$

since $\Phi_{\tau}\left(C_{x}\right) \subset W^{R}\left(\right.$ or $\left.W^{L}\right)$. From Proposition 3.2 there exists $t \in[0, \tau]$ with $\tilde{\Phi}_{t}\left(\tilde{\phi}\left(s_{0}\right)\right)$ or $\tilde{\Phi}_{t}\left(\tilde{\phi}\left(s_{1}\right)\right)$ in the set $A$.

The tangent vector to $W^{R} \cap\{\rho=\bar{\gamma}\} \cdot t$, for all $t<0$, lies in the set $\{u>0\}$. This can be seen by checking the vector field on $u=0$ and $H(u, v)=0$ for (2.3), see Fig. 7. Notice that it points for large $\bar{\gamma}$ and $t=0$ into the region between the bulb $H(u, v)=0$ and $\{u=0, v<0\}$.
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It follows that $\hat{\Phi}_{t}\left(\hat{\phi}\left(s_{0}\right)\right)$ never crosses $\theta=\pi / 2$ or $\theta=3 \pi / 2$. Consequently $\tilde{\Phi}_{t}\left(\tilde{\phi}\left(s_{0}\right)\right) \in A$ for all $t \in[0, \tau]$.

Therefore $\tilde{\Phi}_{t}\left(\tilde{\phi}\left(s_{1}\right)\right) \in A$ for some $t \in[0, \tau]$. In fact it must cross $A$ at least $I\left(C_{x}\right)$ times for $t \in[0, \tau]$, from (3.7).

Now $\tilde{\Phi}_{t}\left(\tilde{\phi}\left(s_{1}\right)\right) \in \tilde{X} \times[0,1]$ and $p\left(\tilde{\Phi}_{t}\left(\tilde{\phi}\left(s_{1}\right)\right)\right)=\Phi_{t}\left(\phi\left(s_{1}\right)\right)=\Phi_{t}(x)=\pi\left(\psi_{t}(x)\right)$. But $\psi_{t}(x)=w(t)$ is the solution of (2.4) satisfying $w(0)=x$. If $\tilde{\Phi}_{t}\left(\tilde{\phi}\left(s_{1}\right)\right) \in A$ then $\Phi_{t}(x) \in\{u$ $=0\}$, which means that if $w(t)=(u(t), v(t), \rho(t)) u$ has a zero at that value of $t$. The direction of the vector field of (2.4) on the $v$-axis is determined by $u^{\prime}=\rho v$. Since we can assume $\rho>0$, it is as given in Fig. 8 .


Fig. 8

A solution can only cross $v=0$ with angle decreasing in forward time. In the covering space, $\tilde{\Phi}_{t}\left(\tilde{\phi}\left(s_{1}\right)\right)$ can only cross a line $A$ with decreasing horizontal co-ordinate. It then follows that it must cross exactly $I\left(C_{x}\right)$ times. Therefore $u(t), t \in[0, \infty)$, has $I\left(C_{x}\right)$ zeros.

As a consequence of the proof above we can see that $I\left(\Phi_{t}\left(C_{x}\right)\right)$ can only increase as $t$ decreases with $t<0$.

Proposition 3.6. If $C_{x}$ is a curve as described in Proposition 3.4, $I\left(\Phi_{t}\left(C_{x}\right)\right)$ is a decreasing function of $t$, for all $t \in \mathbb{R}$.
4. Behavior near $+\infty$. The proof of the theorem will proceed by iterating $W_{\text {loc }}^{\text {cs }}$ of $(0,0,1)$, in backward time and ensuring that it eventually intersects $W^{0}$. The zeros of the solution will be obtained by constructing curves in $W^{\text {cs }}$ with a certain amount of winding. It was proved in $\S 3$ that the winding of such a curve determines exactly the number of zeros of the solution starting at the end point. In this section we shall prove the existence of curves in $W^{\text {cs }}$ with arbitrarily large winding number.

Recall the basic equation (2.4):

$$
\begin{aligned}
& u^{\prime}=\rho v, \\
& v^{\prime}=-(n-1)(1-\rho) v-\rho f(u), \\
& \rho^{\prime}=\rho(1-\rho)^{2}
\end{aligned}
$$

Let $W \subset \mathbb{R}^{2} \times[0,1]$ be given by

$$
W=\{(u, v, \rho): 1-\gamma \leqq \rho \leqq 1\},
$$

$\gamma>0$ is fixed.
We claim that $W$ is a Wazewski set in backward time, see Conley [5] for definition. Let

$$
\begin{aligned}
& W^{0}=\{x \in W: x \cdot t \in W \text { some } t<0\} \\
& W^{+}=\{x \in W: x \cdot(t, 0] \notin W \text { for all } t<0\} .
\end{aligned}
$$

For $W$ to be a Wazewski set, it suffices that $W$ and $W^{+}$be closed in $\mathbb{R}^{2} \times[0,1]$. Since $W^{+}=\{(u, v, \rho): \rho=1-\gamma\}$, this is obvious. The point about a Wazewski set is that one can define a continuous map $R: W^{0} \rightarrow W^{+}$as follows. For $x \in W^{0}$, let

$$
\tau(x)=\sup \{t<0: x \cdot t \notin W\}
$$

and set $R(x)=x \cdot \tau(x)$. Wazewski's principle says that $R(x)$ is a retract of $W^{0}$ to $W^{+}$. It maps a point $x \in W^{0}$ to the place where it first leaves $W$.

Now choose $\gamma$ so that $W^{\text {cs }} \cap\{\rho=1-\gamma\}$ is nonempty. In fact $W^{\text {cs }} \cap\{\rho=1-\gamma\}$ will be a curve containing ( 0,0 ). Let $\Gamma$ be a continuous curve in $W^{\text {cs }}$ satisfying the conditions:
(1) $(0,0,1-\gamma) \in \Gamma$.
(2) $\Gamma \backslash\{(0,0,1-\gamma)\} \subset\{u>0\}$.
(3) There exists exactly one point $\bar{y}$ in $\Gamma \cap\{\rho=1\}$, see Fig. 9.

The set $\Gamma^{0}=\Gamma \backslash\{\bar{y}\} \subset W^{0}$ and so we can restrict $R$ to $\Gamma^{0}$ as a continuous map; it is then obvious that $R\left(\Gamma^{0}\right) \subset W^{\text {cs }}$. The following lemma is what we need about the behavior near $\rho=1(r=+\infty)$ for the existence theorem.

Lemma 4.1. There exists $x \in R\left(\Gamma^{0}\right) \subset W^{\text {cs }}$ such that $C_{x} \subset R\left(\Gamma^{0}\right)$ and $I\left(C_{x}\right)$ is arbitrarily large.
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The lemma says that $R\left(\Gamma^{0}\right)$ contains curves as shown in Fig. 10.
The idea is that because of energy dissipation, the solutions will move outside the "bow-tie" of $\{\rho=1\}$ but the oscillation in $\{\rho=1\}$ will cause them to rotate around $(0,0)$. There is, however, a nontrivial estimate to be made. Since the solutions are moving away from $\{\rho=1\}$, it is a little delicate to check that the oscillation can still be forced on them.

Recall from $\S 2$ that $(0,0,1)$ has one negative, one positive and one zero eigenvalue. Let $E^{\mathrm{s}}, E^{\mathrm{u}}$ and $E^{\mathrm{c}}$ be the associated eigenspaces, with ( $y, z, \tau$ ) as the co-ordinates given by the decomposition $E^{s} \oplus E^{\mathrm{u}} \oplus E^{\mathrm{c}}$. We can assume that $\tau=1-\rho$. There is a local center-unstable manifold $W_{\text {loc }}^{\text {cu }}$ given by

$$
y=g_{1}(z, \tau)
$$

in a neighborhood of $(0,0,0) . W_{\text {loc }}^{\text {cs }}$ is given by $z=g_{2}(y, \tau)$. Now change co-ordinates on $\mathbb{R}^{2} \times[0,1]$ so that near $(0,0,1), W_{\text {loc }}^{\text {cu }}$ and $W_{\text {loc }}^{\text {cs }}$ become orthogonal planes. Near $(0,0,1)$
these could be:

$$
\begin{aligned}
& \zeta=y-g_{1}(z, 1-\rho), \\
& \eta=z-g_{2}(y, 1-\rho), \\
& \tau=1-\rho .
\end{aligned}
$$

Near the origin the equations now take the form

$$
\begin{align*}
& \zeta^{\prime}=\alpha \zeta+f_{1}(\zeta, \eta, \tau), \\
& \eta^{\prime}=\beta \eta+f_{2}(\zeta, \eta, \tau),  \tag{4.1}\\
& \tau^{\prime}=-(1-\tau) \tau^{2}
\end{align*}
$$

where $\alpha<0, \beta>0$ and $f_{i}(\zeta, \eta, \tau)=O(|\zeta|+|\eta|+|\tau|), i=1$ or 2 . The relevant parts of the new phase portrait are depicted in Fig. 11.


Fig. 11

Set $V=V(\varepsilon, \delta)=[-\varepsilon, \varepsilon] \times[-\varepsilon, \varepsilon] \times[0, \delta]$ in $(\zeta, \eta, \tau)$ space. If $\varepsilon$ is small enough, $V$ is a backwards Wazewski set. We shall need some notation

$$
\begin{array}{ll}
z_{1}^{+}=W_{\mathrm{loc}}^{\mathrm{u}} \cap\{\eta=\varepsilon\}, & z_{2}^{+}=W_{\mathrm{loc}}^{\mathrm{u}} \cap\{\eta=-\varepsilon\}, \\
z_{1}^{-}=W_{\mathrm{loc}}^{\mathrm{s}} \cap\{\zeta=\varepsilon\}, & z_{2}^{-}=W_{\mathrm{loc}}^{\mathrm{s}} \cap\{\zeta=-\varepsilon\} .
\end{array}
$$

It is clear that these sets are just single points. Recall that $W_{\text {loc }}^{\mathrm{s}}=W_{\text {loc }}^{\text {cs }} \cap\{\tau=0\}$. Let $D_{1}^{+}$be a neighborhood of $z_{1}^{+}$in $\{\eta=\varepsilon\}$ and $D_{1}^{-}$a neighborhood of $z_{1}^{-}$in $\{\zeta=\varepsilon\}$. Define $D_{2}^{+}$and $D_{2}^{-}$similarly, see Fig. 12.

Let $P: V^{0} \rightarrow V^{+}$be the Wazewski map for $V$, where $V^{0}$ and $V^{+}$have the analogous meaning to $W^{0}$ and $W^{+}$. $P$ is defined on $D_{1}^{+} \backslash\left\{z_{1}^{+}\right\}$and $D_{2}^{+} \backslash\left\{z_{2}^{+}\right\}$. We can also define a map $Q: D_{1}^{-} \rightarrow\{\eta=\varepsilon\}$ as follows. Let $T\left(z_{1}^{-}\right)$be determined by $z_{1}^{-} \cdot T\left(z_{1}^{-}\right)=z_{1}^{+}$. If $\pi(\zeta, \eta, \tau)=\eta$ and $\Phi$ is still the flow,

$$
\pi(\Phi(z, t))=\varepsilon
$$



FIG. 12
can be solved, $t$ as a function of $z$, near $\left(z_{1}^{-}, T\left(z_{1}^{-}\right)\right)$. This follows from the implicit function theorem, knowing that the vector field is transverse to $\eta=\varepsilon$. Let the solution be denoted $T=T(z)$. Now restrict $D_{1}$ to lie inside the domain of $T(z)$ and set

$$
Q_{1}(z)=z \cdot T(z) .
$$

Similarly define $Q_{2}$ on $D_{2}^{-}$.
We shall need an estimate on what $Q_{1}, Q_{2}$ do outside the box and one on what $P$ does inside. Let $K_{a}^{1}=\{(\zeta, \eta, \tau): \eta=\varepsilon$ and $\zeta \leqq-a \tau\}, K_{a}^{2}=\{(\zeta, \eta, \tau): \eta=\varepsilon$ and $\zeta \geqq a \tau\}$, see Fig. 12.

Lemma 4.2. If $D_{1}^{-}$is small enough,

$$
Q_{1}\left(D_{1}^{-} \cap\{\eta \leqq 0\}\right) \subset K_{a}^{1} .
$$

Lemma 4.3. If $D_{2}^{-}$is small enough,

$$
Q_{2}\left(D_{2}^{-} \cap\{\eta \geqq 0\}\right) \subset K_{a}^{2}
$$

Lemma 4.4. If $D_{1}^{+}$is small enough, then any set $A \subset K_{a}^{1} \cap D_{1}^{+}$with $z_{1}^{+} \notin A$ satisfies

$$
P(A) \subset\{\zeta=-\varepsilon\} \cap\{\eta \geqq 0\} \cap D_{2}^{-}
$$

where $D_{2}^{-}$is some prescribed neighborhood of $z_{2}^{-}$.
Lemma 4.5. If $D_{2}^{+}$is small enough, then any set $A \subset K_{a}^{2} \cap D_{2}^{+}$with $z_{2}^{+} \notin A$ satisfies

$$
P(A) \subset\{\zeta=\varepsilon\} \cap\{\eta \leqq 0\} \cap D_{1}^{-}
$$

where $D_{1}^{-}$is a prescribed neighborhood of $z_{1}^{-}$.
We shall only prove Lemmas 4.2 and $4.4 ; 4.3$ and 4.5 only involve changing notation. We shall do 4.4 first.

Proof of Lemma 4.4. The set $\{\eta=\varepsilon\} \backslash\left\{z_{1}^{+}\right\} \subset V^{0}$, therefore $P$ is defined on $A$. Since $\eta=0$ and $\zeta=0$ are invariant relative to $V$, it is clear that $P(A) \subset\{\eta \geqq 0\} \cap\{\zeta \leqq 0\}$. The lemma will follow from proving the following two facts; $a$ is fixed and positive:
(1) If $D_{1}^{+}$is small enough, $P\left(K_{a}^{1} \cap D_{1}^{+}\right)$lies in a prescribed neighborhood of $\{\tau=0\}$.
(2) If $z_{k} \rightarrow z_{1}^{+}$and $\left\{z_{k}\right\} \subset K_{a}^{1}$ then $P\left(z_{k}\right) \rightarrow z_{1}^{+}$.

Note that (2) does not trivially follow from the continuity of $P$ because $P$ is not defined at $z_{1}^{+}$. We firstly prove (1). This is the key estimate, for it says that the influence of the flow in $\{\tau=0\}$ is stronger than that of $\tau^{\prime}$.

Let $z=\left(\zeta_{0}, \eta_{0}, \tau_{0}\right) \in K_{a}$, some $a>0$. Define

$$
\begin{aligned}
& T_{\tau}(z)=\inf \{|t|: t<0 \text { and } z \cdot t \in\{\tau=\delta\}\} \\
& T_{\zeta}(z)=\inf \{|t|: t<0 \text { and } z \cdot t \in\{\zeta=-\varepsilon\}\} .
\end{aligned}
$$

(1) follows from showing that

$$
\begin{equation*}
T_{\zeta}(z) / T_{\tau}(z) \rightarrow 0 \quad \text { as } z \rightarrow z_{1}^{+} \tag{4.2}
\end{equation*}
$$

for then the orbit $z \cdot t$ will reach $\zeta=-\varepsilon$ before it reaches $\tau=\delta$, and this will be true for any $\delta$, making $\left|z-z_{1}^{+}\right|$small enough.

From (4.1)

$$
\begin{equation*}
\zeta^{\prime}=\alpha \zeta+f_{1}(\zeta, \eta, \tau) \tag{4.3}
\end{equation*}
$$

with $\alpha<0$. On any orbit of interest $\zeta \leqq 0$. Since $\zeta=0$ is invariant,

$$
f_{1}(\zeta, \eta, \tau)=\zeta g(\zeta, \eta, \tau)
$$

where $g(\zeta, \eta, \tau)$ can be made as small as desired by making $V$ small. Therefore

$$
\frac{d \zeta}{d t} \geqq \frac{\alpha}{2} \zeta
$$

Integrating, we have

$$
\int_{-\varepsilon}^{\zeta_{0}} \frac{d \zeta}{\alpha \zeta} \geqq \int_{-T_{\xi}}^{0} \frac{1}{2} d t
$$

so,

$$
\frac{2}{\alpha} \ln \frac{\zeta_{0}}{-\varepsilon} \geqq T_{\zeta}
$$

This is the estimate on $T_{\zeta}$. For $\tau$ we have from (4.1) in $V, \tau^{\prime} \geqq-\tau^{2}$ and so

$$
\int_{\delta}^{\tau_{0}} \frac{d \tau}{\tau^{2}} \geqq-\int_{T_{\tau}}^{0} d t
$$

which gives

$$
-\frac{1}{\tau_{0}}+\frac{1}{\delta} \geqq-T_{\tau}
$$

or,

$$
T_{\tau} \geqq \frac{1}{\tau_{0}}-\frac{1}{\delta} \geqq \frac{1}{2 \tau_{0}}
$$

if $\tau_{0}$ is chosen so that $\delta>2 \tau_{0}$, for instance. But then

$$
T_{\zeta} / T_{\tau} \leqq \frac{4 \tau_{0}}{\alpha} \ln \left|\frac{\zeta_{0}}{\varepsilon}\right|
$$

Since $z \in K_{a},\left|\zeta_{0}\right| \geqq a \tau_{0}$, and so

$$
T_{\zeta} / T_{\tau} \leqq \frac{4 a \zeta_{0}}{\alpha} \ln \left|\frac{\zeta_{0}}{\varepsilon}\right|
$$

as $z \rightarrow z_{1}^{+}, \zeta_{0} \rightarrow 0$ and the right-hand side (which is positive) tends to 0 . This proves (1).
It then follows that $P\left(z_{k}\right) \rightarrow\{\tau=0\}$ in the sense that all limit points lie in $\{\tau=0\}$. For (2) it suffices to show that any such limit point is $z_{1}^{+}$. Suppose $P\left(z_{k}\right) \rightarrow \tilde{z}$ where $\tilde{z} \neq z_{2}^{-}$; then $\tilde{z}$ has coordinates $(-\varepsilon, \tilde{\eta}, 0)$ for some $\tilde{\eta} \neq 0$. But such a point lies in the range of $P$, so $P(\hat{z})=\tilde{z}$, for some $\hat{z} \in\{\eta=\varepsilon\} \cap\{\tau=0\} \cap\{-\varepsilon \leqq \zeta<0\}$. By continuity of the flow we would then have $z_{k} \rightarrow \hat{z}$, but $\hat{z} \neq z_{1}^{+}$which is a contradiction.

Proof of Lemma 4.2. Recall that $Q_{1}: D_{1}^{-} \rightarrow\{\eta=\varepsilon\}$ and $Q_{1}\left(z_{1}^{-}\right)=z_{1}^{+}$. We shall compute $\partial Q_{1} / \partial w$ in two different directions $w$. Let $g(z)$ be the vector field of (4.1) at $z=(\zeta, \eta, \rho)$. We claim the lemma follows from proving the following:
(1) $\partial Q_{1} / \partial w \times g\left(z_{1}^{+}\right)=\left(a_{1}, a_{2}, a_{3}\right)$ has $a_{1}>0$ and $a_{3}>0$ if $w=(0,0,1)$.
(2) $\partial Q_{1} / \partial w \times g\left(z_{1}^{+}\right)=\left(b_{1}, b_{2}, b_{3}\right)$ has $b_{3}>0$ if $w=(0,-1,0)$.

To see that these prove the lemma, consider the images of the curves $\eta=0, \zeta=-\varepsilon$ and $\tau=0, \zeta=-\varepsilon$ inside the neighborhood $D_{1}^{-} . Q_{1}$ maps these to curves in $\{\eta=\varepsilon\}$ emanating from $z_{1}^{+}$. Further the region $\{\eta \leqq 0\} \cap D_{1}^{-}$is mapped under $Q_{1}$ to a region bounded by these two curves, since $Q$ is one-to-one. If $D_{1}^{-}$is small enough, it easily follows from the information about the tangent vectors in (1) and (2) that this region lies in $K_{a}^{1}$ some $a>0$, see Fig. 13 of $\eta=\varepsilon$. The shaded area is $Q_{1}\left(\{\eta \leqq 0\} \cap D_{1}^{-}\right)$. To see this, one has to calculate the cross product with the vector field at this point, but notice the vector field is only nonzero in the second component at $z_{1}^{+}$.
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To prove (1) and (2), calculate:

$$
\frac{\partial Q_{1}}{\partial w}=D_{z} \Phi(z, \tau(z)) w+\frac{\partial \Phi}{\partial t}(z, \tau(z))(\nabla \tau(z) \cdot w) ;
$$

recall that $\Phi$ is the flow. Now

$$
\begin{equation*}
\frac{\partial Q_{1}}{\partial t} \times g\left(z_{1}^{+}\right)=D_{z} \Phi(z, \tau(z)) w \times g\left(z_{1}^{+}\right) \tag{4.4}
\end{equation*}
$$

since $(\partial \Phi / \partial t)\left(z_{1}^{-}, \tau\left(z_{1}^{-}\right)\right)=g\left(z_{1}^{+}\right)$. So it suffices to compute the right-hand side of (4.4) which is the same as

$$
\begin{equation*}
D_{z} \Phi(z, t) w \times\left.\frac{\partial \Phi}{\partial t}(z, t)\right|_{\left(z_{1}^{-}, \tau\left(z_{1}^{-}\right)\right)} . \tag{4.5}
\end{equation*}
$$

We can now see why information about the tangent vectors is obtained through the cross product with $g\left(z_{1}^{+}\right)$as in (1) and (2). The problem is that $Q_{1}$ is not exactly the flow, but it differs from the flow by something in the direction of the flow and this drops out when crossed with the vector field. (4.5) can be computed using the equation of variations.

Both $D_{z} \Phi(z, t) w$ and $(\partial \Phi / \partial t)(z, t)$ satisfy the equation of variation of (4.1). It is most convenient to work with this back in ( $u, v, \rho$ ) variables. It is:

$$
\left(\begin{array}{l}
\delta u  \tag{4.6}\\
\delta v \\
\delta \rho
\end{array}\right)^{\prime}=\left(\begin{array}{ccc}
0 & \rho & v \\
-\rho f^{\prime}(u) & -(n-1)(1-\rho) & (n-1) v-f(u) \\
0 & 0 & (1-\rho)^{2}-2 \rho(1-\rho)
\end{array}\right)\left(\begin{array}{l}
\delta u \\
\delta v \\
\delta \rho
\end{array}\right) .
$$

Since the orbit through $z_{1}^{+}$has $\rho=1$, we can simplify (4.6) to:

$$
\begin{align*}
& \delta u^{\prime}=\delta v+v \delta \rho, \\
& \delta v^{\prime}=-f^{\prime}(u) \delta u+\{(n-1) v-f(u)\} \delta \rho,  \tag{4.7}\\
& \delta \rho^{\prime}=0 .
\end{align*}
$$

In these co-ordinates, we can write

$$
\begin{aligned}
D_{z} \Phi(z, t) & =\left(\delta u_{2}(t), \delta v_{2}(t), c\right), \\
\frac{\partial \Phi}{\partial t}(z, t) & =\left(\delta u_{1}(t), \delta v_{1}(t), 0\right)
\end{aligned}
$$

where $c=-1$ for (1) and $c=0$ for (2). Note that $c$ is independent of $t$ because of $\delta \rho^{\prime}=0$ in (4.7). Now compute

$$
\begin{equation*}
D_{z} \Phi(z, t) \times \frac{\partial \Phi}{\partial t}(z, t)=\left(-\left(c \delta v_{1}\right),\left(c \delta u_{1}\right),\left(\delta u_{2} \delta v_{1}-\delta v_{2} \delta u_{1}\right)\right) . \tag{4.8}
\end{equation*}
$$

With $c=-1$, projecting into $\{\tau=0\}$, (4.8) has co-ordinates ( $\delta v_{1},-\delta u_{1}$ ). In the $\tau=0$ plane this is orthogonal to the vector field at $z_{1}^{+}$, in a counterclockwise direction. Since the transformation to ( $\zeta, \eta$ ) co-ordinates is orientation preserving, ( $a_{1}, a_{2}$ ) lies in a counterclockwise direction from $g\left(z_{1}^{+}\right)$and so $a_{1}>0$.

We need to show that for each of the values of $w:(0,0,1)$ and $(0,-1,0)$, the third component is negative, since $\tau$ reverses the orientation of $\rho$. Let $\omega=\delta u_{2} \delta v_{1}-\delta v_{2} \delta u_{1}$ and compute, using (4.7),

$$
\omega^{\prime}=-c v^{2}(n-1) .
$$

In case (1), $c=-1$ and $\omega^{\prime}>0$. For (2) $\omega^{\prime}=0$. It remains to compute the values at $t=0$. This can be done back in $(\zeta, \eta, \tau)$ co-ordinates. Since the change of co-ordinates preserves orientation in $\tau=0$, the sign of $\omega$ is the same in each co-ordinate system.

For (1), $\omega$ is the third component of $(0,0,1) \times g\left(z_{1}^{-}\right)$, which is zero. For (2), we have $(0,-1,0) \times g\left(z_{1}^{-}\right)$and $g\left(z_{1}^{-}\right)$has zero second and third components. Moreover its first component is positive. It follows that $\omega<0$ at $t=0$.

In both cases at $t=\tau\left(z_{1}^{-}\right), \omega<0$ as desired.
Proof of Lemma. 4.1. Using these results, we can prove Lemma 4.1. It suffices to find for given $N, \tilde{x} \in \Gamma^{0}$ so that $\tilde{x} \cdot[-T, 0] \subset W$ and if $\tilde{x} \cdot t=(u(t), v(t), \rho(t))$ then $u(t)$ has at least $N$ zeros in $[-T, 0]$. Clearly there exists a smallest $\tilde{T}>T$ so that $\tilde{x} \cdot \tilde{T} \in\{\rho=$ $1-\gamma\}$, set $\tilde{x} \cdot(-\tilde{T})=x$. From Proposition 3.5, $I\left(C_{x}\right)=$ number of zeros of $u(t), t \in$ [ $-\tilde{T}, 0$ ], which is bigger than $N$.

To find such an $\tilde{x}$, work in ( $\delta, \eta, \tau)$ variables. Recall $\Gamma$ is a curve in $W_{\text {loc }}^{\text {cs }}$ joining $W_{\text {loc }}^{\mathrm{s}}$ and some point on the $\rho$-axis, not $(0,0,1)$. In $(\delta, \eta, \tau)$ variables we can assume this includes a piece of $\{\eta=0\} \cap V$ and this piece is a curve converging to the $\zeta$-axis. It follows that we can pick $z \in \Gamma^{0}$ so that, for some $t_{0}<0, z \cdot t_{0} \in D_{1}^{-} \cap\{\eta \leqq 0\}$; for any neighborhood $D_{1}^{-}$of $z_{1}^{-}$, obviously $z$ depends on $D_{1}^{-}$. Now apply $Q_{1}$, by Lemma 4.2 $Q_{1}\left(z \cdot t_{0}\right) \in K_{a}^{1}$ for some $z>0$, and by continuity it lies in a prescribed $D_{1}^{+}$, neighborhood of $z_{1}^{+}$. Therefore there exists $t_{1}$, so that $z \cdot t_{1} \in K_{a}^{1} \cap D_{1}^{+}$. Now apply $P$, through Lemma 4.2, $P\left(z \cdot t_{1}\right) \in\{\delta=-\varepsilon\} \cap\{\eta \geqq 0\} \cap D_{2}^{-}$. So there exists $t_{2}$ such that $z \cdot t_{2} \in$ $\{\delta=-\varepsilon\} \cap\{\eta \leqq 0\} \cap D_{2}^{-}$.

We now have a $z$ so that the orbit $z \cdot\left[t_{2}, 0\right]$ rotates around one half-time, through a neighborhood of $z_{1}^{-}$to a neighborhood of $z_{2}^{-}$. It is also clear that $\tau<0$ on this orbit. Notice the important fact that back in ( $u, v, \rho$ ) co-ordinates $u(t)$ must have a zero between the neighborhood of $z_{1}^{+}$and that of $z_{2}^{-}$.

Lemma 4.3 can now be applied to $z \cdot t_{2}$, to obtain $t_{3}$ so that $z \cdot t_{3} \in K_{a}^{2} \cap D_{2}^{+}$, obviously making $D_{1}^{-}$smaller again if necessary. Then apply Lemma 4.5 to obtain $t_{4}$ so that $z \cdot t_{4} \in\{\delta=\varepsilon\} \cap\{\eta \leqq 0\} \cap D_{1}^{-}$, with a possibly different $D_{1}^{-}$. Now a full circuit has been made and $u(t)$ has two zeros. This argument can now be repeated to obtain an arbitrarily large number of zeros.
5. Completion of proof when $\sigma<2 /(n-2)$. Recall that we are working with the equation (2.4) in the phase space $\mathbb{R}^{2} \times[0,1]$. So long as $n>1$, Lemma 4.1 guarantees the existence of a curve $C_{x} \subset R\left(\Gamma^{0}\right) \subset W^{\text {cs }}$ with $I\left(C_{x}\right)$ arbitrarily large. This lies in the set $\{\rho=1-\gamma\}$. The flow operator (3.5) can then be applied to this set. We shall apply it with large negative $t$ so as to pull $W^{\text {cs }}$ back to $\rho=0$. We need an estimate to guarantee that $\Phi$ is defined and to see how $\Phi_{t}\left(C_{x}\right)$ can grow in $\mathbb{R}^{2}$.

It suffices to prove the estimate for the original equation.
Lemma 5.1. If $u(r)$ is a solution (with $n>2$ ) of

$$
\begin{equation*}
u^{\prime \prime}+\frac{n-1}{r} u^{\prime}+f(u)=0, \quad u\left(r_{0}\right)=u_{0}, \quad u^{\prime}\left(r_{0}\right)=v_{0} \tag{5.1}
\end{equation*}
$$

where $f(u)$ is $C^{1}$ and $F(u)=\int_{0}^{u} f(s) d s$ is bounded below, then there exist $C_{1}, C_{2}$ so that, if $r<r_{0}$

$$
\begin{equation*}
|u(r)| \leqq C_{1} r^{2-n} \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u^{\prime}(r)\right| \leqq C_{2} r^{1-n} \tag{5.3}
\end{equation*}
$$

where $C_{1}, C_{2}$ are constants depending on ( $u_{0}, v_{0}$ ), uniformly on compact sets of $\left(u_{0}, v_{0}\right)$ values for fixed $r_{0} \in(0, \infty)$.

Proof. Rewrite (5.1) as

$$
\left(r^{n-1} u^{\prime}\right)^{\prime}+r^{n-1} f(u)=0
$$

multiply by $r^{n-1} u^{\prime}$,

$$
\left\{\frac{1}{2}\left(r^{n-1} u^{\prime}\right)^{2}\right\}^{\prime}+r^{2 n-2} f(u) u^{\prime}=0
$$

Now integrate from $r_{0}$ to $r$,

$$
\frac{1}{2}\left(r^{n-1} u^{\prime}\right)^{2}-\frac{1}{2}\left(r_{0}^{n-1} v_{0}\right)^{2}+\int_{r_{0}}^{r} r^{2 n-2} f(u) u^{\prime}=0
$$

Integrating by parts, with $F(u)=\int_{0}^{u} f(s) d s$, gives

$$
\frac{1}{2}\left(r^{n-1} u^{\prime}\right)^{2}=\frac{1}{2}\left(r_{0}^{n-1} v_{0}\right)^{2}-\left.r^{2 n-2} F(u)\right|_{r_{0}} ^{r}+(2 n-2) \int_{r_{0}}^{r} F(u(s)) s^{2 n-3} d s
$$

Since $F(u)$ is bounded below, we can find $k>0$ so that $F(u) \geqq-k$; then if $r \leqq r_{0}$

$$
\begin{equation*}
\frac{1}{2}\left(r^{n-1} u^{\prime}\right)^{2} \leqq k_{1}+k r^{2 n-2}+k(2 n-2) \int_{r}^{r_{0}} s^{2 n-3} d s \leqq k_{2} \tag{5.4}
\end{equation*}
$$

where $k_{1}, k_{2}$ depend on $u_{0}, v_{0}$ and $r_{0}$. From this, (5.3) easily follows and an integration from $r$ to $r_{0}$ gives (5.2).

Corollary 5.1. Under the same assumptions as in Lemma 5.1, if ( $u(t), v(t), \rho(t))$ satisfy (2.4) with $(u(0), v(0), \rho(0))=\left(u_{0}, v_{0}, \rho_{0}\right), 0<\rho_{0}<1$ then there exist constants $C_{1}$, $C_{2}$ such that

$$
\begin{align*}
& |u(t)| \leqq C_{1}[\rho(t)]^{2-n},  \tag{5.5}\\
& |v(t)| \leqq C_{2}[\rho(t)]^{1-n} \tag{5.6}
\end{align*}
$$

for all $t \in(-\infty, 0]$, where $C_{1}$ and $C_{2}$ depend uniformly on compact sets of $\left(u_{0}, v_{0}\right)$ values with fixed $\rho_{0}$.

Proof. Lemma 5.1 gives the estimate on solutions of (2.1) and therefore on solutions of (2.3) with $\rho=r /(r+1)$. Now reset the parametrisation to get the appropriate estimate on solutions of (2.4).

If $n=2$, the above still holds but now with $|\ln r|$ replacing $r^{2-n}$.
Lemma 5.2. If $u(r)$ is a solution of

$$
\begin{equation*}
u^{\prime \prime}+\frac{1}{r} u^{\prime}+f(u)=0, \quad u\left(r_{0}\right)=u_{0}, \quad u^{\prime}\left(r_{0}\right)=v_{0} \tag{5.7}
\end{equation*}
$$

where $f(u)$ is $C^{1}$ and $F(u)=\int_{0}^{u} f(s) d s$ is bounded below, then there exists $C_{1}, C_{2}$ so that if $r \leqq r_{0}$

$$
\begin{equation*}
|u(r)| \leqq C_{1}|\ln r| \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u^{\prime}(r)\right| \leqq C_{2}(1 / r) \tag{5.9}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ depend uniformly on $\left(u_{0}, v_{0}\right)$ over a compact set if $r_{0} \in(0, \infty)$ is fixed.

Proof. All the reasoning in the proof of Lemma 5.1 holds up to (5.4). This immediately gives (5.9) and an integration gives (5.8).

Corollary 5.2. With the assumptions of Lemma 5.2 and the set-up of Corollary 5.1, the estimates

$$
\begin{align*}
& |u(t)| \leqq C_{1}|\ln \rho(t)|,  \tag{5.10}\\
& |v(t)| \leqq C_{2}(1 / \rho(t)) \tag{5.11}
\end{align*}
$$

hold under the same conditions as in Corollary 5.1.
It now follows from Corollaries 5.1 and 5.2 and the equation $\rho^{\prime}=\rho(1-\rho)^{2}$ that, so long as $n>1$, the flow operator (3.5) of (2.4) can be applied to the $\{\rho=1-\gamma\}$ slice for $t \in[T, 0]$, and $T<0$. Moreover

$$
\begin{equation*}
I\left(\Phi_{t}\left(C_{x}\right)\right) \geqq I\left(C_{x}\right) \tag{5.12}
\end{equation*}
$$

from Proposition 3.6.
Because of the growth condition (2) on $f(u), F(u)$ is bounded below and the above corollaries can be applied. If $n>2$, it follows that $\Phi_{t}\left(C_{x}\right)$ lies in a set in $\mathbb{R}^{2}$ of the form

$$
\left[-C_{1} \rho^{2-n}, C_{1} \rho^{2-n}\right] \times\left[-C_{2} \rho^{1-n}, C_{2} \rho^{1-n}\right]
$$

and if $n=2$ in a set of the form

$$
\left[-C_{1}|\ln \rho|, C_{1}|\ln \rho|\right] \times\left[-C_{2}(1 / \rho), C_{2}(1 / \rho)\right] .
$$

We must now analyse the manifold at the other end. Pick $u_{0}>0$ so that if $u \geqq u_{0}$

$$
\begin{equation*}
k_{1} u^{\sigma+1} \leqq f(u) \leqq k_{2} u^{\sigma+1} ; \tag{5.13}
\end{equation*}
$$

this can clearly be done from the conditions on $f(u)$. Now choose $\rho_{0}$ so that $W_{0}^{\text {cu }} \cap$ $\left\{\rho=\rho_{0}\right\}$ contains a curve $L_{0}$ with $(0,0) \in L_{0}, L_{0} \subset\{y \geqq 0\}$ and if $(u(t), v(t), \rho(t))$ is the nontrivial solution of (2.4) with $u(t) \rightarrow u_{0}$ as $t \rightarrow-\infty, \rho\left(T_{0}\right)=\rho_{0}$ then $u\left(T_{0}\right) \in L_{0}$. This can be done as $W_{0}^{\text {cu }}$ can be constructed by a finite number of local center-unstable manifolds out to $u_{0}$. We can now state the lemma we need to prove.

Lemma 5.3. For each $\rho \in\left[0, \rho_{0}\right]$, there is a connected curve $K_{\rho} \subset W_{0}^{\mathrm{cu}}$ with $\rho$ fixed on it such that
(1) $K_{\rho} \subset\{u \geqq 0\}$,
(2) $(0,0) \in K_{\rho}$,
(3) $K_{\rho} \cap\left\{u=c \rho^{-2 / \sigma}\right\} \neq \varnothing$ for some $C>0$ independent of $\rho$.

Proof. Return to the original system again:

$$
\begin{equation*}
u^{\prime \prime}+\frac{n-1}{r} u^{\prime}+f(u)=0, \tag{5.14}
\end{equation*}
$$

and let

$$
\begin{equation*}
u(\gamma, 0)=\gamma \tag{5.15}
\end{equation*}
$$

For each fixed $r$ sufficiently small, either

$$
\begin{equation*}
u(\gamma, r)>\frac{\gamma}{2} \tag{5.16}
\end{equation*}
$$

for all $\gamma \in\left[u_{0}, \infty\right)$, or there exists a $\tilde{\gamma}$ such that

$$
\begin{equation*}
u(\tilde{\gamma}, r)=\frac{\tilde{\gamma}}{2} \tag{5.17}
\end{equation*}
$$

and (5.16) holds for all $\gamma \in\left[u_{0}, \tilde{\gamma}\right)$. If (5.16) is false, then choosing a minimal $\gamma$ for which (5.17) holds, continuity of $u(\gamma, r)$ guarantees that (5.16) holds on [ $u_{0}, \tilde{\gamma}$ ), as it does at $u_{0}$.

Corresponding to $u(\gamma, r)$ there is a solution of (2.4), $(u(t), v(t), \rho(t))$ with $\lim _{t \rightarrow-\infty} u(t)=u_{0}$. Set $R_{0}=\rho_{0} /\left(1-\rho_{0}\right)$. For fixed $r \in\left(0, R_{0}\right]$ if (5.16) happens for all $\gamma \in\left[u_{0}, \infty\right)$ then the lemma obviously holds at the associated value of $\rho$.

Suppose then that there exists a $\gamma$ for which

$$
\begin{equation*}
u(\gamma, r)=\gamma . \tag{5.18}
\end{equation*}
$$

The lemma will follow from finding a constant $C$ for which

$$
\begin{equation*}
\gamma \geqq C r^{-2 / \sigma} \tag{5.19}
\end{equation*}
$$

Using the usual Green's function, we can rewrite (if $n>2$ )

$$
\begin{equation*}
u(\gamma, r)=\gamma-\left(\int_{0}^{r} s\left(1-(s / r)^{n-2}\right) f(u(\gamma, s)) d s\right) /(n-2) \tag{5.20}
\end{equation*}
$$

If (5.18) holds, then

$$
\frac{\gamma}{2}=\left(\int_{0}^{r} s\left(1-(s / r)^{n-2}\right) f(u(\gamma, s)) d s\right) /(n-2)
$$

Assuming that $\gamma \geqq u_{0}$

$$
\frac{\gamma}{2} \leqq\left(\int_{0}^{r} s\left(1-(s / r)^{n-2}\right) d s\right)\left(k_{2} \gamma^{\sigma+1} /(n-2)\right)
$$

from which it follows that

$$
r^{2} \gamma^{\sigma} \geqq n / k_{2}
$$

and the lemma holds. If $n=2,(5.20)$ is replaced by

$$
u(\gamma, r)=\gamma-\int_{0}^{r} s(\ln -\ln s) f(u(\gamma, s)) d s
$$

after repeating the above manipulations we arrive at the same estimate,

$$
r^{2} \gamma^{\sigma} \geqq 2 / k_{2}
$$

Translating back to $(u, v, \rho)$ space, the lemma is proved.
We now have enough information to prove the theorem in the cases
(1) $\sigma<2 /(n-2), n>2$,
(2) $n=2$.

For case (1), to construct the solution with $m$ zeros where $m$ is even, apply the flow to a curve $C_{x}$ with $I\left(C_{x}\right)>m$. Choose $t$ large negative so that $\rho(t) \leqq \rho_{0}$, then $\Phi_{t}\left(C_{x}\right)$ lies in the region where $K_{\rho}$ is defined. Now $\Phi_{t}\left(C_{x}\right)$ lies in a strip about the
$v$-axis of width $C_{1}[\rho(t)]^{2-n}$ from (5.5) and $K_{\rho}$ extends out at least to $C \rho^{-2 / \sigma}$ (Lemma 5.3). Set $\rho=\rho(t)$, and then the condition that these intersect if $t$ is large enough negative is that $2-n>-2 / \sigma$, or $\sigma<2 /(n-2)$, see Fig. 14.
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To check the winding, $I\left(\Phi_{t}\left(C_{x}\right)\right)>m$ and so it must intersect $K_{\rho}$ at a point $y$ so that the piece of $\Phi_{t}\left(C_{x}\right)$ between $y$ and $(0,0)$ has winding number $j$, for each $j$ even between 0 and $M$.

To be more precise, choose $t$ so that

$$
\begin{equation*}
C_{1}[\rho(t)]^{2-n}<C[\rho(t)]^{-2 / \sigma} \tag{5.21}
\end{equation*}
$$

which can be done if $\sigma<2 /(n-2)$. Let $\phi(s), s \in\left[s_{0}, s_{1}\right]$ be a parametrisation of $\Phi_{t}\left(C_{x}\right)$. Denote by $C_{s}$ the curve $\phi$ restricted to $\left[s_{0}, s\right]$. We can find $q=q(j)$ so that $\phi(q) \in\{u=0\}$ and $I\left(C_{q}\right)=j$ for all $0<j \leqq m$. Moreover

$$
I\left(C_{s}\right) \leqq j
$$

for $s \in[q(j), q(j+1)]$. Let $j<m$ and even, then $\phi$ restricted to $[q(j), q(j+1)]$ is a curve connecting the negative $v$-axis to the positive $v$-axis with the angle making a net increase. Also it stays inside the strip

$$
-C_{1}[\rho(t)]^{2-n} \leqq u \leqq C_{1}[\rho(t)]^{2-n} .
$$

From (5.21), the strip

$$
0 \leqq u \leqq C_{1}[\rho(t)]^{2-n}
$$

is divided into two components by the curve $K_{\rho(t)}$. In order to increase its angle, therefore, $\phi(s)$ must cross $K_{\rho(t)}$ for some $s \in[q(j), q(j+1)]$. We thus have an intersection of $\Phi_{t}\left(C_{x}\right)$ with $K_{\rho}$ at winding number $j$.

It follows from Proposition 3.5 that the solution starting at this point has exactly $j$ zeros. One checks easily that $\rho_{0}$ can be chosen so that it picks up no more zeros on [ $0, R_{0}$ ].

For the case of no zeros, we must analyse the tangent vectors of $\Phi_{t}\left(C_{x}\right)$ and $K_{\rho}$ at the origin. The tangent vector to $\Phi_{t}\left(C_{x}\right)$ is always sandwiched between the negative $v$-axis and the unstable manifold in quadrant four for the $n=1$ case, see §3. However, the tangent vector to $K_{\rho}$ becomes tangent to the $u$-axis and so an intersection is forced again if $t$ is large enough negative.

To obtain the solutions with an odd number of zeros, one constructs the curve $K_{\rho}$ in the left half-plane with the symmetric properties.

For the case $n=2$, observe that the analogue to (5.21) is

$$
C_{1}|\ln \rho(t)|<C[\rho(t)]^{-2 / \sigma}
$$

which can be satisfied for any $\sigma$ if $t$ is large enough negative, making $\rho$ small.
6. Completion of proof when $2 /(n-2) \leqq \sigma<4 /(n-2), n \neq 2$. The proof of $\S 5$ will only work when $\sigma<2 /(n-2)$. It is tempting to try to improve the estimates to prove the full theorem. However, this is not possible; we shall see by the end of this section that the ones given in $\S 5$ are, in some sense, the best possible.

The idea of the above proof was to see how far out in the $u$-direction a slice, in some $\{\rho=\bar{\rho}\}$ plane, of the manifold $W_{0}^{\text {cu }}$ can be extended. In terms of the original problem (1.3), the solutions that satisfy (1.4) end up as the curves on this manifold. If their graphs are drawn $u$ against $r$, it is well known that these graphs form an envelope, see Fig. 15. In other words they do not fill out the ( $u, r$ ) plane, at least now while staying positive. Back in $(u, v, \rho)$ space, we can imagine an envelope that marks the edge of the manifold $W_{0}^{\text {cu }}$. If one can guarantee that some backward iteration of $W_{\text {loc }}^{\text {cs }}$ gets inside this envelope, existence could be proved, see Fig. 16.
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However, the best general growth estimate one can obtain for these equations is $r^{2-n}$ and the envelope actually grows at the rate $r^{-2 / \sigma}$. Hence it looks as if the result of $\S 5$ is the best possible. The paradox is resolved by realising that $W_{0}^{\text {cu }}$ does not end at the envelope!

To understand the behavior of $W_{0}^{\mathrm{cu}}$, we must analyse the limit $r=0$ more carefully. In fact we shall scale so as the envelope stays bounded.

The transformation needed is the Emden-Fowler transformation. This has been used to analyse the pure power and similar cases, see Fowler [7], Chandrasekhar [4], Joseph and Lundgren [10]. Here we shall retrieve the phase planes obtained by these authors as limit systems of a three-dimensional problem.

Consider again the original equation

$$
u^{\prime \prime}+\frac{n-1}{r} u^{\prime}+f(u)=0 .
$$

Transform this by

$$
y=r^{t} u, \quad r=e^{s},
$$

where $\tau=2 / \sigma$. One obtains

$$
\begin{equation*}
\ddot{y}+(n-2-2 \tau) \dot{y}+\tau(\tau+2-n) y+h(y) y^{\sigma+1}+r^{2+\tau} g\left(r^{-\tau} y\right)=0, \quad \cdot \frac{d}{d s}, \tag{6.1}
\end{equation*}
$$

where

$$
h(y)= \begin{cases}k_{+} & \text {if } y>0 \\ -k_{-} & \text {if } y \leqq 0,\end{cases}
$$

recalling that $f(u)=h(u)|u|^{\sigma+1}+g(u)$, see $\S 1$.

We introduce $p=r^{\alpha}$, where $\alpha$ is chosen so that $0<\alpha<\tau$, and write (6.1) as an autonomous system.

$$
\begin{align*}
& \dot{y}=z \\
& \dot{z}=-(n-2-2 \tau) z-\tau(\tau+2-n) y-h(y) y^{\sigma+1}-p^{(2+\tau) / \alpha} g\left(p^{-\tau / \alpha} y\right),  \tag{6.2}\\
& \dot{p}=\alpha p .
\end{align*}
$$

This is defined for $p>0$. Now define $q(p, y)$ :

$$
q(p, y)= \begin{cases}p^{(2+\tau) / \alpha} g\left(p^{-\tau / \alpha} y\right) & \text { if } p>0  \tag{6.3}\\ 0 & \text { otherwise }\end{cases}
$$

Consider the system

$$
\begin{align*}
& \dot{y}=z \\
& \dot{z}=-(n-2-2 \tau) z-\tau(\tau+2-n) y-h(y) y^{\sigma+1}-q(p, y),  \tag{6.4}\\
& \dot{p}=\alpha p .
\end{align*}
$$

Note that $p=0$ corresponds to $r=0$ or $s \rightarrow-\infty$. We need to check that the right-hand side is $C^{1}$. It suffices to check that $q$ is $C^{1}$ near $p=0$.

From the assumptions on $g$ given in $\S 1$, the following two quantities

$$
\begin{equation*}
g\left(p^{-\tau / \alpha} y\right) / p^{-\tau \gamma / \alpha}=H_{1}(p, y) \tag{6.5}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{\prime}\left(p^{-\tau / \alpha} y\right) / p^{-\tau(\gamma-1) / \alpha}=H_{2}(p, y) \tag{6.6}
\end{equation*}
$$

are bounded as $p \rightarrow 0$ and the bound is uniform over compact sets of $y$ values.
To show that $q$ is continuous, it suffices to show that $q(p, y) \rightarrow 0$ as $p \rightarrow 0$ and that this is locally uniform in $y$. But if $p \neq 0$

$$
q(p, y)=P^{(2+\tau-\tau \gamma) / \alpha} H_{1}(p, y)
$$

Since $\gamma<\sigma+1,2+\tau-\tau \gamma>0$, and so $q(p, y) \rightarrow 0$ as $p \rightarrow 0$ uniformly on compact sets of $y$ values. It follows that $q$ is continuous at $p=0$.

To check the derivatives, if $p>0$

$$
\frac{\partial q}{\partial y}=p^{(2+\tau) / \alpha-\tau / \alpha} g^{\prime}\left(p^{-\tau / \alpha} y\right)=p^{(2+\tau-\tau-\tau(\gamma-1)) / \alpha} H_{2}(p, y)
$$

As above $2+\tau-\tau \gamma>0$ and so $\partial q / \partial y \rightarrow 0$ as $p \rightarrow 0$.
To compute $\partial q / \partial p$ at $p=0$, the limit

$$
\lim _{p \rightarrow 0} p^{(2+\tau) / \alpha-1} g\left(p^{-\tau / \alpha} y\right)
$$

must exist.

$$
p^{(2+\tau) / \alpha-1} g\left(p^{-\tau / \alpha} y\right)=p^{(2+\tau-\tau \gamma-\alpha) / \alpha} H_{1}(p, y),
$$

and so the above limit exists if

$$
\begin{equation*}
2+\tau-\tau \gamma>\alpha \tag{6.7}
\end{equation*}
$$

and is 0 . Equation (6.7) is possible for some choice of $\alpha$ so long as

$$
2+\tau-\tau \gamma>0
$$

which is equivalent to $\gamma<\sigma+1$.
$\partial q / \partial p$ will be continuous if it converges to 0 as $p \rightarrow 0$. If $p>0$

$$
\frac{\partial q}{\partial p}=p^{(2+\tau) / \alpha-1} g\left(p^{-\tau / \alpha} y\right)+p^{2 / \alpha-1} g^{\prime}\left(p^{-\tau / \alpha} y\right) y .
$$

The first term tends to zero as above. The second term is easily seen to converge to zero if (6.7) is satisfied.

This means that the system (6.4) is a $C^{1}$ system on $\mathbb{R}^{2} \times[0, \infty)$. The plane $p=0$ is invariant and contains the information about $r=0$. The next step is to understand the structure of this phase portrait at and near $p=0$.

The point $(0,0,0)$ is a critical point for (6.4). Linearising at this point, we obtain the matrix

$$
\left(\begin{array}{ccc}
0 & 1 & 0  \tag{6.8}\\
-\tau(\tau+2-n) & -(n-2-2 \tau) & 0 \\
0 & 0 & \alpha
\end{array}\right) .
$$

The eigenvalues of this matrix are $\tau, \tau-n+2$ and $\alpha$. The associated eigenvectors are $(1, \tau, 0),(1, \tau-n+2,0)$ and $(0,0,1)$, respectively. The eigenvalues $\tau$ and $\alpha$ are always positive, while

$$
\tau-n+2>0
$$

if

$$
\sigma<2 /(n-2)
$$

and $\tau-n+2 \leqq 0$ if $\sigma \geqq 2 /(n-2)$. If we assume $\sigma \geqq 2 /(n-2)$, we can form the local unstable manifold $W_{\text {loc }}^{\mathrm{u}}$ to $(0,0,0)$ for (6.4), associated to the two eigenvalues $\tau$ and $\alpha$.

As mentioned at the beginning, if $n=2$, this method becomes considerably harder to apply but the results of $\S 5$ give the theorem.

As usual, set

$$
W^{\mathrm{u}}=\bigcup_{t \geqq 0} W_{\operatorname{loc}}^{\mathrm{u}} \cdot t .
$$

The reason that this technique works is that $W^{\mathrm{u}}$ is mapped back to $W_{0}^{\mathrm{cu}}$ in $(u, v, \theta)$ co-ordinates. The transformation from $(y, z, p)$ to $(u, v, \rho)$, call it $G$, defined on $\mathbb{R}^{2} \times$ $(0, \infty)$ is given by

$$
u=p^{-\tau / \alpha} y, \quad v=p^{-(\tau+1) / \alpha}(z-\tau y), \quad \rho=p^{1 / \alpha} /\left(1+p^{1 / \alpha}\right) .
$$

This takes solution curves of (6.4) to those of (2.4).
Lemma 6.1. $G\left(W^{\mathrm{u}} \cap\{p \geqq 0\}\right) \subset W_{0}^{\mathrm{cu}}$.
Proof. The lemma states that if $\left(y_{0}, z_{0}, p_{0}\right)$ is an initial condition for (6.4) with solution $(y(s), z(s), p(s)) \rightarrow(0,0,0)$ as $s \rightarrow-\infty$, then $G\left(y_{0}, z_{0}, p_{0}\right)=\left(u_{0}, v_{0}, \rho_{0}\right)$ has a solution ( $u(t), v(t), \theta(t)$ ) to (2.4) with $u(t) \rightarrow \gamma$, some $\gamma \in \mathbb{R}$, as $t \rightarrow-\infty$. It suffices to show that $u(t)$ is bounded as $t \rightarrow-\infty$.

Inside $W_{\text {loc }}^{\mathrm{u}}$, there lies a strong unstable manifold that is one-dimensional; call this $W_{\text {loc }}^{\text {su }}$. It is tangent to the eigenvector ( $1, \tau, 0$ ) and clearly lies in the invariant plane $p=0$. Choosing co-ordinates ( $\zeta, \eta$ ) on $W_{\mathrm{loc}}^{\mathrm{u}}$ so that the $p$-axis and $W_{\text {loc }}^{\text {su }}$ become axes in that order, it follows easily (see Fenichel [6]) that

$$
|\eta(s)| \leqq c e^{\tau s}, \quad \text { some } c>0
$$

as $s \rightarrow-\infty$, for any solution on $W_{\text {loc }}^{\mathrm{u}}$. Since the eigenvector for $\tau$ has a nonzero $y$ component, it follows that

$$
|y(s)| \leqq c e^{\tau s}, \quad \text { some } c>0
$$

as $s \rightarrow-\infty$. But $u=r^{-\tau} y=e^{-\tau s} y(s)$; so this implies that $|u(s)|$ is bounded as $s \rightarrow-\infty$, as desired.

We shall use this lemma to deduce the behavior of $W_{0}^{\text {cu }}$ by understanding $W^{u}$. The relevant properties about $W^{u}$ will be obtained by the same idea as used in $\S 4$, namely to study the limit system and then to view the full problem as a perturbation of this. The next task then is to analyse the system in the $p=0$ invariant plane.

Restricting (6.4) to $p=0$,

$$
\begin{equation*}
\dot{y}=z, \quad \dot{z}=(2 \tau-n+2) z+\tau(n-2-\tau) y-h(y) y^{\sigma+1} . \tag{6.9}
\end{equation*}
$$

Set $F(y)=\int_{0}^{y}\left(\tau(n-2-\tau) \eta-h(\eta) \eta^{\sigma+1}\right) d \eta$ and

$$
\begin{equation*}
H(y, z)=\frac{z^{2}}{2}-F(y) \tag{6.10}
\end{equation*}
$$

then $H$ is the Hamiltonian for (6.9) if the dissipative term is absent, which happens when $2 \tau-n+2=0$, or

$$
\sigma=4 /(n-2) .
$$

In general,

$$
\dot{H}=(2 \tau-n+2) z^{2}
$$

and $\dot{H}>0$ if $\sigma<4 /(n-2), \dot{H}<0$ if $\sigma>4 /(n-2)$. The three-phase portraits are shown in Fig. 17.


Fig. 17

This is the structure that changes at the critical value of $\sigma$. The important point is that the unstable manifold switches from oscillating about the origin to spiralling into one of the right-hand critical points. This is in Joseph and Lundgren [10].

The fact that the unstable manifold spirals out in the subcritical case will perturb to the desired information for $W_{\mathrm{loc}}^{\mathrm{u}}$ in the full system. The phase portrait depicted for $\sigma<4 /(n-2)$ in Fig. 17 only holds if $\sigma>2 /(n-2)$. At $\sigma=2 /(n-2)$, all those critical points collide at the origin. We need to prove then that this spiralling always occurs if $n \neq 2$.

Let $\tilde{W}_{\text {loc }}^{\text {u }}$ be the local unstable manifold at ( 0,0 ) for (6.9). Set $\tilde{W}^{\mathrm{u}}=\bigcup_{s \geqq 0} \tilde{W}_{\text {loc }}^{\mathrm{u}} \cdot s$. If $x \in \tilde{W}^{\mathrm{u}}$, there exists an $s$ so that $x \in W_{\text {loc }}^{\mathrm{u}} \cdot s$. Let $D_{x}$ be the curve in $\tilde{W}_{\text {loc }}^{\mathrm{u}} \cdot s$ joining $x$ to $(0,0) . D_{x}$ is clearly an admissible curve.

Lemma 6.2. If $\sigma<4 /(n-2)$ and $n \neq 2$, then given $m \in \mathbb{Z}^{+}$, there exists $x \in W^{u}$ so that $I\left(D_{x}\right)<-m$.

Proof. $\tilde{W}^{\mathrm{u}}$ is the union of two solutions and ( 0,0 ). We must show that each of these solutions oscillates infinitely often about 0 in a clockwise direction. It suffices to show that if $\left(y\left(s_{0}\right), z\left(s_{0}\right)\right) \in\{z>0\} \cap\{H>0\}$ for some $s_{0}$, then there is an $s>s_{0}$ for which $z(s)=0$ and at the smallest such $s>s_{0}, y(s)>0$. This says that any orbit in the upper half plane must leave it at some future time through the positive $y$-axis. This, together with the symmetric statement about the lower half plane, proves the lemma.

Firstly we prove that if $z(s) \neq 0$ for all $s>s_{0}$ then $y(s)$ becomes infinite, i.e. given $k$ there exists $s>s_{0}$ so that $y(s)>k$. Suppose $|y(s)| \leqq k$ for all $s \geqq s_{0}$; then from (6.9),

$$
\frac{d}{d s}\left(e^{-(2 \tau-n+2) s} z\right) \leqq C
$$

for some constant $C>0$. But then $z(s)$ cannot blow up in finite time. Suppose $z(s) \rightarrow+\infty$ as $s \rightarrow+\infty$; then $y(s) \rightarrow+\infty$ as $s \rightarrow+\infty$ also. It follows that $z(s)$ stays bounded. But then $\omega\left(y\left(s_{0}\right), z\left(s_{0}\right)\right)$ is nonempty. Since $\dot{H}>0$ there are no periodic orbits so, by Poincaré-Bendixson, $\omega\left(y\left(s_{0}\right), z\left(s_{0}\right)\right)$ must contain a critical point. But since all the critical points lie in $H<0$ (this is just the point $(0,0)$ if $\sigma<2 /(n-2)$ ), this contradicts the fact that $H>0$ on the orbit. Therefore $y(s)$ must become unbounded.

Suppose that for any given $k$, there exists $\tilde{s}$ so that $y(\tilde{s})=k^{1 / \sigma}$. Set $z=\delta w$ in (6.9) to obtain

$$
\begin{equation*}
\dot{y}=\delta w, \quad \dot{w}=(2 \tau-n+2) w-y\left(|y|^{\sigma}-\tau(n-2-\tau)\right) / \delta . \tag{6.11}
\end{equation*}
$$

Let $\theta=\arctan (w / y)$, computing

$$
\begin{equation*}
\dot{\theta}=(2 \tau-n+2) \sin \theta \cos \theta-\cos ^{2} \theta\left(|y|^{\sigma}-\tau(n-2-\tau)\right) / \delta-\delta \sin ^{2} \theta . \tag{6.12}
\end{equation*}
$$

Since $|y|^{\sigma}>k$

$$
\dot{\theta}<(2 \tau-n+2) \sin \theta \cos \theta-(k / \delta) \cos ^{2} \theta-\delta \sin ^{2} \theta+(\tau(n-2-\tau) / \delta) \cos ^{2} \theta
$$

Now let $\delta=k^{1 / 2}$,

$$
\dot{\theta}<-\delta^{1 / 2}+C
$$

where $C$ is some constant bounded independently of $\delta$ if it is large. But then there exists an $s$ so that $\theta(s)=0$ by choosing $k$ large enough. This means $z(s)=0$.

Checking the vector field on $z=0 \cap\{H>0\}$ shows that when $z(s)=0$ for the first time, $y(s)>0$. This proves the lemma.

In the same spirit as $\S 4$, we now show that this winding property can be inherited by $W^{\mathrm{u}} \cap\{p=\gamma\}$ for small enough $\gamma$.

Define the Wazewski set

$$
W=\{(y, z, p): p \in[0, \gamma]\}
$$

This is clearly a Wazewski set in forward time if $\gamma$ is small. Choose $\gamma$ small enough so that $W_{\mathrm{loc}}^{\mathrm{u}} \cap\{p=\gamma\}$ is a one-dimensional curve. Let $\Gamma$ be a curve $\phi:\left[\gamma_{0}, \gamma_{1}\right] \rightarrow W_{\mathrm{loc}}^{\mathrm{u}} \cap$ $\{0 \leqq p \leqq \gamma\}$ such that $\phi(b) \in\{p=0\}, \phi([a, b]) \subset\{y>0\}$ and $\phi(a)=(0,0, \gamma)$. Set $\Gamma^{0}=$ $\Gamma \backslash\{\phi(b)\}$; then $\Gamma^{0} \subset W^{0}$ since $p^{\prime}=\alpha p$. If $R: W \rightarrow W^{-}$is the Wazewski map, set
$\Omega=R\left(\Gamma^{0}\right)$. Obviously $\Omega$ is a continuous curve in $\{p=\gamma\}$, so it can be considered as a curve in $\mathbb{R}^{2}$. With $\psi(s)=R(\phi(s))$, which is defined for $s \in[a, b)$, and $D_{s}=\psi([0, s))$ we claim the following are true of $\Omega$.

Lemma 6.3. Under the assumptions of Lemma 6.2
(1) $(0,0) \in \Omega$ and $\Omega$ is admissible.
(2) For all $s, I\left(D_{s}\right) \leqq 0$.
(3) Given $m \in \mathbb{Z}^{+}$, there exists an $s$ so that $I\left(D_{s}\right)<-m$.

In order to prove Lemma 6.1, we need a set of propositions that are analogous to Propositions 3.3-3.6. The proofs are essentially the same as in that case, only with appropriate reversal of direction.

Let $D_{x}$ be a connected curve in $W^{\mathrm{u}} \cap\left\{p=p_{0}\right\}$ with $0 \leqq p_{0} \leqq \boldsymbol{\sigma}, \psi:\left[\gamma_{0}, \gamma_{1}\right] \rightarrow$ $\left\{p=p_{0}\right\}$ such that $\psi(b)=x$ and $\psi(a)=(0,0)$.

Proposition 6.1. Any $D_{x}$ as described above is admissible. Let $(y(s), z(s), p(s))$ be the solution satisfying $(y(0), z(0), p(0))=x$.

Proposition 6.2. $-I\left(D_{x}\right)=$ number of zeros of $y(s)$ in $(-\infty, 0]$.
Notice the minus sign, $I\left(D_{x}\right)$ is in fact negative. The flow of (6.4) restricted to $\left\{p=p_{0}\right\}$ any $0 \leqq p_{0} \leqq \gamma$ determines a homotopy

$$
\begin{equation*}
\Psi: \mathbb{R}^{2} \times[a, b] \rightarrow \mathbb{R}^{2} \tag{6.13}
\end{equation*}
$$

with any $a<b<0$. It is well defined because it is a scaling of the original flow which was well defined.

Proposition 6.3. $\Psi$ is an admissible homotopy.
Proposition 6.4. $I\left(\psi_{t}\left(D_{x}\right)\right)$ is a decreasing function of $t$.
Proof of Lemma 6.3. (1) is obvious as the tangent vector $\Omega$ at $(0,0)$ is a tangent vector to $W_{\mathrm{loc}}^{\mathrm{u}}$. By continuity of the flow if $x=(y(0), z(0), p(0))$ is close enough to $p=0$ it stays close for an arbitrarily long time. Therefore by Lemma 6.2 it has an arbitrarily large number of zeros; by Proposition $6.2,-I\left(D_{s}\right)$ can be made arbitrarily large. This proves (3).

To prove (2), suppose this were not true; apply the flow (6.13) $\psi_{t}$ to $D_{s}$. From Proposition $6.4 I\left(\psi_{t}\left(D_{s}\right)\right)>0$ for all $t<0$. But for sufficiently large negative $t, \psi_{t}\left(D_{s}\right) \subset$ $W_{\mathrm{loc}}^{\mathrm{u}}$ and $I\left(\psi_{t}\left(D_{s}\right)\right)=0$. This contradiction proves (2) and therefore the lemma.

The transformation back to ( $u, v, \rho$ ) co-ordinates, namely $G$ takes $\Omega$ to a curve $G(\Omega)$ with the same properties at $\Omega$. In other words $G(\Omega)$ is admissible, $I\left(G\left(D_{s}\right)\right) \leqq 0$ for all $s$ and there exists $s$ so that $I\left(G\left(D_{s}\right)\right)$ is an arbitrarily large negative number. This follows because the transformation (6.8) is orientation preserving and maps the $z$-axis to the $v$-axis.

Now apply the flow $\Phi$ (3.6) of (2.4) to $C_{x}$ back to $\bar{\rho}=\gamma^{1 / 4} /\left(1+\gamma^{1 / \alpha}\right)$. If $t$ is such that $\Phi_{t}\left(C_{x}\right) \subset\{\rho=\bar{\rho}\}$, let $E_{x}=\Phi_{t}\left(C_{x}\right)$. Intersections between $E_{x}$ and $G(\Omega)$ are solutions of the problem. We want to find intersections that supply the desired number of zeros.

Let us work in the covering space of $\mathbb{R}^{2}$ as described in $\S 3$ with the covering map given by (3.1). Lift both $E_{x}$ and $G(\Omega)$ to this space $\tilde{X}$. Let the lift of $G(\Omega)$ be called $Y$, choose it so that the end point lies in the interval $[0,1]$ on the $x$-axis. $Y$ is then a curve, from the above mentioned properties of $G(\Omega)$ (Lemma 6.3), that does not intersect the line $x=1$ but intersects $x=0$ and $x=-m$ for every $m \in \mathbb{Z}^{+}$.

Now suppose $I\left(E_{x}\right)=k$, and $k$ can be made arbitrarily large. Let $E_{x}$ be given by $\phi:\left[s_{0}, s_{1}\right] \rightarrow \mathbb{R}^{2}$. The lift of $E_{x}$, say $\tilde{E}_{x}$, is determined by the choice of interval in which $\tilde{\phi}\left(s_{0}\right)$ lives, in other words by the choice of $N$ for which $\tilde{\phi}\left(s_{0}\right) \in[N, N+1]$.

Now $Y$ divides the covering space $\tilde{X}$ into two components. If $(0, \eta)$ is the end-point of $Y$ on $\{r=0\}$, i.e. the $x$-axis ( $r$ is the radial variable in polar co-ordinates on phase space), then $\{(r, x): r=0, x<\eta\}$ lies in one component and each line $x=K$, with $k>0$ lies in the other.

With $N, k$ as above, $\tilde{\phi}\left(S_{1}\right)$ must lie in $k+N \leqq x \leqq k+N+1$. It follows that if $k+N \geqq 1$ and $N \leqq 0$ then this lift of $E_{x}$ must intersect the curve $G(\Omega)$. Each $N$ supplies a different solution corresponding to such an intersection point, call one determined by a choice of $N, J_{N}$. Notice that we can find $J_{N}$ for $|N|$ arbitrarily large as $k$ can be chosen arbitrarily large. We must prove that the solution $J_{N}$ has $|N|$ zeros.

Lemma 6.4. $J_{N}$ has $|N|$ zeros.
Proof. Let $\delta$ be the intersection point between $G(\Omega)$ and $\tilde{E}_{x}$. Let $B^{+}$be the portion of $\tilde{E}_{x}$ between $\delta$ and $\tilde{\phi}\left(S_{0}\right)$; similarly $B^{-}$is the portion between $\delta$ and $\tilde{\phi}\left(s_{1}\right)$. It is obvious that

$$
I\left(B^{+}\right)+I\left(B^{-}\right)=|N|
$$

Let ( $u(t), v(t), \rho(t))$ be the solution of (2.4) satisfying

$$
(u(0), v(0), \rho(0))=\left(p(\zeta), p_{0}^{1 / 4}\left(1+p_{0}^{1 / 4}\right)\right)
$$

then $I\left(B^{+}\right)=$number of zeros of $u(t)$ in $[0, \infty)$ and $I\left(B^{-}\right)=$number of zeros of $u(t)$ in ( $-\infty, 0$ ]. Since $N$ is any element of $\mathbb{Z}^{+}$, we are done.

Remark. This limiting phase portrait shows that the growth estimates of $\S 5$ are the best possible. The eigenvalue other than $\tau$ at $(0,0)$ is $\tau-n+2$; coming in at this direction would correspond to growth at the rate $r^{2-n}$, which is the estimate obtained in §5. The envelope corresponds to a curve that stays bounded in the scaled variables. In fact it is tangent to $W^{\mathrm{u}}$ at the first time it turns around. It therefore grows like $r^{-2 / \sigma}$.
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#### Abstract

The Dirichlet problem in a bounded region for elliptic systems of the form


$$
-\Delta u=f(x, u)-v, \quad-\Delta v=\delta u-\gamma v
$$

is studied. For the question of existence of positive solutions the key ingredient is a maximum principle for a linear elliptic system associated with (*). A priori bounds for the solutions of (*) are proved under various types of growth conditions on $f$. Variational methods are used to establish the existence of pairs of solutions for (*).
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Introduction. In this paper we propose to discuss the elliptic system

$$
\begin{equation*}
-\Delta u=f(x, u)-v, \quad-\Delta v=\delta u-\gamma v \quad \text { in } \Omega, \tag{0.1}
\end{equation*}
$$

where $\Omega$ is a bounded smooth domain in $R^{N}, N \geqq 2$, subject to Dirichlet boundary conditions $u=v=0$ on $\partial \Omega$. The solutions ( $u, v$ ) of this problem represent steady state solutions of reaction diffusion systems of interest in biology, namely systems of the form

$$
\begin{equation*}
u_{t}=D_{1} \Delta u+f(u)-v, \quad v_{t}=D_{2} \Delta v+\varepsilon(u-\gamma v) \tag{0.2}
\end{equation*}
$$

where $D_{1}, D_{2}, \varepsilon$ and $\gamma$ are positive constants, and one looks for solutions $u(t, x)$, $v(t, x)$ defined in $(0, \infty) \times \Omega$, subject to Dirichlet boundary conditions on $(0, \infty) \times \partial \Omega$. The type of nonlinearities which are of importance in the applications will be described in the Examples I and II below. System (0.2) shows that both species may diffuse. In this sense it is an extension of the well-known FitzHugh-Nagumo system, which serves as a model for nerve conduction, cf. [5] or Hastings [7]. We also mention KogaKuramoto [10], where the complete system (0.2) appears and steady state solutions are discussed. There is an extensive bibliography in this subject. We mention three additional papers, which are more closely related to the investigation presented here, namely Rothe-de Mottoni [13], Rothe [14] and Lazer-McKenna [11].

In the applications the constants $\gamma$ and $\delta$, which appear in system ( 0.1 ), are taken to be positive. So we shall make this assumption throughout this paper. It follows then that the second equation in (0.1) can be solved for $v$ in terms of $u$. Let us denote by $B$ its solution operator under Dirichlet boundary conditions. That is, given $u$, we define

[^71]$B u$ as the solution of the problem $-\Delta v+\gamma v=\delta u$ in $\Omega, v=0$ on $\partial \Omega$. Thus our problem becomes the one of finding $u$ such that
\[

$$
\begin{equation*}
-\Delta u+B u=f(x, u) \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega . \tag{0.3}
\end{equation*}
$$

\]

We observe that the left side of ( 0.3 ) contains a local (differential) operator $-\Delta$, and a nonlocal (integral) operator $B$. This fact gives rise to quite interesting questions. It is essential at the outset to understand the operator $-\Delta+B$. In $\S 1$ we study its spectral properties and establish a maximum principle for solutions of linear equations like

$$
\begin{equation*}
-\Delta u+B u-\lambda u=g(x) \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega, \tag{0.4}
\end{equation*}
$$

where the real parameter $\lambda$ is restricted to certain ranges depending on $\gamma, \delta$ and the region $\Omega$. In $\S 2$ we establish a priori bounds for solutions of ( 0.3 ) under the main assumption that the nonlinearity $f$ at $\infty$ is below the smallest eigenvalue of the operator $-\Delta+B$; this assumption will be stated precisely as condition (f2) and it characterizes a class of systems which are here called sublinear. The two examples below, which were treated by previous authors [9], [11], [13] and [14], are included in the classes studied in the present paper. Their results are therefore sharpened as far as ranges of the parameters involved and signs of the solutions.

Example I. $f(u)=\lambda u-g(u)$, where $\lambda$ is a real parameter larger than the first eigenvalue of the operator $-\Delta+B$, and $g$ is a function behaving like $u^{3}$, but not necessarily odd; cf. [11], [13], [14].

Example II. $f(u)=u(u-a)(1-u)$, where $a$ is such that $0<a<1 / 2$. This is the sort of nonlinearity arising in the FitzHugh-Nagumo equations, [5], [9].

The a priori bounds obtained in $\S 2$ will be needed in an essential way to perform appropriate truncations of the nonlinearity $f$, so the problem could be treated by variational methods. This will be done in $\S 5$.

In §3 we discuss a class of systems whose model nonlinearity is the one given by Example I. Using the results of $\S 1$ we are able to establish the existence of a positive and a negative solution. This result complements a previous one by Lazer and McKenna [11], who proved the existence of two nontrivial solutions by topological degree arguments. Their method, however, does not yield the signs of the solutions obtained. The maximum principle for equations like ( 0.4 ) becomes very useful in this respect.

In $\S 4$ we sketch a result on the existence of positive solutions for a superlinear elliptic system. Results similar to the ones known for the scalar case hold true in view of the aforementioned maximum principle. The question of the a priori bounds for positive solutions of superlinear elliptic systems may be a hard one. If the growth of the nonlinearity at $+\infty$ is at most like $(N+1) /(N-1)$, for $N \geqq 3$, then the results of Brézis-Turner [2] extend readily. The range $[(N+1) /(N-1),(N+2) /(N-2)]$ poses serious difficulties. The methods used in de Figueiredo-Lions-Nussbaum [3] to treat the scalar case rely on the results of Gidas-Ni-Nirenberg [6], which are not available as yet for the type of systems studied here. We remark that Troy [15] has extended some of the results in [6] to systems. However, Troy's systems do not include the ones we are concerned with. Also in $\S 4$ we prove a nonexistence result basing it on our extension to systems of the well-known Pohozaev's identity.

In $\S 5$ we consider a class of systems whose model nonlinearity is the one given in Example II. Using the Mountain Pass Theorem of Ambrosetti-Rabinowitz [1], we establish Theorem 5.1 on the existence of two nontrivial solutions for such systems, extending a previous result of Klaasen-Mitidieri [9]. This result shows clearly the relevance of the volume of $\Omega$ and of the parameters $\gamma$ and $\delta$ on the existence questions.

It also exhibits the importance of a large positive parameter $\lambda$ on the existence of two positive solutions for the system

$$
-\Delta u=\lambda f(x, u)-v, \quad-\Delta v=\delta u-\gamma v, \quad \text { in } \Omega
$$

subject to Dirichlet boundary conditions, and the nonlinearity $f$ is of the type given by Example II. This relates to the scalar case studied in Rabinowitz [12].

The contents of this paper are as follows:

1. The operator $-\Delta+B$.
2. A priori bounds for solutions of sublinear elliptic systems.
3. Existence of positive solutions.
4. Remarks on a superlinear system.
5. Existence of two nontrivial solutions for a class of sublinear systems.
6. The operator $-\Delta+\boldsymbol{B}$. Consider the linear Dirichlet problem

$$
\begin{equation*}
-\Delta v+\gamma v=\delta u \quad \text { in } \Omega, \quad v=0 \quad \text { in } \partial \Omega, \tag{1.1}
\end{equation*}
$$

where $\Omega \subset R^{N}$ is a bounded and smooth domain, $\gamma$ and $\delta$ are positive constants. Let us denote by $B$ its solution operator: $v=B u$. It is well known that

$$
B: L^{2}(\Omega) \rightarrow H^{2}(\Omega) \cap H_{0}^{1}(\Omega) ; \quad B: L^{p}(\Omega) \rightarrow W^{2, p}(\Omega) ; \quad B: C^{\alpha}(\bar{\Omega}) \rightarrow C^{2+\alpha}(\bar{\Omega})
$$

Let us define the operator

$$
T \equiv-\Delta+B: L^{2}(\Omega) \rightarrow L^{2}(\Omega), \quad \text { with } D(T)=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)
$$

Clearly $T$ is symmetric, that is, $\left(T u_{1}, u_{2}\right)=\left(u_{1}, T u_{2}\right)$ for all $u_{1}, u_{2} \in D(T)$, where (, ) denotes the $L^{2}$ inner product. Using the $L^{2}$ regularity theory, one can prove that $T$ is a closed operator. Let us denote by $0<\lambda_{1}<\lambda_{2} \leqq \lambda_{3} \leqq \cdots$ the eigenvalues of $-\Delta$ under Dirichlet boundary conditions, and by $\phi_{k}$ the corresponding eigenfunctions. Then it is easily verified that

$$
\begin{equation*}
\hat{\lambda}_{k}=\lambda_{k}+\frac{\delta}{\gamma+\lambda_{k}}, \quad k=1,2, \cdots \tag{1.2}
\end{equation*}
$$

are eigenvalues of $T$. Moreover the same $\phi_{k}$ 's defined above are their corresponding eigenfunctions. Since ( $\phi_{k}$ ) is a complete orthonormal set in $L^{2}$, it is readily shown that the $\hat{\lambda}_{k}$ 's are the only eigenvalues of $T$. We shall prove in the sequel that in fact the spectrum $\sigma(T)$ of $T$ consists precisely of these eigenvalues. For each $\lambda$ in the resolvent set $\rho(T)$ of $T$, let us denote by $T_{\lambda}=(T-\lambda I)^{-1}$ its corresponding resolvent operator.

Lemma 1.1 (a representation formula of the resolvent operator for some values of $\lambda$ ). Suppose that the real numbers $a$ and $b$ satisfy the following conditions

$$
\begin{align*}
& a>-\lambda_{1}, \quad \gamma+b>-\lambda_{1}, \quad b \neq 0, \quad \text { and }  \tag{1.3}\\
& b \gamma+\delta=a b . \tag{1.4}
\end{align*}
$$

Then $\lambda=-a-b$ is in the resolvent set $\rho(T)$ and

$$
\begin{equation*}
T_{\lambda}=\left[1-b(\gamma+b-\Delta)^{-1}\right](a-\Delta)^{-1} . \tag{1.5}
\end{equation*}
$$

Proof. With $\lambda=-a-b$, one can write

$$
T-\lambda I=(a-\Delta)+b\left[\frac{b \gamma+\delta}{b}-\Delta\right](\gamma-\Delta)^{-1}
$$

Using condition (1.4) above, one obtains

$$
T-\lambda I=(a-\Delta)\left[1+b(\gamma-\Delta)^{-1}\right]=(a-\Delta)(\gamma-\Delta)^{-1}(\gamma+b-\Delta)
$$

Finally using condition (1.3), it follows that

$$
T_{\lambda}=(\gamma+b-\Delta)^{-1}(\gamma-\Delta)(a-\Delta)^{-1}
$$

which readily gives (1.5).
Remark 1.1. A calculation shows that $\lambda$, taken in the ranges indicated below, are representable as $\lambda=-a-b$, with $a$ and $b$ satisfying (1.3) and (1.4):
(i) All $\lambda \leqq-\gamma-2 \sqrt{\delta}$. These $\lambda$ 's correspond to $b>0$.
(ii) If $\gamma+\lambda_{1}>\sqrt{\delta}$, there are some additional values of $\lambda$, namely $2 \sqrt{\delta}-\gamma \leqq \lambda<$ $\lambda_{1}+\delta /\left(\gamma+\lambda_{1}\right)$. These $\lambda$ 's correspond to $b$ negative in the range $-\lambda_{1}-\gamma<b<$ $-\delta /\left(\gamma+\lambda_{1}\right)$.

Remark 1.2 (monotonicity of the sequence $\hat{\lambda}_{k}$ ). We observe that $\gamma+\lambda_{1}>\sqrt{\delta}$ implies that $\hat{\lambda}_{1}<\hat{\lambda}_{2} \leqq \hat{\lambda}_{3} \leqq \cdots$. Of course one does not have in general such a monotonicity of the eigenvalues $\hat{\lambda}_{k}$. Clearly $\gamma+\lambda_{1}>\sqrt{\delta}$ is not a necessary condition, since it in fact implies the stronger statement that the function $s \mapsto s+\delta /(\gamma+s)$ is monotonically increasing in the whole halfline $\left[\lambda_{1}, \infty\right)$. A necessary and sufficient condition for this monotonicity involves also the second eigenvalue $\lambda_{2}$, namely $\delta<\left(\gamma+\lambda_{1}\right)\left(\gamma+\lambda_{2}\right)$.

Corollary 1.2 (compactness of $T_{\lambda}$ ). For all $\lambda \in \rho(T)$, the resolvent operator $T_{\lambda}$ is compact.

Proof. For any $\lambda, \mu \in \rho(T)$ one has the resolvent equation

$$
T_{\mu}-T_{\lambda}=(\mu-\lambda) T_{\mu} T_{\lambda} .
$$

So if $T_{\lambda}$ is compact for some $\lambda$, then it is compact for all $\lambda$ 's in the resolvent set. By the previous lemma $T_{\lambda}$ is compact for $\lambda \leqq-\gamma-2 \sqrt{\delta}$.

The following result is an immediate consequence of Lemma 1.1 and Remark 1.1 above.

Corollary 1.3 (positiveness of $T_{\lambda}$ for some values of $\lambda$ ). If $\gamma+\lambda_{1}>\sqrt{\delta}$, then $T_{\lambda}$ is positive for all $2 \sqrt{\delta}-\gamma \leqq \lambda<\hat{\lambda}_{1}$.

Remark 1.3. The positiveness of $T_{\lambda}$ is a maximum principle for the equation

$$
-\Delta v+B v-\lambda v=u \quad \text { in } \Omega, \quad v=0 \quad \text { on } \partial \Omega
$$

It says that if $u \in L^{2}$ and $u \geqq 0$ a.e., then $v \geqq 0$ a.e. In fact, it follows from the representation formula (1.5) that a strong maximum principle holds. Namely, if $u \in$ $C^{0}(\Omega)$ and $u \geqq 0$ in $\Omega$, then $v>0$ in $\Omega$ and the outward normal derivative $(\partial v / \partial \nu)<0$. (Recall that $\Omega$ is being assumed to be smooth. So the interior sphere condition is satisfied.)

Remark 1.4. If $\gamma>2 \sqrt{\delta}$, then the condition $\gamma+\lambda_{1}>\sqrt{\delta}$ is automatically satisfied, and Corollary 1.3 says that in this case $T_{\lambda}$ is positive for $\lambda$ in an interval which contains 0 . In general one cannot expect that $T_{0}$ be positive. Indeed, if $\gamma=\delta=1$, then Corollary 1.3 says that $T_{\lambda}$ is positive for $1 \leqq \lambda<\hat{\lambda}_{1}$.

Proposition 1.4. The spectrum $\sigma(T)$ of $T$ consists of precisely the eigenvalues $\hat{\lambda}_{k}$.
Proof. We have seen above that the point spectrum $\operatorname{P\sigma }(T)=\left\{\hat{\lambda}_{k}: k=1,2, \cdots\right\}$. Let $\lambda \notin \operatorname{P\sigma }(T)$. Then $T-\lambda I$ is one-to-one. If we show that $T-\lambda I$ is onto, it follows by the Closed Graph Theorem that $\lambda \in \rho(T)$. Thus we claim that the equation $T u-\lambda u=v$ has a solution $u$ for each given $v \in L^{2}$. Taking $\mu \in \rho(T)$, we see that this equation is equivalent to $T u-\mu u=(\lambda-\mu) u+v$, or

$$
\begin{equation*}
u=(\lambda-\mu) T_{\mu} u+T_{\mu} v . \tag{1.6}
\end{equation*}
$$

By the Fredholm alternative (1.6) is solvable iff the homogeneous equation $u=$ $(\lambda-\mu) T_{\mu} u$ has only the solution $u=0$. But this is actually the case, since this homogeneous equation is equivalent to $T u=\lambda u$. Recall that $\lambda \notin \operatorname{P\sigma }(T)$.

Remark 1.5. The above proposition follows also from general results in functional analysis. Namely, since $T$ is a self-adjoint operator, it follows that its residual spectrum $R \sigma(T)$ is empty. Next, since $-\Delta-\lambda$ is Fredholm for every $\lambda \in C$, it follows that $-\Delta+B-\lambda$ is also Fredholm for all $\lambda \in C$. Consequently the continuous spectrum $C \sigma(T)$ is also empty.

Remark 1.6 (a useful inequality). Let $\tilde{\lambda}$ denote the smallest of the eigenvalues $\hat{\lambda}_{k}$. We have seen above that $\tilde{\lambda}=\hat{\lambda}_{1}$ if $\gamma+\lambda_{1}>\sqrt{\delta}$. We assert that

$$
\begin{equation*}
(T u, u) \geqq \tilde{\lambda}\|u\|_{L^{2}}^{2}, \quad \forall u \in D(T) \tag{1.7}
\end{equation*}
$$

Indeed, since $\left(\phi_{k}\right)$ is a complete orthonormal set in $L^{2}$, we can write $u=\sum \alpha_{k} \phi_{k}$ where $\alpha_{k}=\left(u, \phi_{k}\right)$. So

$$
(T u, u)=\sum \alpha_{k}\left(T u, \phi_{k}\right)=\sum \alpha_{k}\left(u, T \phi_{k}\right)=\sum \alpha_{k}^{2} \hat{\lambda}_{k},
$$

from which the claim follows. A similar argument shows that

$$
\begin{equation*}
\int|\nabla u|^{2}+(B u, u) \geqq \tilde{\lambda}\|u\|_{L^{2}}^{2}, \quad \forall u \in H_{0}^{1} \tag{1.8}
\end{equation*}
$$

Remark 1.7 (uncoupling of systems and maximum principles). The usual maximum principle for systems, as well as the maximum principle proved here, seems to be related with the possibility of uncoupling the elliptic system. To make precise our observation, let us look at the linear elliptic system

$$
\begin{equation*}
-\Delta u=a u+b v+f(x), \quad-\Delta v=c u+d v+g(x) \tag{1.9}
\end{equation*}
$$

subject to Dirichlet boundary conditions: $u=v=0$ on $\partial \Omega$, where $\Omega$ is some bounded domain in $R^{N}$, and $a, b, c$ and $d$ are real constants. Suppose that $b \neq 0$ and $c \neq 0$; otherwise the problem trivializes. The uncoupling of system (1.9) is possible if the matrix of the coefficients

$$
M=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]
$$

has two distinct eigenvalues, $\mu_{1}$ and $\mu_{2}$. Such a condition is equivalent to

$$
\begin{equation*}
(a-d)^{2}+4 b c>0 \tag{1.10}
\end{equation*}
$$

Of course this is the case if $b$ and $c$ both have the same sign. However, to infer the signs of $u$ and $v$ from the signs of the corresponding functions in the uncoupled system, one requires that both $b$ and $c$ be positive. This gives the usual maximum principle for systems. On the other hand, if $b$ and $c$ have opposite signs, the uncoupling is still possible provided $a$ and $d$ "compensate" for the negativeness of $b c$. Through some calculations one can prove the following result, which essentially gives our maximum principle.

Proposition 1.5. In addition to (1.10) assume that $b c<0, c(a-d)>0, \mu_{1}<\hat{\lambda}_{1}$ and $\mu_{2}<\hat{\lambda}_{1}$. Then if $f \geqq 0, g \geqq 0$ and $c f \geqq\left(a-\mu_{1}\right) g$, it follows that the solutions $u$ and $v$ of (1.9) are positive in $\Omega$.
2. A priori bounds for solutions of sublinear elliptic systems. Let us consider the elliptic system

$$
\begin{equation*}
-\Delta u=f(x, u)-v, \quad-\Delta v=\delta u-\gamma v \quad \text { in } \Omega, \tag{2.1}
\end{equation*}
$$

where $\Omega$ is a bounded smooth domain in $R^{N}$, subject to Dirichlet boundary conditions. We always assume that $\gamma$ and $\delta$ are positive constants. The nonlinearity $f$ is subject to the following conditions:
(f1) $f: \bar{\Omega} \times R \rightarrow R$ is locally Lipschitzian,
(f2) $\lim \sup _{|s| \rightarrow \infty}(f(x, s) / s)<\tilde{\lambda}$ (uniformly in $\Omega$ ), where $\tilde{\lambda}$ denotes the smallest eigenvalue of the operator $-\Delta+B$ studied in $\S 1$.

Condition (f2) characterizes system (2.1) as being sublinear.
Examples. 1) $f(u)=\lambda u-h(u) u$, where $h$ is a $C^{1}$ function such that $h(0)=0$, $h^{\prime}(s) s>0$ for all $s \neq 0$ and $\liminf _{s \rightarrow \pm \infty} h(s)>\lambda$, (for instance $h(s)=s^{2}$ ). This is the case considered in [11] and [14].
2) $f(u)=u(u-a)(1-u)$, where $0<a<1$. This is the type of nonlinearity that appears in the FitzHugh-Nagumo equations; cf. [5], [9].

Remark 2.1. By a solution of (2.1) we mean a classical solution. That is, a pair of functions ( $u, v$ ) which are in $C^{2}(\Omega) \cap C^{0}(\bar{\Omega})$ and which are 0 on $\partial \Omega$. We observe that if, $u, v \in H_{0}^{1}(\Omega) \cap C^{0}(\bar{\Omega})$ satisfy (2.1) in the distribution sense, then by a bootstrap argument it follows that $u, v \in C^{2, \alpha}(\bar{\Omega})$. We remark that in general one cannot drop the hypothesis that $u$ and $v$ are in $C^{0}(\bar{\Omega})$ in order to be able to bootstrap. However, this would be possible provided one assumes some growth condition on $f$.

In order to obtain the a priori bound for the solutions of (2.1), we shall assume either one of the conditions below.
(f3) $\lim _{|s| \rightarrow \infty}\left(f(x, s) /|s|^{p}\right)=0$, where $1<p<(N+2) /(N-2)$, if $N \geqq 3$, and $1<p<$ $\infty$, if $N=2$,
(f4) $\lim \sup _{|s| \rightarrow \infty}(f(x, s) / s)<-\delta / \gamma$,
where the limits are uniform in $\Omega$.
Remark 2.2. In the scalar case (i.e. $-\Delta u=f(x, u)$ ) condition (f4) corresponds to $f(x, s)<0$ for $s>\beta>0$ and $f(\mathrm{x}, s)>0$ for $s<-\beta$, where $\beta$ is some real number.

Proposition 2.1. Under hypotheses (f1), (f2) and (f3), the solutions of (2.1) are a priori bounded in $L^{\infty}$.

Proof. It follows from (f2) that there exist $0<\mu<\tilde{\lambda}$ and $M>0$ such that
(2.2) $f(x, s) \leqq \mu s+M, \quad$ for $0 \leqq s<\infty, \quad f(x, s) \geqq \mu s-M$ for $-\infty<s<0$.

The second equation in (2.1) can be solved for $v$ in terms of $u$. And in this way system (2.1) is equivalent to the equation

$$
\begin{equation*}
-\Delta u+B u=f(x, u) \tag{2.3}
\end{equation*}
$$

using the notation of $\S 1$. So we need only to prove bounds on $u$. The corresponding bounds on $v$ are obtained immediately from the second equation in (2.1). Multiplying (2.3) by $u$, integrating by parts and using (1.8), we obtain

$$
\begin{equation*}
\tilde{\lambda} \int u^{2} \leqq \int|\nabla u|^{2}+\int(B u) u=\int f(x, u) u . \tag{2.4}
\end{equation*}
$$

Next we estimate the last term in (2.4) using (2.2)

$$
\begin{equation*}
\int f(x, u) u \leqq \mu \int u^{2}+M \int|u| \tag{2.5}
\end{equation*}
$$

which implies $\int u^{2} \leqq C$. (We shall use the same $C$ to denote different constants.) Using (2.4) and (2.5) again and recalling that $B$ is a bounded linear operator in $L^{2}$, we conclude that $\int|\nabla u|^{2} \leqq C$. It follows from (f3) that given $\varepsilon>0$ there exists $C_{\varepsilon}>0$ such that

$$
|f(x, s)| \leqq \varepsilon|s|^{p}+C_{\varepsilon} .
$$

Finally using this inequality and invoking $L^{p}$ estimates and the Sobolev imbedding theorem, we conclude that there exist a constant $\hat{C}$ such that $\|u\|_{L^{\infty}} \leqq \hat{C}$.

Remark 2.3. We emphasize that the dependence of $\hat{C}$ on $f$ is through the constants $\mu, M$ and $C_{\varepsilon}$. So if we change $f$ for $|s| \geqq \hat{C}$ maintaining $\mu, M$ and $C_{\varepsilon}$, the new equation (2.3) with this modified $f$ has the same solutions of the original equation (2.3). This fact will be used in $\S 5$.

The following result was proved by Rothe [14] and Lazer and McKenna [11] under less general hypotheses on $f$. The main idea in the proof below is taken from those papers.

Proposition 2.2. Under hypotheses (f1), (f2) and (f4), the solutions of (2.1) are a priori bounded in $L^{\infty}$.

Proof. (i) We first claim that for $u \in C^{0}(\bar{\Omega})$, with $u=0$ on $\partial \Omega$, one has

$$
\begin{equation*}
\frac{\delta}{\gamma} \min u \leqq(B u)(x) \leqq \frac{\delta}{\gamma} \max u, \quad x \in \Omega . \tag{2.6}
\end{equation*}
$$

Indeed we know that $v=B u$ satisfies the equation

$$
\begin{equation*}
v=\frac{1}{\gamma} \Delta v+\frac{\delta}{\gamma} u . \tag{2.7}
\end{equation*}
$$

Let us prove the first inequality in (2.6). If $v \geqq 0$ that inequality is trivially true. So let us assume that for $x_{1} \in \Omega$ we have $v\left(x_{1}\right)=\min v<0$. Then $\Delta v\left(x_{1}\right) \geqq 0$ and (2.7) implies that $v\left(x_{1}\right) \geqq(\delta / \gamma) u\left(x_{1}\right)$, from which the first inequality in (2.6) follows readily. In a similar way we prove the second inequality in (2.6).
(ii) It follows from (f4) that there exist positive constants $k$ and $m$ such that

$$
\begin{equation*}
\frac{f(x, s)}{s} \leqq-k<-\frac{\delta}{\gamma}, \quad|s| \geqq m \tag{2.8}
\end{equation*}
$$

We claim that $\|u\|_{L^{\infty}} \leqq m$ for all solutions $u$ of (2.1). Indeed, suppose by contradiction that $\|u\|_{L^{\infty}}=M>m$ for some solution $u$. It follows from (2.6), using the first equation in (2.1) that

$$
\begin{equation*}
\frac{\delta}{\gamma} \min u \leqq \Delta u+f(x, u) \leqq \frac{\delta}{\gamma} \max u . \tag{2.9}
\end{equation*}
$$

If there is $x_{0} \in \Omega$ such that $u\left(x_{0}\right)=M$, we obtain from (2.9) and (2.8) that

$$
-\frac{\delta}{\gamma} M \leqq f\left(x_{0}, u\left(x_{0}\right)\right) \leqq-k u\left(x_{0}\right)=-k M,
$$

which is impossible. In a similar way we arrive to a contradiction if $u(x)=-M$ for some $x \in \Omega$.

Next we discuss the question of bounds for positive solutions of the system (2.1). As remarked before we need only to obtain bounds on $u$, and then corresponding bounds on $v$ follow readily.

Proposition 2.3. In addition to (f1) assume the following condition:
(f5) there exists a constant $m>0$ such that $f(x, s)=0$ for $s \geqq m$.
Then all nonnegative solutions $u$ of (2.3) are bounded above by $m$.
Proof. Given a solution $u$ of (2.1), define the function $\omega$ as $\omega(x)=u(x)-m$ for $u(x)>m$ and $\omega(x)=0$ for $u(x) \leqq m$. Such a $\omega$ belongs to $H_{0}^{1}(\Omega)$. So it follows from (2.3) that

$$
\begin{equation*}
\int|\nabla \omega|^{2}+(B u, \omega)=\int f(x, u) \omega \tag{2.10}
\end{equation*}
$$

In view of (f5) and the fact that $(B u)(x)>0$ for $x \in \Omega$, we conclude from (2.10) that $\int|\nabla \omega|^{2}=0$, which implies $\omega=0$.

Remark 2.4. This proposition will be used as follows. Suppose that the function $f$ is such that there is an $m>0$ for which $f(x, m)=0$. Then we consider system (2.1) with $f$ replaced by a new function $\tilde{f}$ defined as $f$ for $s \leqq m$ and as 0 for $s>m$. If for this new system we could find a nonnegative solution $u$, then by the proposition above such a $u$ would be indeed a solution of the original system.

Remark 2.5. Now if $f(x, s)=f(s)$ satisfies (f2), $f(0) \geqq 0$ and $f(s)>0$ for $0<s<\varepsilon$, then either there is an $m>0$ such that $f(m)=0$ or $f$ satisfies ( f 3 ). In the first case we treat the problem as in the previous remark. In the second case we proceed as in Proposition 2.1 and obtain an a priori bound on positive solutions.

Remark 2.6. Similar statements can be made for nonpositive solutions $u$.
Remark 2.7. A sufficient condition for all (eventual) nontrivial solutions of (2.1) to be positive. Assume that $\gamma+\lambda_{1}>\sqrt{\delta}$ and that $f(x, u) \geqq \alpha u$ for all $u$, where $-\gamma+2 \sqrt{\delta} \leqq$ $\alpha<\hat{\lambda}_{1}$. Then the nontrivial solutions $u$ of (2.1) are positive in $\Omega$. From (2.3) we obtain $-\Delta u+B u \geqq \alpha u$, and the result follows readily by Corollary 1.3.

Remark 2.8. The previous condition applied to Example 2 gives interesting conclusions. Indeed, we can in this case compute explicitly the value of $m$ in (2.8). Then truncate $f$ outside $|s| \geqq m$ in such a way that the new $f$ has derivative equals to $-a$ for $|s|>m$. By Proposition 2.2 the solutions of (2.1) with this new $f$ are the same as the solutions of the original equation. Moreover, from the way the truncation is done, it follows (by a straightforward calculation) that now $f(u) \geqq-a u$, (where we are denoting also by $f$ the truncated function) provided $\delta / \gamma<a$. So the previous sufficient condition applies. Summarizing, the solutions of (2.1), in the case of Example 2, are positive if

$$
\begin{equation*}
\frac{\delta}{\gamma}<s a \leqq \gamma-2 \sqrt{\delta} . \tag{2.11}
\end{equation*}
$$

Observe that, if (2.11) is assumed, then the condition $\gamma+\lambda_{1}>\sqrt{\delta}$ is automatically satisfied, cf. Remark 1.4. We remark that no solution of (2.3) in this example can be nonpositive (i.e. $u \leqq 0$ in $\Omega$ ). In fact the solutions in general change sign.
3. Existence of positive solutions. We consider again system (2.1) of the previous section or its equivalent expression in the form of equation (2.3). In this section we examine the question of existence of a positive solution under an additional condition on the nonlinearity $f$ at 0 . In order to simplify the presentation in the sequel, we suppose that $f$ does not depend on $x$. The case when $f$ depends also on $x$ can also be treated by the method used here; under appropriate conditions on $f$ similar results may be obtained. So we assume the next condition.
(f6) $\liminf _{s \rightarrow 0}(f(s) / s)>\hat{\lambda}_{1}$.
Examples. Condition (f6) is satisfied, for instance, if (i) $f(0)>0$, or (ii) $f(s)$ is $C^{1}$ and $f^{\prime}(0)>\hat{\lambda}_{1}$. A special case of (ii) was considered in [11].

Theorem 3.1. Assume that $\gamma+\lambda_{1}>\sqrt{\delta}$. In addition to conditions (f1), (f2) and (f6), suppose that $f$ is $C^{1}$ for $s \geqq 0$ and

$$
\begin{equation*}
\inf \left\{f^{\prime}(s): 0 \leqq s<\beta\right\} \geqq-\gamma+2 \sqrt{\delta}, \tag{3.1}
\end{equation*}
$$

where $\beta \leqq+\infty$ is the first positive zero of $f(s)$. Then equation (2.3) has a positive solution $u$, or equivalently, system (2.1) has a pair $(u, v)$ of positive solutions.

Remark 3.1. The hypothesis $\gamma+\lambda_{1}>\sqrt{\delta}$ in Theorem 3.1 implies that $\tilde{\lambda}=\hat{\lambda}_{1}$. Recall also that under this hypothesis $-\gamma+2 \sqrt{\delta}<\hat{\lambda}_{1}$, and so we can make use of Corollary 1.3. The condition on the differentiability of $f$ can be relaxed and in consequence (3.1) has to be replaced by an appropriate one-sided Lipschitz condition.

Proof of Theorem 3.1. (i) It follows from (f6) that there exist $\nu>\hat{\lambda}_{1}$ and $s_{0}>0$ such that $f(s) \geqq \nu s$ for $0 \leqq s \leqq s_{0}$. Thus $\varepsilon \phi_{1}$ is a subsolution of (2.3) for all $\varepsilon$ such that $0<\varepsilon<\varepsilon_{0}=s_{0} / \max \phi_{1}$.
(ii) If $\beta<\infty$ then $\omega(x) \equiv \beta$ in $\Omega$ is a supersolution of (2.3). If $\beta=+\infty$ we construct a supersolution $\omega$ for (2.3) as follows. It follows from (f2) that there exist $-\gamma+2 \sqrt{\delta}<\mu<\hat{\lambda}_{1}$ and $C>0$ such that $f(s) \leqq \mu s+C$. We then take $\omega$ as the solution of $-\Delta \omega+B \omega=\mu \omega+C$ in $\Omega, \omega=0$ on $\partial \Omega$. In view of Corollary 1.3, $\omega>0$ in $\Omega$ and $\varepsilon>0$ can be chosen in such a way that $\varepsilon \phi_{1}<\omega$ in $\Omega$.
(iii) So (2.3) possesses an ordered pair of a sub- and a supersolution. Now in order to apply the method of monotone iteration, it is still required that (a) $T_{\lambda}=(-\Delta+B-$ $\lambda I)^{-1}$ be a positive operator for some real number $\lambda$, and (b) the function $s \rightarrow f(s)-\lambda s$, for the same $\lambda$, be nondecreasing in the interval $[0, \max \omega]$. These two requirements are accomplished if one chooses $\lambda=-\gamma+2 \sqrt{\delta}$. Indeed, (a) then follows by Corollary 1.3 and (b) follows from (3.1). Therefore the method of monotone iteration can be applied and one obtains a solution of (2.3) in the interval $\left[\varepsilon \phi_{1}, \omega\right]$.

Remark 3.2. It should be remarked that besides (f2) no growth condition is required on $f$.

Remark 3.3. A statement similar to Theorem 3.1 holds true for the existence of negative solutions of (2.1). In this case, condition (3.1) is replaced by

$$
\begin{equation*}
\inf \left\{f^{\prime}(s): \beta^{\prime}<s \leqq 0\right\} \geqq-\gamma+2 \sqrt{\delta} \tag{3.1}
\end{equation*}
$$

where $-\infty \leqq \beta^{\prime}<0$ is the first negative zero of $f(s)$. In order to prove such a result, we can reduce it to the situation of Theorem 3.1 by the substitution $z=-u$.

Example. $f(u)=a u-u^{3}$ with $a>0$. In this case $\beta=\sqrt{a}$, and $\min \left\{f^{\prime}(s): 0 \leqq u \leqq \beta\right\}$ $=-2 a$. So conditions (f6) and (3.1) are satisfied if $\hat{\lambda}_{1}<a \leqq \gamma / 2-\sqrt{\delta}$. We then see that in this example there are values of $a$ for which (2.3) has a positive solution provided

$$
\begin{equation*}
\hat{\lambda}_{1}<\gamma / 2-\sqrt{\delta} . \tag{3.2}
\end{equation*}
$$

Clearly this is the case for instance if $\gamma$ is large. This is also the case if $\gamma>(\sqrt{3}+1) \sqrt{\delta}$ and $\Omega$ is a sufficiently large ball. Indeed, for large balls $\lambda_{1}$ is essentially zero and this last inequality implies readily condition (3.2). Clearly in this example there is also a negative solution, namely $-u$, where $u$ is the positive solution.

Comparison with the results of Lazer-McKenna. In [11] the following system is studied

$$
\begin{equation*}
-k \Delta u=\lambda u-h(u) u-v, \quad-\Delta v+v=u \quad \text { in } \Omega \tag{3.3}
\end{equation*}
$$

subject to Dirichlet boundary conditions. Under certain conditions on $k, \lambda$ and $h$ it is proved that

$$
\begin{equation*}
-k \Delta u+(1-\Delta)^{-1} u=\lambda u-h(u) u \tag{3.4}
\end{equation*}
$$

which is an equivalent form of (3.3), has exactly three solutions. In [11] a topological degree argument is used, which does not give the sign of the two nontrivial solutions. Under essentially the same hypotheses, our Theorem 3.1 says that one of these solutions is positive and the other is negative. Our precise result is the following. We state only the one corresponding to the existence of a positive solution. A similar one can be drawn for the existence of a negative solution.

Corollary 3.2. Under the assumptions below, equation (3.4) has a positive solution:

$$
\begin{align*}
& 1+\lambda_{1}>1 / \sqrt{k},  \tag{3.5}\\
& h \in C^{1}(R, R), \quad h(0)=0 \quad h^{\prime}(s) s>0 \quad \forall s \neq 0,  \tag{3.6}\\
& k \lambda_{1}+\frac{1}{1+\lambda_{1}}<\lambda,  \tag{3.7}\\
& \sup \left\{h^{\prime}(s) s+h(s): 0 \leqq s \leqq \beta\right\} \leqq \lambda+k-2 \sqrt{k}, \tag{3.8}
\end{align*}
$$

where $\beta$ is the only positive solution of $h(s)=\lambda$. (Observe that $\beta$ could be $+\infty$.)
Remark 3.4. If $h^{\prime}(s)$ is nondecreasing, then $\beta<\infty$ and (3.8) simplify to $\beta h^{\prime}(\beta) \leqq$ $k-2 \sqrt{k}$. So positive solutions of (3.4) exist if the diffusion rate $k$ is large.
4. Remarks on a superlinear system. Consider the elliptic system

$$
\begin{equation*}
-\Delta u=f(u)-v, \quad-\Delta v=\delta u-\gamma v \quad \text { in } \Omega, \tag{4.1}
\end{equation*}
$$

subject to Dirichlet boundary conditions, with $\gamma, \delta>0$ and $-\gamma+2 \sqrt{\delta}<0$. Assume the following conditions on the nonlinearity $f$ :
(f1) $f: R^{+} \rightarrow R^{+}$locally Lipschitzian,
(f7) $\liminf _{s \rightarrow+\infty}(f(s) / s)>\hat{\lambda}_{1}$,
(f8) $\lim \sup _{s \rightarrow 0}(f(s) / s)<\hat{\lambda}_{1}$,
(f9) $\lim _{s \rightarrow+\infty}\left(f(s) / s^{\sigma}\right)=0$ where $1<\sigma \leqq(N+1) /(N-1)$, if $N \geqq 3$ and $1<\sigma<\infty$, if $N=2$.
As seen in the previous section, (4.1) is equivalent to

$$
\begin{equation*}
-\Delta u+B u=f(u) \tag{4.2}
\end{equation*}
$$

Under the hypotheses above we may proceed as in the scalar case (cf. Brézis-Turner [2]) and we prove that (4.2) has a positive solution. Condition (f9) is used to get a priori bounds for the positive solutions of (4.2). We do not know how to proceed in order to obtain such bounds in the case when $(N+1) /(N-1)<\sigma<(N+2) /(N-2)$ and $N \geqq 3$. The results of [3] for the scalar case are not immediately extended to this case. For that purpose, the first step would be to see how the results of Gidas-Ni-Nirenberg [6] look (if at all!) in this case. We remark that the extension obtained by Troy [15] does not cover the type of systems studied in this paper.

Remark 4.1. The condition $-\gamma+2 \sqrt{\delta}<0$ is used in order to guarantee that the operator $T_{0} \equiv(-\Delta+B)^{-1}$ is positive. If this condition is not satisfied, but one has $\gamma+\lambda_{1}>\sqrt{\delta}$, everything still works provided $\hat{\lambda}_{1}$ in the right sides of assumptions (f7) and (f8) is replaced by $\hat{\lambda}_{1}-\gamma+2 \sqrt{\delta}$.

Nonexistence of positive solutions in the case when $f(u)=u^{p}$, for $p \geqq(N+2) /(N-2)$ and $N \geqq 3$. As in the scalar case this is proved using an identity of the Pohozaev type. The function $f(u)=u^{p}$ for $u \geqq 0$ is extended as $f(u)=0$ for $u<0$. Then it follows from Remark 2.7 that all eventual solutions $u$ and $v$ of (4.1) are positive in $\Omega$, provided we assume that $-\gamma+2 \sqrt{\delta}<0$. Consequently the nonexistence of nontrivial solutions for system (4.1) (in star-shaped domains $\Omega$ ) with such an $f$ follows readily from the two lemmas below.

Lemma 4.1. Let $u$ and $v$ be solutions of (4.1). Then the following identity holds

$$
\begin{equation*}
2 N \int F(u)-(N-2) \int u f(u)-2 \int u v-\frac{2}{\delta} \int|\nabla v|^{2}=\oint(x \cdot \nu)\left[|\nabla u|^{2}-\frac{1}{\delta}|\nabla v|^{2}\right] \tag{4.3}
\end{equation*}
$$

where $F(s)=\int_{0}^{s} f$ and $\int$ denotes (volume) integral over $\Omega$ and $\oint$ (surface) integral over $\partial \Omega$. Here $\nu$ denotes the outward unit normal.

Lemma 4.2. Let $u$ and $v$ be solutions of (4.1). Assume that $-\gamma+2 \sqrt{\delta}<0$. Then $u-(1 / \sqrt{\delta}) v$ is positive in $\Omega$ and

$$
\frac{\partial u}{\partial \nu}<\frac{1}{\sqrt{\delta}} \frac{\partial v}{\partial \nu}<0 \quad \text { on } \partial \Omega .
$$

To conclude this section, we prove the two lemmas above.
Proof of Lemma 4.1. First we use the general form of Pohozaev's identity for solutions of the $-\Delta u=g(x, u)$ in $\Omega$ and $u=0$ on $\partial \Omega$; see [3]. This identity will be applied separately to the first and second equations in (4.1). Observe that for the first equation, $g(x, s)=f(s)-v(x)$, and for the second equation, $g(x, s)=\delta u(x)-\gamma s$. Then we obtain the following two identities

$$
\begin{align*}
& 2 N \int[F(u)-u v]-2 \int(x \cdot \nabla v) u-(N-2) \int[f(u)-v] u=\oint(x \cdot \nu)|\nabla u|^{2}  \tag{4.4}\\
& 2 N \int\left[\delta u v-\frac{1}{2} \gamma v^{2}\right]+2 \delta \int(x \cdot \nabla u) v-(N-2) \int[\delta u-\gamma v] v=\oint(x \cdot \nu)|\nabla v|^{2} . \tag{4.5}
\end{align*}
$$

(If one prefers to ignore [3], identities (4.4) and (4.5) may be obtained in the standard way Pohozaev's identities are proved. Use the multiplier $x \cdot \nabla u$ in the first equation of (4.1) and $x \cdot \nabla x$ in the second.) It follows from the divergence theorem that

$$
\begin{equation*}
\int(x \cdot \nabla v) u+\int(x \cdot \nabla u) v=-N \int u v . \tag{4.6}
\end{equation*}
$$

Next dividing (4.5) through by $\delta$, subtracting the result from (4.4) and using (4.6), we obtain

$$
\begin{equation*}
2 N \int F(u)-(N-2) \int u f(u)-4 \int u v+\frac{2 \gamma}{\delta} \int v^{2}=\oint(x \cdot \nu)\left[|\nabla u|^{2}-\frac{1}{\delta}|\nabla v|^{2}\right] . \tag{4.7}
\end{equation*}
$$

Now it follows from the second equation in (4.1) that

$$
\begin{equation*}
\int|\nabla v|^{2}=\delta \int u v-\gamma \int v^{2} \tag{4.8}
\end{equation*}
$$

Taking (4.8) into (4.7), we obtain the identity (4.3).
Proof of Lemma 4.2. It follows from $-\gamma+2 \sqrt{\delta}<0$ that there exists a real number $k$ such that $\sqrt{\delta}<k<\gamma-\sqrt{\delta}$. Using (4.1), it is easy to check that

$$
(-\Delta+k)\left(u-\frac{1}{\sqrt{\delta}} v\right) \geqq 0 \quad \text { in } \Omega
$$

from which the assertion of the lemma follows. Observe that we know that all (eventual) solutions of (4.1) would be positive.
5. Existence of two nontrivial solutions for a class of sublinear systems. Let us once more consider system (2.1) under conditions (f1), (f2), (f3) or (f4). As in previous sections we discuss, instead of system (2.1), its equivalent form given by equation (2.3). In this section we propose to treat the question of existence of solutions of (2.3) by a variational argument. So we look for the critical points of the functional

$$
\begin{equation*}
\Phi(u)=\frac{1}{2} \int|\nabla u|^{2}+\frac{1}{2}(B u, u)-\int F(x, u) \tag{5.1}
\end{equation*}
$$

where $F(x, s)=\int_{0}^{s} f(x, \xi) d \xi$. Although this functional is well defined in $H_{0}^{1}$ if we assume ( f 3 ), this is not the case if ( f 4 ) is assumed instead. Observe that both (f2) and (f4) restrict $f$ only in one direction. So some truncation has to be done. The existence of a priori bounds on the solutions of (2.3) in either case ((f3) or (f4) assumed), as proved in $\S 2$, allows us to truncate the nonlinearity $f$ in such a way that the functional $\Phi$ is well defined in $H_{0}^{1}$ and it is bounded from below. Indeed, if case (f3) is assumed, we choose an appropriate $\tilde{C}>\hat{C}$ and do this truncation for $|s| \geqq \tilde{C}$ (see Proposition 2.1 and Remark 2.3) preserving $\mu, M$ and $C_{\varepsilon}$ and in such a way that $\lim _{|s| \rightarrow \infty}(f(x, s) / s)=l$ where $0<l<\tilde{\lambda}$. In case we assume (f4) the truncation is done for $|s| \geqq m$ (see Proposition 2.2), and in such a way that $\lim _{|s| \rightarrow \infty}(f(x, s) / s)=-k$, where the constant $k$ is given in (2.8). The truncation so done has the very essential feature that the new equation (2.3) with this truncated function has the same solutions as the solutions of the original equation (2.3).

One sees immediately that $\Phi: H_{0}^{1}(\Omega) \rightarrow R$ is $C^{1}$ and

$$
\begin{equation*}
\left(\Phi^{\prime}(u), \omega\right)_{H^{1}}=\int \nabla u \cdot \nabla \omega+\int(B u) \omega-\int f(x, u) \omega \tag{5.2}
\end{equation*}
$$

So the critical points of $\Phi$ are the $H_{0}^{1}$ solutions of (2.3). By a bootstrap argument it follows that these solutions are in fact in $C^{2, \alpha}(\bar{\Omega})$.

Lemma 5.1. The functional $\Phi$ defined above satisfies the Palais-Smale condition.
Proof. (i) In view of Poincare's inequality we may consider $H_{0}^{1}$ endowed with the inner product $(u, \omega)_{H^{1}}=\int \nabla u \cdot \nabla \omega$. It is well known that the nonlinear operator $\tilde{f}: H_{0}^{1}$ $\rightarrow H_{0}^{1}$ defined by $(\tilde{f}(u), \omega)_{H^{1}}=\int f(x, u) \omega, \forall \omega \in H_{0}^{1}$, is compact. (Recall that $f$ has linear growth in view of the truncation.) On the other hand the (linear) operator $\tilde{B}: H_{0}^{1} \rightarrow H_{0}^{1}$ defined by $(\tilde{B} u, \omega)_{H^{1}}=\int(B u) \omega$ is also compact. This follows readily from the compact imbedding of $H_{0}^{1}$ in $L^{2}$. Consequently $\Phi^{\prime}=I+\tilde{B}-\tilde{f}$, that is, $\Phi^{\prime}$ is of the form identity + compact operator. Thus to prove the Palais-Smale condition, it is enough to show that any sequence ( $u_{n} \in H_{0}^{1}$ ) such that $\left|\Phi\left(u_{n}\right)\right| \leqq C$ and $\Phi^{\prime}\left(u_{n}\right) \rightarrow 0$ in $H_{0}^{1}$ possesses a subsequence (denoted again by $u_{n}$ ) such that $\left\|u_{n}\right\|_{H^{1}} \leqq C$.
(ii) It follows from $\Phi^{\prime}\left(u_{n}\right) \rightarrow 0$ that given $\varepsilon_{n} \downarrow 0$ there exists a subsequence of ( $u_{n}$ ) (denoted again by $u_{n}$ ) such that

$$
\begin{equation*}
\left|\int \nabla u_{n} \cdot \nabla \omega+\int\left(B u_{n}\right) \omega-\int f\left(x, u_{n}\right) \omega\right| \leqq \varepsilon_{n}\|\omega\|_{H^{1}} \tag{5.3}
\end{equation*}
$$

Now using (5.3) with $\omega=u_{n}$ and estimating with the help of (1.8), we get

$$
\begin{equation*}
\tilde{\lambda} \int\left|u_{n}\right|^{2} \leqq \int f\left(x, u_{n}\right) u_{n}+\varepsilon_{n}\left\|u_{n}\right\|_{H^{1}} . \tag{5.4}
\end{equation*}
$$

From the properties of the truncated $f$ we obtain from (5.4)

$$
\begin{equation*}
\int u_{n}^{2} \leqq C+C \varepsilon_{n}\left\|u_{n}\right\|_{H^{1}} \tag{5.5}
\end{equation*}
$$

Next from $\left|\Phi\left(u_{n}\right)\right| \leqq C$ we infer that

$$
\begin{equation*}
\int\left|\nabla u_{n}\right|^{2} \leqq \int\left(B u_{n}\right) u_{n}+2 \int\left|F\left(x, u_{n}\right)\right|+C \tag{5.6}
\end{equation*}
$$

and finally using the properties of the truncated $f$, we obtain from (5.6) and (5.5) that $\int\left|\nabla u_{n}\right|^{2} \leqq C+C \varepsilon_{n}\left\|u_{n}\right\|_{H^{1}}$ which proves that $\left\|u_{n}\right\|_{H^{1}} \leqq C$.

Remark 5.1. It follows immediately from the previous remarks that system (2.1) has at least one solution under hypotheses (f1), (f2), and (f3) or (f4). Indeed, since $\Phi$ is $C^{1}$ functional, bounded below and satisfying the Palais-Smale condition, it follows that it has a global minimum $u_{1}, \Phi\left(u_{1}\right)=\inf \left\{\Phi(u): u \in H_{0}^{1}\right\}$. One cannot expect in general the existence of more solutions. Indeed if $f(u)=\lambda u$ with $\lambda<\tilde{\lambda}$, equation (2.3) in this case has only the trivial solution! So some additional assumption is necessary.

Now we treat a problem which is superlinear at 0 , in the sense that the condition below holds:
(f10) $f$ is differentiable at $0, f(x, 0)=0$, and $f^{\prime}(x, 0)<\tilde{\lambda}$.
Example 2 in §2 satisfies condition (f10).
Theorem 5.2. Assume conditions (f1), (f2), (f3) or (f4), and (f10). In addition suppose that there exists $\xi>0$ such that

$$
\begin{gather*}
F(\xi) \geqq F(s) \quad \forall 0 \leqq s \leqq \xi  \tag{5.7}\\
\frac{2 F(\xi)}{\xi^{2}}>\min \left\{\frac{1}{R^{2}} \frac{(1+t)^{2}}{t^{2}} \frac{(1+t)^{N}-1}{2-(1+t)^{N}}+\frac{\delta}{\gamma} \frac{(1+t)^{N}}{2-(1+t)^{N}}: 0<t<2^{1 / N}-1\right\} \tag{5.8}
\end{gather*}
$$

where $R$ denotes the radius of the largest ball contained in $\Omega$. Then equation (2.3) has at least two nontrivial solutions.

Remark 5.2. Condition (5.8) is the analogue of a condition introduced by one of the authors (D.G.F.) in [4] for the scalar case. We remark that if there is a $\xi>0$ such that $F(\xi)>0$ then the condition is satisfied (for example if $\Omega$ is a large ball and $\delta$ is very small). The special case of Example 2 was studied by Klaasen and Mitidieri [9]. Condition (5.8) follows readily from their conditions: (i) $\Omega$ to be a large ball, and (ii) $\gamma / \delta>9 /\left(2 a^{2}-5 a+2\right)$.

Proof. It suffices to prove that there exists $\tilde{u} \in H_{0}^{1}$ such that $\Phi(\tilde{u})<0$. Once this is done, we see that the global minimum $u_{1}$ of $\Phi$ is a nontrivial solution since $\Phi\left(u_{1}\right)=$ $\inf \Phi<0$. The second solution is obtained immediately by an application of the Mountain Pass Theorem of Ambrosetti-Rabinowitz [1], since 0 is a strict local minimum in view of assumption (f10). In order to see that there are points in $H_{0}^{1}$ where the functional $\Phi$ is negative we consider the functions $u_{t}$ below. We may assume that the ball centered at 0 with radius $R$ is contained in $\Omega$, where $R$ is the radius of the largest ball contained in $\Omega$. Defining

$$
u_{t}(x)=\left\{\begin{array}{l}
\xi \quad \text { if }\|x\| \leqq R /(1+t) \\
\xi\left[1-\frac{1+t}{t R}\left(\|x\|-\frac{R}{1+t}\right)\right] \quad \text { if } \frac{R}{1+t} \leqq\|x\| \leqq R, \\
0 \quad \text { if } x \in \Omega \backslash B_{R}(0)
\end{array}\right.
$$

the result follows by a calculation from conditions (5.7) and (5.8).
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$$
\begin{aligned}
& \text { Abstract. We consider the eigenvalue problem } \\
& \qquad \begin{array}{ll}
L_{k} u_{k}=\lambda \sum_{i=1}^{r} m_{k i} u_{i} & \text { in } \Omega, \\
u_{k}=0 & \text { on } \partial \Omega,
\end{array}
\end{aligned}
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^{n}, n \geqq 1$, with smooth boundary $\partial \Omega$ and for $k=1, \cdots, r, L_{k}$ is a second order uniformly elliptic operator. The coupling coefficients are such that $m_{i j} \geqq 0, i \neq j$ and for at least one $k$, $m_{k k}^{+} \neq 0$. We establish the existence of positive characteristic values with associated positive solutions. We also investigate the multiplicity of such characteristic values and establish bifurcation results for nonlinear perturbations of the linear problem.
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1. Introduction. Consider the eigenvalue problem

$$
\begin{array}{ll}
L_{k} u_{k}=\lambda \sum_{i=1}^{r} m_{k i} u_{i} & \text { in } \Omega,  \tag{1.1}\\
u_{k}=0 & \text { on } \partial \Omega
\end{array}
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^{n}, n \geqq 1$, with smooth boundary $\partial \Omega$, and for $k=1, \cdots, r$

$$
\begin{equation*}
L_{k}=\sum_{i, j=1}^{n} a_{i j}^{k} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} a_{i}^{k} \frac{\partial}{\partial x_{i}}+a_{0}^{k} \tag{1.2}
\end{equation*}
$$

is a uniformly elliptic differential operator of second order with coefficients continuous on $\bar{\Omega}$ and $a_{0}^{k}(x) \geqq 0, x \in \bar{\Omega}$. The coefficients $m_{k i}, 1 \leqq k, i \leqq r$ are also assumed to belong to $C^{0}(\bar{\Omega}, \mathbb{R})$. The parameter $\lambda \in \mathbb{R}$ is assumed to be positive.

In a recent paper, $\mathbf{P}$. Hess [11] showed that if $m_{i j} \geqq 0, i \neq j$ and if for at least one $k$, $m_{k k}^{+} \neq 0$, then (1.1) has a positive characteristic value with associated nontrivial solution $u=\operatorname{col}\left(u_{1}, \cdots, u_{r}\right) \in K=\left\{v \in C^{0}\left(\bar{\Omega}, \mathbb{R}^{r}\right): v_{i} \geqq 0,1 \leqq i \leqq r\right\}$. The purpose of this paper is to examine this important result more closely. We obtain a somewhat more detailed understanding of the multiplicity and character of the nontrivial solutions to (1.1), leading to results on bifurcation questions for associated nonlinear eigenvalue problems.

[^72]To this end, we shall begin by proving the main result of Hess [11] in a slightly different way, relying on ideas employed earlier by the second author in [18]. We then give an extension of the result to the multiparameter problem

$$
\begin{array}{ll}
L_{k} u_{k}=\lambda_{k} \sum_{i=1}^{r} m_{k i} u_{i} & \text { in } \Omega  \tag{1.3}\\
u_{k}=0 & \text { on } \partial \Omega, \quad k=1, \cdots, r
\end{array}
$$

Together with some conditions for the uniqueness and simplicity of such characteristic values of (1.1), our result on (1.3) explains how multiplicities greater than one occur in a number of cases. Finally, we apply these results to the problem of positive solutions to nonlinear eigenvalue problems, including the problem of coexistence steady states in the Volterra-Lotka competition model with diffusion, recently studied by Cosner and Lazer [8].
2. Main results. Let $L_{k}, 1 \leqq k \leqq r$ also denote the realization of $L_{k}$ in $C_{0}^{0}(\bar{\Omega}, \mathbb{R})$ subject to Dirichlet boundary conditions. Then $L_{k}: C_{0}^{0}(\bar{\Omega}, \mathbb{R}) \supset \operatorname{dom}\left(L_{k}\right) \rightarrow C_{0}^{0}(\bar{\Omega}, \mathbb{R})$ is invertible, with compact inverse. Furthermore, $L_{k}^{-1}$ is a positive operator with respect to the cone of nonnegative functions. Denote by $M$ the matrix $M=\left(m_{i j}\right), 1 \leqq i, j \leqq r$ and think of $M$ as a multiplication operator. (Recall that $m_{i j} \geqq 0$ if $i \neq j$.) Then (1.1) may be written as

$$
\begin{equation*}
L u=\lambda M u, \tag{2.1}
\end{equation*}
$$

where

$$
L=\left[\begin{array}{ccc}
L_{1} & & 0 \\
& \ddots & \\
0 & & L_{r}
\end{array}\right], \quad u=\left[\begin{array}{l}
u_{1} \\
\vdots \\
u_{r}
\end{array}\right],
$$

and $L^{-1}$ is a compact operator on $C_{0}^{0}\left(\bar{\Omega}, \mathbb{R}^{r}\right)$ which is positive with respect to the cone $K$ in $C_{0}^{0}\left(\bar{\Omega}, \mathbb{R}^{r}\right)$, i.e. $L^{-1}(K) \subset K$.

Let us choose $\mu>0$ such that all elements on the main diagonal of $M+\mu I=M+\mu$, where $I$ is the $r \times r$ identity matix, are positive. Then (2.1) is equivalent to

$$
\begin{equation*}
(L+\lambda \mu) u=\lambda(M+\mu) u \tag{2.2}
\end{equation*}
$$

and since $\mu$ and $\lambda$ are positive $(L+\mu \lambda)^{-1}$ is also a compact operator positive with respect to $K$. Thus (2.2) is equivalent to

$$
\begin{equation*}
u=\lambda(L+\lambda \mu)^{-1}(M+\mu) u . \tag{2.3}
\end{equation*}
$$

We let $A_{\lambda}=\lambda(L+\lambda \mu)^{-1}(M+\mu)$. The following result then holds.
Lemma 2.1. Let $r\left(A_{\lambda}\right)$ denote the spectral radius of $A_{\lambda}$. Then the mapping $\lambda \rightarrow r\left(A_{\lambda}\right)$ is continuous on $(0, \infty)$ with $\lim _{\lambda \rightarrow 0^{+}} r\left(A_{\lambda}\right)=0$.

Proof. The map $A_{\lambda}$ depends continuously on $\lambda$ in the strong operator topology. Since the family $\left\{A_{\lambda}\right\}$ is a compact family, it follows from a result of Nussbaum [13] that the map $\lambda \rightarrow r\left(A_{\lambda}\right)$ is continuous.

Lemma 2.2. Assume $m_{k k}^{+} \neq 0$ for some $k \in\{1, \cdots, r\}$. Then there exists $\lambda>0$ such that $r\left(A_{\lambda}\right) \geqq 1$.

Proof. According to Hess-Kato [12], there exists $\lambda>0$ and $u_{k} \in C_{0}^{0}(\bar{\Omega}, \mathbb{R}), u_{k}(x)>$ $0, x \in \Omega$ such that

$$
L_{k} u_{k}=\lambda m_{k k} u_{k} .
$$

Letting $u=\operatorname{col}\left(0, \cdots, u_{k}, 0, \cdots, 0\right)$ one gets $L u \leqq \lambda M u$. Thus $(L+\lambda \mu) u \leqq \lambda(M+\mu) u$. Hence for this value of $\lambda$

$$
u \leqq \lambda(L+\lambda \mu)^{-1}(M+\mu) u
$$

i.e. $u \leqq A_{\lambda} u$.

Iterating this inequality, we get $u \leqq A_{\lambda}^{n} u$, and since the $C_{0}^{0}$ norm is monotone with respect to the cone $K$, we get

$$
|u| \leqq\left|A_{\lambda}^{n} \| u\right| .
$$

Hence $1 \leqq\left|A_{\lambda}^{n}\right|^{1 / n}$. Thus $r\left(A_{\lambda}\right) \geqq 1$.
Theorem 2.3. Let $m_{k k}^{+} \neq 0$ for some $k \in\{1,2, \cdots, r\}$. Then there exists a smallest $\bar{\lambda}>0$ and $u \in K \backslash\{0\}$ such that

$$
u=A_{\bar{\lambda}} u,
$$

i.e. $L u=\bar{\lambda} M u$.

Proof. Since $r\left(A_{\lambda}\right)$ is continuous and $r\left(A_{\lambda}\right) \rightarrow 0$ as $\lambda \rightarrow 0$ and since by Lemma 2.2, there exists $\lambda$ such that $r\left(A_{\lambda}\right) \geqq 1$, it follows that there exists a smallest $\bar{\lambda}$ such that

$$
r\left(A_{\bar{\lambda}}\right)=1 .
$$

Since $A_{\bar{\lambda}}$ is positive and compact and $K$ is total one may employ the theorem of Krein-Rutman (see [2]) to conclude that there exists $u \in K \backslash\{0\}$ such that

$$
u=r\left(A_{\bar{\lambda}}\right) u=A_{\bar{\lambda}} u,
$$

i.e., $L u=\bar{\lambda} M u$.

Corollary 2.4. If $\lambda>0$ is any other characteristic value, then $\lambda \geqq \bar{\lambda}$.
Proof. Let $\lambda$ be a characteristic value. Then there is $u \neq 0$ such that $u=A_{\lambda} u$. Iterating, one obtains $u=A_{\lambda}^{n} u$. Hence $1 \leqq\left|A_{\lambda}^{n}\right|^{1 / n}$, implying that $r\left(A_{\lambda}\right) \geqq 1$. The result then follows from the proof of Theorem 2.3.

Now consider (1.3). Assume that ( $\lambda_{1}, \cdots, \lambda_{r}$ ) is restricted to a ray emanating from the origin of $\mathbb{R}^{r}$ into the positive cone. Theorem 2.3 then obtains in most cases. To see this, observe that if $\left(\lambda_{1}, \cdots, \lambda_{r}\right)$ is as restricted, (1.3) is equivalent to

$$
\begin{equation*}
L u=t \tilde{M} u \tag{2.4}
\end{equation*}
$$

where

$$
\tilde{M}=\left[\begin{array}{ccc}
\lambda_{1}^{0} & & \\
& \ddots & \\
& & \lambda_{r}^{0}
\end{array}\right] M, \quad t \in I
$$

$\lambda_{1}^{0} \geqq 0$ and $\left(\lambda_{1}^{0}\right)^{2}+\cdots+\left(\lambda_{r}^{0}\right)=1$. The result follows provided $\tilde{m}_{k k}^{+}=\lambda_{k}^{0} m_{k k}^{+} \neq 0$ for some $k \in\{1,2, \cdots, r\}$.

Suppose now that $\lambda=\left(\lambda_{1}, \cdots, \lambda_{r}\right)$ is such that $\lambda_{i} \geqq 0$ and $|\lambda|^{2}>0$. Define

$$
A_{\lambda}=|\lambda|^{2}\left(L+|\lambda|^{2} \mu\right)^{-1}(\tilde{M}+\mu)
$$

with

$$
\tilde{M}=\frac{1}{|\lambda|^{2}}\left[\begin{array}{lll}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{r}
\end{array}\right] M
$$

If $\left|\lambda^{0}\right|^{2}=1$, and $\lambda_{i}^{0}>0, i=1, \cdots, r$, we define $F\left(\lambda^{0}\right)=\bar{t}\left(\lambda^{0}\right)$, where $\bar{t}>0$ is the smallest number such that $r\left(A_{i \lambda^{0}}\right)=1$. There are a number of conditions under which the function $F$ is continuous. In particular, we have the following result.

Theorem 2.5. $F$ is continuous at $\lambda^{0} \in\left(\mathbb{R}_{+}\right)^{r} \cap S^{r-1}$ provided any one of the following conditions holds:
i) $m_{i j} \geqq 0$ for $i, j=1, \cdots, k$.
ii) If $F\left(\lambda^{0}\right)=\bar{t} \lambda^{0}$, then $\bar{t}$ is the only positive number $t$ such that $u=A_{t \lambda^{0}} u$ has $a$ nontrivial solution $u \in K$.

Proof. In case (i), $r\left(A_{t \lambda^{0}}\right)$ is a nondecreasing function of $t, t \geqq 0$. The result follows from an application of a result of Nussbaum [13]. In case (ii), one uses a simple compactness argument.
3. Coupling and multiplicity. In this section we investigate the question of uniqueness and multiplicity of the characteristic values of (1.1). We begin with the following lemma.

Lemma 3.1. Suppose $\mu \geqq 0$ is chosen so that all entries of the matrix $M+\mu$ are nonnegative and that there exists $x_{0} \in \Omega$ such that $(M+\mu)\left(x_{0}\right)$ is irreducible. Then if $L u=\lambda M u$ and $u \in K \backslash\{0\}$, then in fact $u \in \operatorname{int} K$ (where int is with respect to the $C^{1}(\bar{\Omega})$ topology).

Proof. Since $L u=\lambda M u$ we have that

$$
(L+\lambda \mu) u=\lambda(M+\mu) u,
$$

and componentwise

$$
\left(L_{i}+\lambda \mu\right) u_{i}=\lambda \sum_{j=1}^{r}\left(m_{i j}+\mu \delta_{i j}\right) u_{j} \geqq 0 .
$$

It then follows from the Hopf maximum principle that for each $i \in\{1, \cdots, r\}$, either $u_{i} \equiv 0$ on $\bar{\Omega}$ or $u_{i}(x)>0$, for all $x \in \Omega$.

Since $u \in K \backslash\{0\}$, there must be at least one $i_{0} \in\{1, \cdots, r\}$ such that $u_{i_{0}}(x)>0$ on $\Omega$. If there is no other such $i,(M+\mu)\left(x_{0}\right)$ has a one-dimensional invariant subspace, contradicting the assumption of irreducibility. Hence there is $i_{1} \in\{1, \cdots, r\}, i_{1} \neq i_{0}$ such that $u_{i_{1}}(x)>0$ on $\Omega$. If $i_{0}$ and $i_{1}$ are the only such, then $(M+\mu)\left(x_{0}\right)$ has a two-dimensional invariant subspace, again a contradiction. Iterating this argument now guarantees $u_{i}(x)>0$ on $\Omega$ for $i=1, \cdots, r$. It further follows from [10, Lemma 3.4] that $\partial u_{i} / \partial \nu$ is negative on $\partial \Omega$ for each $i$, proving the result.

Theorem 3.2. Suppose there are $\mu \geqq 0$ and $x_{0} \in \Omega$ such that $(M+\mu)\left(x_{0}\right)$ is irreducible. Then if $\bar{\lambda}$ is as in Theorem 2.3, $\bar{\lambda}$ is a geometrically simple eigenvalue.

Proof. Suppose $u$ and $v$ are nontrivial solutions of (1.1) with $u \in K$. Lemma 3.1 implies $u \in \operatorname{int} K$. Hence for small $\delta, u-\delta v \in \operatorname{int} K$. Let $\delta^{*}=\sup \{\delta>0: u-\delta v \in \operatorname{int} K\}$, $\delta_{*}=\inf \{\delta<0: u-\delta v \in \operatorname{int} K\}$. Since $v \neq 0$ at least one of $\delta^{*}$ or $\delta_{*}$ must be finite. With no loss of generality, assume $\delta^{*}<\infty$. Then $u-\delta^{*} v \in \partial K$. Lemma 3.1 implies $u \equiv \delta^{*} v$.

Lemma 3.3. Suppose there are $\mu \geqq 0$ and $x_{0} \in \Omega$ such that $(M+\mu)\left(x_{0}\right)$ is irreducible. Then if $\bar{\lambda}$ is as in Theorem 2.3, $\left(I-A_{\bar{\lambda}}\right)^{2} z=0$ implies $\left(I-A_{\lambda}\right) z=0$.

Proof. Suppose $\left(I-A_{\bar{\lambda}}\right)^{2} z=0$. Then Theorem 3.2 implies that $\left(I-A_{\bar{\lambda}}\right) z=c u$, where $u=A_{\bar{\lambda}} u$. Let $A_{\lambda}^{*}$ denote the Banach space adjoint of $A_{\bar{\lambda}}$ considered in $C_{0}\left(\bar{\Omega}, \mathbb{R}^{r}\right)$. The Krein-Rutman theorem implies there is a continuous linear functional $f^{*}$ (with $f^{*}(K) \subset[0, \infty]$ and $\left.f^{*}(\operatorname{int} K) \subset(0, \infty)\right)$ such that $A_{\lambda}^{*} f^{*}=f^{*}$. Hence

$$
f^{*} z-f^{*} A_{\bar{\lambda}} z=c f^{*}(u)
$$

which implies $0=c f^{*}(u)$. Hence, since $u \in \operatorname{int} K, c=0$.

Theorem 3.4. Suppose $m_{i i} \geqq 0$ for $i=1, \cdots, r$. Then if $M\left(x_{0}\right)$ is irreducible for some $x_{0} \in \Omega$ and $\bar{\lambda}$ is as in Theorem 2.3, $\bar{\lambda}$ is an algebraically simple eigenvalue and the only positive eigenvalue admitting a solution $u$, where $u \in K$.

Proof. That $\bar{\lambda}$ is an algebraically simple eigenvalue is a consequence of Lemma 3.3. Suppose now $\lambda^{\prime}>\bar{\lambda}$ is such that $v=\lambda^{\prime} L^{-1} M v$, with $v \in K$. Then Lemma 3.1 implies $v \in \operatorname{int} K$. Furthermore, since $r\left(A_{\lambda}\right)$ is a strictly increasing function of $\lambda, r\left(A_{\lambda^{\prime}}\right)>1$. The Krein-Rutman theorem implies the existence of $\tilde{v} \in K \backslash\{0\}$ such that $r\left(A_{\lambda^{\prime}}\right) \tilde{v}=$ $A_{\lambda^{\prime}} \tilde{v}$. Applying Lemma 3.1 to the equation

$$
L \tilde{v}=\frac{\lambda^{\prime}}{r\left(A_{\lambda^{\prime}}\right)} M \tilde{v}
$$

we conclude that in fact $\tilde{v} \in \operatorname{int} K$. For $\delta>0$ and sufficiently small, $v-\delta \tilde{v} \in \operatorname{int} K$. Let $\delta^{*}=\sup \{\delta>0: v-\delta \tilde{v} \in \operatorname{int} K\}$. Since $\tilde{v} \in \operatorname{int} K, \delta^{*}<\infty$ and $v-\delta^{*} \tilde{v} \in K$, i.e., $\delta^{*} \tilde{v} \leqq v$. Hence $\delta^{*} r\left(A_{\lambda^{\prime}}\right) \tilde{v}=\delta^{*} A_{\lambda^{\prime}} v \leqq A_{\lambda^{\prime}} v=v$. It follows that $\delta^{*} r\left(A_{\lambda^{\prime}}\right) \leqq \delta^{*}$, and so $r\left(A_{\lambda^{\prime}}\right) \leqq 1$, a contradiction.

We do not know in general whether Theorem 3.4 remains valid if the assumption $m_{i i} \geqq 0$ for $i=1, \cdots, r$ is removed. However, with some additional restrictions on the system (1.1), the theorem remains valid. As we shall see, the restrictions are substantial. Nevertheless, the result is quite useful from the point of view of applications to nonlinear analysis. Before stating the result, we give two lemmas which will be needed in the proof.

Lemma 3.5. Suppose that $m_{i j}(x) \leqq 1 / r, i \neq j$, and that $-1 \leqq m_{i i} \leqq-1+1 / r$ for $j, i=1, \cdots, r$. Then there is no positive eigenvalue for (1.1) admitting a solution in $K \backslash\{0\}$.

Proof. The result follows from an application of the maximum principle. See [14, pp. 188-192].

Lemma 3.6. Let $m_{i i}+1>0$ for $i=1, \cdots, r$, let $M+I$ be irreducible, and assume there is $\lambda>0$ and $u \in K \backslash\{0\}$ such that $L u=\lambda M u$. Then $N\left(\left(I-\lambda L^{-1} M\right)^{2}\right)=$ $N\left(I-\lambda L^{-1} M\right)=\langle u\rangle$, whenever $L^{-1} M=M L^{-1}$.

Proof. That $N\left(I-\lambda L^{-1} M\right)=\langle u\rangle$ follows from the fact that $u \in \operatorname{int} K$ (see Lemma 3.1). Consider $\lambda(L+\lambda)^{-1}(M+1)$. By the proof of Theorem 3.4, $r\left(\lambda(L+\lambda)^{-1}(M+1)\right)$ $=1$. If $A_{\lambda}^{*}$ denotes the Banach space adjoint of $\lambda(L+\lambda)^{-1}(M+1)$, the Krein-Rutman theorem guarantees the existence of continuous linear functional $f^{*}$ such that $A_{\lambda}^{*} f^{*}=$ $f^{*}$ and such that $f^{*}($ int $K) \subset(0, \infty)$.

Suppose $(L-\lambda M)^{2} x=0$. Then $L x-\lambda M x=c u$, for some $c \in \mathbb{R}$. Hence $(L+\lambda) x-$ $\lambda(M+1) x=c u$, or equivalently, $x-\lambda(L+\lambda)^{-1}(M+1) x=c(L+\lambda)^{-1} u$. It follows that $f^{*} x-f^{*}\left(\lambda(L+\lambda)^{-1}(M+1) x\right)=c f^{*}\left((L+\lambda)^{-1} u\right)$. Now $f^{*}\left(\lambda(L+\lambda)^{-1}(M+1) x\right)=$ $\left(A_{\lambda}^{*} f^{*}\right) x=f^{*} x$. So $0=c f^{*}\left((L+\lambda)^{-1} u\right)$. Since $u \in \operatorname{int} K, c=0$.

Finally, if $L^{-1} M=M L^{-1}$ and $\left(I-\lambda L^{-1} M\right)^{2} x=0$, then a simple computation shows $(L-\lambda M)^{2} x=0$. Hence $(L-\lambda M) x=0$, or equivalently, $\left(I-\lambda L^{-1} M\right) x=0$.

Remark 3.7. We note that in Lemma 3.6 that we do not need $m_{i i}>0$ for some $i \in\{1,2, \cdots, r\}$.

Theorem 3.8. Suppose that the conditions of Theorem 2.3 are satisfied. In addition, assume
(i) $m_{i j} \leqq 1 / r$, if $i \neq j$;
(ii) $-1 / 2 r<m_{i i}<1 / 2 r$, for $i=1, \cdots, r$.

If $L^{-1} M=M L^{-1},(M+I)$ is irreducible, and if $\bar{\lambda}$ is as in Theorem 2.3, then $\bar{\lambda}$ is a simple eigenvalue for (1.1) and the only positive eigenvalue admitting a solution $u$, with $u \in K \backslash\{0\}$.

Remark 3.9. (a) Since (1.1) may be rescaled, conditions (i) and (ii) above are restrictions only on the relative sizes of the diagonal versus off-diagonal terms of the matrix $M$. The commutativity condition requires that $L_{i}=L_{j}$ for $i, j=1, \cdots, r$, and that $M$ be constant, although $M$ may have negative entries on its main diagonal.
(b) The proof relies on an "unfolding" of the problem in a manner analogous to that employed in [12]. We also obtain partial results in case $(M+I)\left(x_{0}\right)$ is irreducible for some $x_{0} \in \Omega$ (dropping the commutativity assumption).

Proof of Theorem 3.8. Assume initially only that $M$ satisfies conditions (i) and (ii) of the hypotheses and that $(M+I)\left(x_{0}\right)$ is irreducible for some $x_{0} \in \Omega$. Let $\lambda>0$ and $t \in \mathbb{R}$ and define $A_{\lambda, t}$ by

$$
A_{\lambda, t}=\lambda(L+\lambda)^{-1}(M-t+1) .
$$

We first observe that there is $t^{*} \in(0,1-1 / 2 r)$ such that $A_{\lambda, t}$ is a positive operator for $\lambda>0$ and $t \leq t^{*}$ and that the equation

$$
\begin{equation*}
u=A_{\lambda, t} u \tag{3.1}
\end{equation*}
$$

has no solution with $\lambda>0, t=t^{*}$, and $u \in K \backslash\{0\}$. To see that this is the case, consider

$$
-\frac{1}{2 r}<\min _{x \in \bar{\Omega}} m_{i i}(x) \leqq \max _{x \in \bar{\Omega}} m_{i i}(x)<\frac{1}{2 r}
$$

for some $i \in\{1,2, \cdots, r\}$. It follows that if $0<t<1-1 / 2 r$, then $\min _{x \in \bar{\Omega}} m_{i i}(x)-t>$ -1 , and that if $t>\max _{x \in \bar{\Omega}} m_{i i}(x)+1-\frac{1}{r}$, then $\max _{x \in \bar{\Omega}}-m_{i i}(x)-t \leqq-1+1 / r$. Since

$$
\max _{x \in \bar{\Omega}} m_{i i}(x)+1-\frac{1}{r}<\frac{1}{2 r}+1-\frac{1}{r}=1-\frac{1}{2 r}
$$

our observation follows from Lemma 3.5.
Next observe that if $t \leqq 0$, Theorem 2.3 implies that there exists a smallest positive number $\bar{\lambda}(t)$ such that (3.1) has a solution $u \in K \backslash\{0\}$. If $t=t^{*}$, no such number exists. We now define a function $f:\left(-\infty, t^{*}\right] \rightarrow[0, \infty)$ by

$$
f(t)= \begin{cases}1 / \bar{\lambda}(t) & \text { provided } \bar{\lambda}(t) \text { exists } \\ 0 & \text { otherwise }\end{cases}
$$

Suppose now $t<t^{\prime} \leqq t^{*}$ and there exists $\lambda\left(t^{\prime}\right)>0$ and $u \in K \backslash\{0\}$ such that

$$
u=\lambda\left(t^{\prime}\right)\left(L+\lambda\left(t^{\prime}\right)\right)^{-1}\left(M-t^{\prime}+1\right) u
$$

Since $0<m_{i i}-t^{\prime}+1<m_{i i}-t+1$ for $i=1, \cdots, r$, we have

$$
u \leqq \lambda\left(t^{\prime}\right)\left(L+\lambda\left(t^{\prime}\right)\right)^{-1}(M-t+1) u
$$

It follows that $\bar{\lambda}(t)$ exists and $\bar{\lambda}(t) \leqq \bar{\lambda}\left(t^{\prime}\right)$. Furthermore, if $f\left(t^{\prime}\right)=0, f(t)=0$ for $t \in\left[t^{\prime}, t^{*}\right]$. Hence $f$ is a monotonic nonincreasing function and, as such, can have at most a countable number of discontinuities.

Suppose now that $\lambda_{0}>0, t_{0}<t^{*}$, and $u \in K \backslash\{0\}$ such that

$$
u=\lambda_{0}\left(L+\lambda_{0}\right)^{-1}\left(M-t_{0}+1\right) u
$$

Lemma 3.1 implies that $u \in \operatorname{int} K$. It follows from Lemma 3.3 that 1 is a simple eigenvalue of $\lambda_{0}\left(L+\lambda_{0}\right)^{-1}\left(M-t_{0}+1\right)$ and that $r\left(\lambda_{0}\left(L+\lambda_{0}\right)^{-1}\left(M-t_{0}-1\right)\right)=1$. Since $r\left(\lambda(L+\lambda)^{-1}(M-t+1)\right)$ depends continuously on $\lambda$ and $t$, a perturbation theory
argument will show that if $\alpha(\lambda, t)=r\left(\lambda(L+\lambda)^{-1}(M-t+1)\right), \alpha$ is an analytic function of $(\lambda, t)$ in a neighborhood of $\left(\lambda_{0}, t_{0}\right)$. Furthermore, one may choose an eigenfunction $u(\lambda, t)$ corresponding to $\alpha(\lambda, t)$ so that $u(\lambda, t)$ is analytic in $(\lambda, t)$ also. (The perturbation theory argument necessary can be adapted from [17, pp. 57-64]. We note only that the simplicity of the eigenvalue 1 of $\lambda_{0}\left(L+\lambda_{0}\right)^{-1}\left(M-t_{0}+1\right)$ is essential to the argument.) Let us now consider the equation

$$
\begin{equation*}
\alpha u=\lambda(L+\lambda)^{-1}(M-t+1) u . \tag{3.2}
\end{equation*}
$$

Differentiating (3.2) with respect to $t$ and evaluating at $\left(\lambda_{0}, t_{0}\right)$ we obtain

$$
\begin{align*}
& \alpha_{t}\left(\lambda_{0}, t_{0}\right) u\left(\lambda_{0}, t_{0}\right)+u_{t}\left(\lambda_{0}, t_{0}\right) \\
& \quad=\lambda_{0}\left(L+\lambda_{0}\right)^{-1}\left(M-t_{0}+1\right) u_{t}\left(\lambda_{0}, t_{0}\right)-\lambda_{0}\left(L+\lambda_{0}\right)^{-1} u\left(\lambda_{0}, t_{0}\right) \tag{3.3}
\end{align*}
$$

Let $A_{\lambda_{0}, t_{0}}^{*}$ be the Banach space adjoint of $A_{\lambda_{0}, t_{0}}$. The Krein-Rutman Theorem implies that there is a continuous linear functional $f^{*}$ (with $f^{*}(\operatorname{int} K) \subset(0, \infty)$ ) such that $f^{*} A_{\lambda_{0}, t_{0}}=A_{\lambda_{0}, t_{0}}^{*} f^{*}=f^{*}$. Applying $f^{*}$ to (3.3) yields

$$
\begin{equation*}
\alpha_{t}\left(\lambda_{0}, t_{0}\right) f^{*}\left(u\left(\lambda_{0}, t_{0}\right)\right)=-\lambda_{0} f^{*}\left[\left(L+\lambda_{0}\right)^{-1} u\left(\lambda_{0}, t_{0}\right)\right] . \tag{3.4}
\end{equation*}
$$

Since $u\left(\lambda_{0}, t_{0}\right) \in \operatorname{int} K, \alpha_{t}\left(\lambda_{0}, t_{0}\right) \neq 0$. The Implicit Function Theorem implies the existence of $\delta>0$ and a smooth function $g:\left(\lambda_{0}-\delta, \lambda_{0}+\delta\right) \rightarrow \mathbb{R}$ such that $g\left(\lambda_{0}\right)=t_{0}$ and $\alpha(\lambda, g(\lambda))=1$.

Since $f$ is nonincreasing, if $t_{1}<t_{2}$ and $f\left(t_{1}\right)=f\left(t_{2}\right)>0$, then $f(t) \equiv f\left(t_{1}\right)=1 / \bar{\lambda}\left(t_{1}\right)$ for $t \in\left[t_{1}, t_{2}\right]$. So $\alpha\left(\bar{\lambda}\left(t_{1}\right), t\right)=1$ for $t \in\left[t_{1}, t_{2}\right]$ by Lemma 3.3. But for any $t_{0} \in\left(t_{1}, t_{2}\right)$, the preceding argument shows that the solution set to $\alpha(\lambda, t)=1$ is expressible as a function of $\lambda$ in a neighborhood of $\left(\bar{\lambda}\left(t_{1}\right), t_{0}\right)$, a contradiction. Hence $f$ is strictly decreasing so long as it remains positive.

Let $t^{* *} \in(0,1-1 / 2 r)$ be given by $t^{* *}=\inf \left\{t \leqq t^{*}: f(t)=0\right\}$ and also let $\gamma=$ $\lim _{t \rightarrow-\infty} f(t)$ and $0 \leqq \omega=\inf \{f(t): f(t)>0\}$. Since $f$ is strictly decreasing, it has an inverse $h$ defined from a subset of $(\omega, \gamma)$ into $\left(-\infty, t^{* *}\right)$. We claim that this function $h$ is extendable to a continuous function $\tilde{h}:(0, \gamma) \rightarrow\left(-\infty, t^{* *}\right)$ such that if $s \in(0, \gamma)$, $\alpha(1 / s, \tilde{h}(s))=1$.

Let us now establish this claim. Let $t_{0}<t^{* *}$ and let

$$
L_{0}=\lim _{t \rightarrow t_{0}^{-}} f(t) \geqq \lim _{t \rightarrow t_{0}^{+}} f(t)=R_{0}>0 .
$$

It follows from [13] that

$$
\alpha\left(\frac{1}{L_{0}}, t_{0}\right)=1 \quad \text { and } \quad \alpha\left(\frac{1}{R_{0}}, t_{0}\right)=1 .
$$

The minimality of $\bar{\lambda}\left(t_{0}\right)$ implies that $L_{0}=f\left(t_{0}\right)$. Notice that if $t \leqq-1 / 2 r$, Theorem 3.4 implies that $L_{0}=R_{0}$. So if $L_{0}>R_{0}, t_{0} \in\left(-1 / 2 r, t^{* *}\right)$. Furthermore, the Implicit Function Theorem may be applied as before at $\left(1 / L_{0}, t_{0}\right)$ and $\left(1 / R_{0}, t_{0}\right)$, giving functions $g_{1}$ and $g_{2}$ respectively. Notice that: if $\lambda \in\left[1 / L_{0}, 1 / R_{0}\right]$ and $g_{1}(\lambda)$ is defined, then Theorem 3.4 and the minimality of $\bar{\lambda}(t)$ for $t>t_{0}$ implies that $g_{1}(\lambda) \in\left[-1 / 2 r, t_{0}\right]$, and similarly for $g_{2}(\lambda)$. By [13], $g_{1}(\lambda)$ and $g_{2}(\lambda)$ can be extended on $\left[1 / L_{0}, 1 / R_{0}\right]$. Since $A_{\tilde{\lambda}, t}$ is monotonic in $t$ for fixed $\tilde{\lambda}$, so must $r\left(A_{\tilde{\lambda}, t}\right)$ be. Hence if $g_{1}(\lambda) \neq g_{2}(\lambda)$ for some $\lambda \in\left[1 / L_{0}, 1 / R_{0}\right], \alpha(\lambda, t)=1$ for $t$ between $g_{1}(\lambda)$ and $g_{2}(\lambda)$, a contradiction to the Implicit Function Theorem. Hence $\tilde{h}$ may be defined on $\left[R_{0}, L_{0}\right]$ by $\tilde{h}(s)=g_{1}(1 / s)$.

We have now shown the existence of $\tilde{h}$ on $(\omega, \gamma)$. If $\omega=0$, there is nothing more to do. If $\omega>0$, then $\alpha\left(1 / \omega, t^{* *}\right)=1$ and the Implicit Function Theorem guarantees the existence of a $g$ as before with $g(\lambda) \in\left[-1 / 2 r, t^{* *}\right]$ and $\alpha(\lambda, g(\lambda))=1$. Since $g(\lambda) \in$ [ $-1 / 2 r, t^{* *}$ ], it again follows from the continuity of the spectral radius [13] that $g$ is extendable to $(1 / \omega, \infty)$. Defining $\tilde{h}(s)=g(1 / s)$ for $s \in(0, \omega)$ completes the verification of the claim.

Now assume that $L^{-1} M=M L^{-1}$. Suppose there is a $t_{0} \in\left(-1 / 2 r, t^{* *}\right)$ such that $L_{0}>R_{0}$. Now $1 / L_{0}=\bar{\lambda}\left(t_{0}\right)<1 / R_{0}<\bar{\lambda}(t)$ for $t>t_{0}$. Lemma 3.6 implies there exists a $\delta \in(0,1)$ such that the Leray-Schauder indices $\operatorname{ind}_{L S}\left(I-(1+\delta) \bar{\lambda}\left(t_{0}\right) L^{-1}\left(M-t_{0}\right)\right)$ and $\operatorname{ind}_{L S}\left(I-(1-\delta) \bar{\lambda}\left(t_{0}\right) L^{-1}\left(M-t_{0}\right)\right)$ are defined and unequal. We may also assume that $\delta>0$ is sufficiently small so that $\left((1+\delta) \bar{\lambda}\left(t_{0}\right)<1 / R_{0}\right.$. The homotopy invariance property of the Leray-Schauder degree guarantees that

$$
\operatorname{ind}_{L S}\left(I-(1+\delta) \bar{\lambda}\left(t_{0}\right) L^{-1}(M-t)\right) \neq \operatorname{ind}_{L S}\left(I-(1-\delta) \bar{\lambda}\left(t_{0}\right) L^{-1}(M-t)\right)
$$

for $t \in\left(t_{0}, t_{0}+\varepsilon\right)$ for $\varepsilon>0$ and sufficiently small. Hence for $t \in\left(t_{0}, t_{0}+\varepsilon\right)$ there exist $0<\lambda<\bar{\lambda}(t)$ with $N\left(I-\lambda L^{-1}(M-t)\right) \neq\{0\}$, a contradiction. Hence $L_{0}=R_{0}$ and so $f$ is continuous on $\left(-\infty, t^{* *}\right)$. A similar argument gives $\lim _{t \rightarrow t^{* *}} f(t)=0$ in this case.

The uniqueness assertion of the theorem is now evident from the Implicit Function Theorem and the monotonicity of $r\left(A_{\lambda, t}\right)$ in $t$.

Corollary 3.10. Suppose $M$ satisfies (i) and (ii) of Theorem 3.8 and $(M+I)\left(x_{0}\right)$ is irreducible for some $x_{0} \in \Omega$. Then if $\tilde{h}, A_{\lambda, t}$, and $\gamma$ are as in the proof of Theorem 3.8, then the set $\left\{(\lambda, t) \in(0, \infty) \times\left(-\infty, t^{* *}\right]: u=A_{\lambda, t} u\right.$ for some $\left.u \in K \backslash\{0\}\right\}=\left\{\left(\lambda, h\left(\frac{1}{\lambda}\right)\right)\right.$ : $\left.\lambda \in\left(\frac{1}{\gamma}, \infty\right)\right\}$.

The requirement that $(M+\mu)\left(x_{0}\right)$ be irreducible for some $x_{0} \in \Omega$ represents a rather strong coupling in the equations of the system. The other extreme is an uncoupled system, i.e. $m_{i j} \equiv 0$ on $\Omega$ if $i \neq j$. Both, however, may be viewed as special cases of the following.

Condition 3.11. There is a finite sequence of row and column interchanges under which $M$ is equivalent to a matrix of the form

$$
\left[\begin{array}{lll}
M_{1} & &  \tag{3.5}\\
& \ddots & \\
& & M_{l}
\end{array}\right]
$$

where $M_{i}$ is an $r_{i} \times r_{i}$ matrix, with $r_{1}+\cdots+r_{l}=r$. Furthermore, (2.1) is equivalent (under an appropriate relabelling of the $u_{i}$ 's) to the collection of systems

$$
\begin{equation*}
L_{i} v_{i}=\lambda M_{i} v_{i}, i=1, \cdots, l \tag{3.6}
\end{equation*}
$$

where

$$
v_{i}=\left[\begin{array}{l}
w_{1} \\
\vdots \\
w_{r_{i}}
\end{array}\right]
$$

has the property that $v_{i} \in \partial K_{i}$ and $v_{i}$ a solution of (3.6) implies $v_{i} \equiv 0$.
As is evident, not all systems of the form (1.1) satisfy Condition 3.11. However, there are sufficient conditions other than the above special cases under which Condition 3.11 holds. We will not dwell on these here.

Suppose now Condition 3.11 is satisfied. Let $k_{i}, i=1, \cdots, l$ be defined as follows: $k_{1}=0, k_{i}=\sum_{j<i} r_{j}, i=2, \cdots, l$. Then (1.3) can be equivalently expressed as

$$
\begin{align*}
& {\left[\begin{array}{ccc}
L_{k_{i}+1} & & \\
& \ddots & \\
& & L_{k_{i}+r_{i}}
\end{array}\right]\left[\begin{array}{c}
u_{k_{i}+1} \\
\vdots \\
u_{k_{i}+r_{i}}
\end{array}\right]}  \tag{3.7}\\
& \quad=\left[\begin{array}{lll}
\lambda_{k_{i}+1} & \\
& \ddots & \\
& & \lambda_{k_{i}+r_{i}}
\end{array}\right]\left[\begin{array}{ccc}
m_{k_{i}+1, k_{i}+1} & \cdots & m_{k_{i}+1, k_{i}+r_{i}} \\
\vdots & & \vdots \\
m_{k_{i}+r_{i}, k_{i}+1} & \cdots & m_{k_{i}+r_{i}, k_{i}+r_{i}}
\end{array}\right]\left[\begin{array}{c}
u_{k_{i}+1} \\
\vdots \\
u_{k_{i}+r_{i}}
\end{array}\right],
\end{align*}
$$

$i=1, \cdots, l$. Let $F_{i}$ denote the function of Theorem 2.5 relative to (3.6) (i). We have the following result, which is similar in spirit to the results of [6].

Theorem 3.12. Suppose Condition 3.11 holds and that for each $i=1, \cdots, l$, there exists $d(i) \in\left\{1, \cdots, r_{i}\right\}$ such that $\left(m_{k_{i}+d(i), k_{i}+d(i)}\right)^{+} \neq 0$. Assume also that (ii) of Theorem 2.5 holds for $\left\{\left(\lambda_{k_{i+1}} \cdots, \lambda_{k_{i}+r_{i}}\right) \in \mathbb{R}_{+}^{r_{i}}:\left|\left(\lambda_{k_{i+1}} \cdots, \lambda_{k_{i+r}}\right)\right|=1\right\}$. Then the set $\left\{\left(\lambda_{1}, \cdots, \lambda_{r}\right) \in \mathbb{R}_{+}^{r}\right.$ : (3.6) has nontrivial solution in $\left.K\right\}=\cup_{i=1}^{l} T_{i}$, where $T_{i}=\left(\mathbb{R}_{+}\right)^{k_{i}} \times$ $\operatorname{im}\left(F_{i}\right) \times\left(\mathbb{R}_{+}\right)^{r-\left(k_{i}+r_{i}\right)}$. Furthermore, the geometric multiplicity of $\left(\lambda_{1}, \cdots, \lambda_{r}\right)$ is precisely the number of sets $T_{i}$ of which $\left(\lambda_{1}, \cdots, \lambda_{r}\right)$ is a member.

Proof. The result follows easily from Theorem 2.5, the results of $\S 3$, and the definition of Condition 3.11.

We conclude this section with a brief examination of the system

$$
\begin{equation*}
L_{1} u=\lambda(u+v), \quad L_{2} v=\lambda v . \tag{3.8}
\end{equation*}
$$

(3.8) is a typical example of a system for which Condition 3.11 fails to hold. Multiplicity results for more general upper-triangular nonsymmetric matrices $M$ may be obtained in a manner analogous to that which follows. To this end, consider

$$
\begin{equation*}
L_{1} u=\lambda(u+v), \quad L_{2} v=\mu v . \tag{3.9}
\end{equation*}
$$

Let $\lambda_{1}$ and $\lambda_{2}$ represent the first eigenvalues for $L_{1}$ and $L_{2}$, respectively. If (3.8) has a nontrivial cone solution, either $v \equiv 0$ or $\mu=\lambda_{2}$. In the first case, $\lambda=\lambda_{1}$. If $\mu=\lambda_{2}$, however, it follows from the results of [12] that a nontrivial solution $\binom{u}{v}$ with $u>0$ and $v>0$ (note that $u=0$ implies $v=0$ ) is possible only in case $\lambda<\lambda_{1}$. In particular, it follows that if $\lambda_{1}=\lambda_{2}$, then $\lambda=\lambda_{1}=\lambda_{2}$ is a characteristic value of (3.8) which is geometrically but not algebraically simple.
4. Bifurcation results. In [11], Hess combined the result of Theorem 2.3 with the methods of [3] to obtain a bifurcation result for the nonlinear eigenvalue problem

$$
\begin{equation*}
L u=\lambda A(u) \tag{4.1}
\end{equation*}
$$

Here $A: K \rightarrow C_{0}\left(\bar{\Omega} ; \mathbb{R}^{r}\right)$ is the Nemytskii operator associated with a continuous function $a: \bar{\Omega} \times \overline{\left(\mathbb{R}^{+}\right)^{r}} \rightarrow \mathbb{R}^{r}$. He assumed that $a$ satisfies the following conditions:

$$
\begin{equation*}
a(x, 0)=0, \quad x \in \bar{\Omega} \tag{4.2}
\end{equation*}
$$

There exists an $r \times r$ matrix $m$ of functions $m_{k l} \in C(\bar{\Omega} ; \mathbb{R})$ such that

$$
a(x, \sigma)=m(x) \sigma+o(|\sigma|)
$$

as $|\sigma| \rightarrow 0, \sigma \in\left(\mathbb{R}^{+}\right)^{r}$ (uniformly for $x \in \bar{\Omega}$ ).

There exists a number $\alpha \geqq 0$ such that

$$
\begin{equation*}
a(x, \sigma) \geqq-\alpha \sigma \tag{4.4}
\end{equation*}
$$

$$
\text { for }(x, \sigma) \in \bar{\Omega} \times\left(\mathbb{R}^{+}\right)^{r} .
$$

Under the above conditions, Hess showed that if $\Sigma^{+}=\left\{(\lambda, u) \in \mathbb{R} \times C_{0}^{0}\left(\bar{\Omega}, \mathbb{R}^{r}\right)\right.$ : $\lambda>0, u \in K, L u=\lambda A(u)\}, \Sigma^{+}$contains an unbounded component $\Sigma_{0}$ emanating from $\left(\lambda^{*}, 0\right)$, where $\lambda^{*} \geqq \bar{\lambda}(\bar{\lambda}$ as in Theorem 2.3). He also identified certain cases when $\lambda^{*}=\bar{\lambda}$ (namely $m_{k l} \geqq 0$ for $k, l=1, \cdots, r$ or $m_{k l} \equiv 0$ if $k \neq l$ ).

Our results show that if $(M+\mu)\left(x_{0}\right)$ is irreducible for some $x_{0} \in \Omega$, then, at least locally, if $(\lambda, u) \in \Sigma_{0}$ and $u \neq 0$, then $u \in \operatorname{int} K$. Furthermore, if $a$ is independent of $x$ and $L_{i}=L_{j}$ for $i, j=1, \cdots, r$, Theorem 3.8 implies that also in this case $\lambda^{*}=\bar{\lambda}$.

We now establish some results on the multidimensionality of the nontrivial bifurcating solutions for nonlinear analogues of (1.3). The principal techniques for establishing such are the theorems of Alexander and Antman [1] and Fitzpatrick, Massabo, and Pejsachowitz [9]. Both results require that one work in an open subset of $\mathbb{R}^{r} \times E, E$ an appropriate Banach space. (In this case, $\left[C_{0}^{1},{ }^{\alpha}(\bar{\Omega}, \mathbb{R})\right]^{r}$ is suitable, where $0<\alpha<1$, provided the coefficients of $L_{k}$ and the $m_{k l}$ are in $C^{\alpha}(\bar{\Omega}, \mathbb{R})$. A precise definition of the spaces is found in [10].) A formulation based on [3] is not immediate. We therefore consider

$$
L u=\left[\begin{array}{lll}
\lambda_{1} & &  \tag{4.5}\\
& \ddots & \\
& & \lambda_{r}
\end{array}\right] M u+H\left(\lambda_{1}, \cdots, \lambda_{r}, u\right)
$$

where $H: R^{r} \times R^{r} \rightarrow R^{r}$ is continuous, cone-preserving and $H\left(\lambda_{1}, \cdots, \lambda_{r}, w_{1}, \cdots, w_{r}\right)=$ $o\left(\left|\left(w_{1}, \cdots, w_{r}\right)\right|\right)$ (uniformly for $\left(\lambda_{1}, \cdots, \lambda_{r}\right)$ in compact subsets of $R^{r}$ ). It follows from [5] that the techniques of [1] are applicable to (4.5) provided ( $\lambda_{1}, \cdots, \lambda_{r}$ ) is an algebraically simple characteristic value of (1.3).

Theorem 4.1. Suppose there is $k \in\{1, \cdots, r\}$ such that $m_{k k}^{+} \neq 0$ and that for $\mu \geqq 0$ and sufficiently large $(M+\mu)\left(x_{0}\right)$ is nonnegative irreducible for some $x_{0} \in \Omega$. (If $\mu \geqq 0$ is required, assume that the conditions of Theorem 3.8 also hold.) Suppose that $H\left(\lambda_{1}, \cdots, \lambda_{r},-u\right)=-H\left(\lambda_{1}, \cdots, \lambda_{r}, u\right)$ and that $F$ is as in Theorem 2.5. Then there emanates from $\operatorname{im} F \times\{0\} \cap\left(\mathbb{R}_{+}\right)^{r} \times E$ a connected set $S$ of solutions to (4.5) such that
(i) $\left(\lambda_{1}, \cdots, \lambda_{r}, u\right) \in S$ implies either $u \in \operatorname{int}$ or $\left(\lambda_{1}, \cdots, \lambda_{r}, u\right) \in \operatorname{im} F \times\{0\}$;
(ii) $S \backslash(\mathrm{im} F \times\{0\})$ is of topological dimension at least $r$ at every point.

Remark 4.2. (i) For a precise definition of topology dimension, see [1] and its references.
(ii) If $\left(\lambda_{1}, \cdots, \lambda_{r}\right)$ is restricted to a ray emanating from the origin of $\mathbb{R}^{r}$, the global bifurcation alternatives of Rabinowitz [15] hold. (See also [9].) It then follows that $S$ is unbounded in the sense that $S \cap \partial\left(\left(\mathbb{R}_{+}\right)^{r} \times C_{0}\left(\bar{\Omega}, \mathbb{R}^{r}\right)\right) \neq \varnothing$.
(iii) The oddness condition on $H$ is a representative condition guaranteeing the existence of "small" positive solutions. Certainly, other such conditions are possible.

Corollary 4.3. Suppose Condition 3.11 holds with $l>1$. Consider (4.5) and assume $H$ of (4.5) has the form

$$
H\left(\lambda_{1}, \cdots, \lambda_{r}, u_{1}, \cdots, u_{r}\right)=\left[\begin{array}{ccc}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{r}
\end{array}\right] \tilde{H}\left(u_{1}, \cdots, u_{r}\right)
$$

## Consider the problem

$$
\begin{align*}
{\left[\begin{array}{lll}
L_{1} & & \\
& \ddots & \\
& & L_{r_{1}}
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
\vdots \\
u_{r_{1}}
\end{array}\right]=} & {\left[\begin{array}{llll}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{r_{1}}
\end{array}\right] M_{1}\left[\begin{array}{l}
u_{1} \\
\vdots \\
u_{r_{1}}
\end{array}\right] }  \tag{4.6}\\
& +\left[\begin{array}{lll}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{r_{1}}
\end{array}\right] H^{*}\left(u_{1}, \cdots, u_{r_{1}}\right),
\end{align*}
$$

where

$$
H^{*}\left(u_{1}, \cdots, u_{r_{1}}\right)=\left[\begin{array}{c}
\tilde{H}_{1}\left(u_{1}, \cdots, u_{r_{1}}, 0, \cdots, 0\right) \\
\vdots \\
\tilde{H}_{r_{1}}\left(u_{1}, \cdots, u_{r_{1}}, 0, \cdots, 0\right)
\end{array}\right] .
$$

Suppose that if $\left(\lambda_{1}, \cdots, \lambda_{r_{1}}, u_{1}, \cdots, u_{r_{1}}\right)$ is a solution of (4.6) then $\left(\lambda_{1}, \cdots, \lambda_{r_{1}}\right.$, $\lambda_{r_{1}+1}, \cdots, \lambda_{r}, u_{1}, \cdots, u_{r_{1}}, 0, \cdots, 0$ ) is a solution of (4.5) for any choice of $\lambda_{r_{1}+1}, \cdots, \lambda_{r}$. Then if $M_{1}, H^{*}$ and $F_{1}$ satisfy the hypotheses of Theorem 4.1 with respect to (4.6), there emanates from $\left[\operatorname{im} F_{1} \times\left(\mathbb{R}^{+}\right)^{r-r_{1}}\right] \times\{0\} \subset\left(\mathbb{R}^{+}\right)^{r} \times\left[C_{0}^{1, \alpha}(\bar{\Omega}, \mathbb{R})\right]^{r_{1}} \times\{0\}$ a connected set of cone solutions to (4.5) such that $\left(\lambda_{1}, \cdots, \lambda_{r}, u_{1}, \cdots, u_{r_{1}}, 0, \cdots, 0\right) \in S$ and $\left(u_{1}, \cdots, u_{r_{1}}\right) \neq 0$ implies $\left(u_{1}, \cdots, u_{r_{1}}\right) \in \operatorname{int} K_{1}$. Furthermore, $S \backslash\left(\left[\operatorname{im} F_{1} \times\left(\mathbb{R}^{+}\right)^{r-r_{1}}\right] \times\{0\}\right)$ has a topological dimension at least $r$ at every point.

Proof. If ( $\lambda_{r_{1}+1}, \cdots, \lambda_{r}$ ) are considered fixed, Theorem 4.1 guarantees the existence of a set $S$ of solutions to (4.6) as above with topological dimension at least $r_{i}$. Then $S=\tilde{S} \times\left(\mathbb{R}^{+}\right)^{r-r_{1}}$.

Corollary 4.3 raises the obvious question: do there exist other "small" positive solutions with ( $u_{r_{1}+1}, \cdots, u_{r}$ not identically zero) bifurcating from $\left[\operatorname{im} F_{1} \times\left(\mathbb{R}^{+}\right)^{r-r_{1}}\right] \times$ $\{0\}$ ? The answer is no, provided $\left(\lambda_{1}, \cdots, \lambda_{r}\right)$ is algebraically simple (with respect to all of $M$ ) and $H$ is sufficiently well behaved. More precisely, we have the following result.

Corollary 4.4. Suppose $\left(\lambda_{1}, \cdots, \lambda_{r}\right) \in \operatorname{im} F_{1} \times\left(\mathbb{R}^{+}\right)^{r-r_{1}}$ is as in Corollary 4.3 and that

$$
\operatorname{dim} N\left[I-\left[\begin{array}{lll}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{r}
\end{array}\right] L^{-1} M\right]=\operatorname{dim} N\left[\left(I-\left[\begin{array}{ll}
\lambda_{1} & \\
\ddots & \\
& \lambda_{r}
\end{array}\right] L^{-1} M\right)^{2}\right]=1 .
$$

Suppose also that there exists a continuous monotonic function $G: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that $G(0)=0$ and for all $v, w \in E=\left[C_{0}^{1, \alpha}(\bar{\Omega}, \mathbb{R})\right]^{r}$

$$
\begin{aligned}
& \left\|\tilde{H}\left(v_{1}, \cdots, v_{r}\right)-\tilde{H}\left(w_{1}, \cdots, w_{r}\right)\right\|_{E} \\
& \quad \leqq G\left(\left\|\left(v_{1}, \cdots, v_{r}\right)\right\|_{E}+\left\|\left(w_{1}, \cdots, w_{r}\right)\right\|_{E}\right)\left\|\left(v_{1}, \cdots, v_{r}\right)-\left(w_{1}, \cdots, w_{r}\right)\right\|_{E} .
\end{aligned}
$$

Then near $\left(\lambda_{1}, \cdots, \lambda_{r}, 0, \cdots, 0\right)$ in $\left(\mathbb{R}^{+}\right)^{r} \times E$, the solution set of (4.5) is as described by Corollary 4.3.

Proof. The result follows from the generalization [1, Thm. 3.12] to several parameters of the global bifurcation theorem of Rabinowitz [16, Thm. 1.19].

We conclude this article by demonstrating the applicability of Corollaries 4.3 and 4.4 to the question of stable coexistence states in the Volterra-Lotka competition model with diffusion, recently studied by Cosner and Lazer [8], among others. The model in question is as follows:

$$
\begin{align*}
& -\Delta u=a u-b u^{2}-c u v, \\
& -\Delta v=d v-e u v-f v^{2} \tag{4.7}
\end{align*}
$$

with $u(x)$ and $v(x)$ the population densities of the competing species at $x \in \Omega$, an open bounded smooth domain in $\mathbb{R}^{n}$, subject to $u \equiv 0 \equiv v$ on $\partial \Omega . a$ and $d, b$ and $f$ and $c$ and $e$ are assumed to be positive constants, representing growth rates, self-regularization and competition, respectively, with positive diffusion coefficients normalized to 1 . The only solutions to (4.7) with physical significance are those with $u \geqq 0, v \geqq 0$.

We will now consider (4.7) as a bifurcation problem with $a$ and $d$ acting as parameters and $b, c, e, f$ considered fixed. Let $\lambda_{1}$ be the first eigenvalue of $-\Delta$ (relative to $\Omega$ and zero boundary conditions). Then if $F_{1}$ and $F_{2}$ are as in Theorem 3.8 relative to

$$
\begin{equation*}
-\Delta u=a u, \quad-\Delta v=b v \tag{4.8}
\end{equation*}
$$

then $\operatorname{im}\left(F_{1}\right) \times R=\left\{(a, d): a=\lambda_{1}\right\}$ and $R \times \operatorname{im}\left(F_{2}\right)=\left\{(a, d): d=\lambda_{1}\right\}$.
Consider the problem

$$
\begin{array}{rlrl}
-\Delta u & =a u-b u^{2} & & \text { in } \Omega,  \tag{4.9}\\
u \equiv 0 & & \text { on } \partial \Omega .
\end{array}
$$

As noted in [8], (4.9) has a unique positive solution for all $a>\lambda_{1}$. In fact, one may realize these positive solutions as one of the two branches guaranteed by [16, Thm. 1.19]. To see this, note that the nonlinearity in the problem

$$
\begin{align*}
-\Delta u & =a u-b u|u|, & & \text { in } \Omega,  \tag{4.10}\\
u & \equiv 0 & & \text { on } \partial \Omega,
\end{align*}
$$

is odd. Since the eigenfunction corresponding to $\lambda_{1}$ is of one sign and since $f(x)=x|x|$ is continuously differentiable at $x=0$, a positive branch for (4.10) is guaranteed at least locally. This branch coincides with solutions to (4.9). One may then use the uniqueness of the positive solutions, upper and lower solution techniques, the maximum principle, and global Rabinowitz bifurcation theory [15] to guarantee the continuation of the branch. Corollary 4.3 and Corollary 4.4 may now be applied. As a result, the only cone solution to (4.7) possible in a sufficiently small neighborhood of ( $\lambda_{1}, d, 0,0$ ), $d \neq \lambda_{1}$, or of ( $a, \lambda_{1}, 0,0$ ), $a \neq \lambda_{1}$, are of the form ( $a, d, u, 0$ ) or ( $a, d, 0, v$ ), respectively. Thus $a>\lambda_{1}$, $d>\lambda_{1}$ does not give a sufficient condition for stable coexistence states if $a \neq d$. This result strongly suggests stable coexistence states should be in general viewed as a secondary bifurcation phenomenon, as is the case in [4] and [7].

Note. It has been observed by one of the referees for this paper that the use of irreducibility in Lemma 3.1 is similar to that in the paper, G. J. Habeitler and M. A. Martino, Existence theorems and spectral theory for the multigroup diffusion model, Proc. Symposia in Applied Mathematics XI. Nuclear Reactor Theory, American Mathematical Society, Providence, RI, 1961, pp. 127-139.
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# A DENSITY DEPENDENT DIFFUSION EQUATION IN POPULATION DYNAMICS: STABILIZATION TO EQUILIBRIUM* 
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#### Abstract

We study an evolution problem corresponding to the nonlinear diffusion equation $u_{t}=\Delta \varphi(u)$ $+\operatorname{div}(u \operatorname{grad} v)$ with no flux boundary conditions. This problem has a continuum of stationary solutions. We prove the existence and uniqueness of the solution of the evolution problem and construct a Lyapunov functional in order to show that the solution stabilizes as $t \rightarrow \infty$.
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1. Introduction. Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}(N \geqq 1)$ with smooth boundary $\partial \Omega$. We consider the nonlinear evolution problem

$$
\begin{array}{ll}
u_{t}=\Delta \varphi(u)+\operatorname{div}(u \operatorname{grad} v) & \text { in } \Omega \times \mathbb{R}^{+}, \\
\frac{\partial}{\partial \nu} \varphi(u)+u \frac{\partial v}{\partial \nu}=0 & \text { on } \partial \Omega \times \mathbb{R}^{+},  \tag{P}\\
u(x, 0)=u_{0}(x) & \text { in } \Omega .
\end{array}
$$

Here $\nu$ denotes the outward normal at $x \in \partial \Omega$, the function $\varphi$ is a smooth function such that $\varphi(0)=0, \varphi^{\prime}(s)>0$ for $s>0$ and $\varphi^{\prime}(0)=0$, the initial function $u_{0} \in L^{\infty}(\Omega)$ is nonnegative and $v \in W^{1, \infty}(\Omega)$ is a given function (for the precise assumptions we refer to §3).

In §2, we show how Problem $P$ arises in the theory of population dynamics in the case that $\varphi(s)=\frac{1}{2} s^{2}$ and interpret some of our results in terms of the geographical location of two biological populations.

This paper is divided into two main parts. In Part I (§§4-6) we discuss the large time behaviour of the solution of Problem P. In Part II (§§7-9) we collect the basic results about Problem P: existence, uniqueness and regularity of the solution.

In Part I we prove that the solution $u\left(t ; u_{0}\right)$ of Problem P stabilizes to equilibrium. Let $E$ denote the set of equilibrium solutions; then there exists a function $q \in E$ such that

$$
u\left(t ; u_{0}\right) \rightarrow q \quad \text { in } C(\bar{\Omega}) \text { as } t \rightarrow \infty
$$

where $q$ satisfies

$$
\int_{\Omega} q d x=\int_{\Omega} u_{0} d x
$$

[^73]In addition we give a characterization of $E$ : we show that $E$ coincides with the set

$$
\begin{align*}
& S=\{w \in C(\bar{\Omega}): w \geqq 0 \text { in } \Omega, \text { and for every } x \in \Omega \text { either } w(x)=0  \tag{1.1}\\
& \quad \text { or } \Phi(w)+v=\text { constant in a neighbourhood of } x\} .
\end{align*}
$$

Here

$$
\begin{equation*}
\Phi(s)=\int_{0}^{s} \frac{\varphi^{\prime}(\tau)}{\tau} d \tau, \quad s \geqq 0 \tag{1.2}
\end{equation*}
$$

The proof of these results is given in $\S \S 4$ and 5 . In $\S 4$ we show that solutions of Problem P satisfy a contraction property in $L^{1}(\Omega)$. In $\S 5$ we follow an idea of Osher and Ralston [18] and exploit this contraction property, combined with the structure of the set $S$, to construct a Lyapunov functional. A remarkable detail of the proof is that we do not study the elliptic problem to prove that $E=S$. Also this fact follows from the contraction property and the structure of the set $S$.

In $\S 6$ we extend the above results to the case when the natural boundary condition is replaced by a homogeneous Dirichlet condition.

In Part II, we show that Problem P has a unique solution in some generalized sense. In $\S 7$ we construct a solution $u\left(t ; u_{0}\right)$ of Problem P as the limit of solutions of related uniformly parabolic problems. It turns out that the set $\left\{u\left(t ; u_{0}\right) ; t \geqq 1\right\}$ is precompact in $C(\bar{\Omega})$, thanks to a regularity result of DiBenedetto [7].

In order to show that the solution of Problem P is unique, we are led to use another sequence of regularized problems, following closely a method of Kalashnikov [12], [13]. This is done in §8.

Finally, in §9, we give the corresponding results about the Dirichlet problem.
Studies concerning the existence and uniqueness of the solution of problems related to Problem P have also been done by Aronson, Crandall and Peletier [3], Diaz and Kersner [6], Gagneux [10], Madaune [17] and Touré [21].

There exists an extensive literature about the large time behaviour of solutions of degenerate parabolic equations. However there are not many articles where one constructs a Lyapunov functional in order to establish the stabilization to equilibrium. We have already mentioned the work of Osher and Ralston [18]. Such a method is also used by Aronson, Crandall and Peletier [3], Schatzman [20] and Alikakos and Rostamian [1], [2].
2. Biological context. Problem $P$ arises in the theory of population dynamics. Consider a population in a finite habitat $\Omega$ which consists of two different groups, for instance age groups. Let $u(x, t)$ and $v(x, t)$ denote the density of these groups. In order to model their evolution with time, Gurtin and Pipkin [11] propose the following system of equations:

$$
\begin{array}{ll}
u_{t}=\operatorname{div}(u \operatorname{grad}(u+v)) & \text { in } \Omega \times \mathbb{R}^{+}, \\
v_{t}=k \operatorname{div}(v \operatorname{grad}(u+v)) & \text { in } \Omega \times \mathbb{R}^{+},
\end{array}
$$

where $k$ is some positive constant. The flow of the populations is described by the dispersal velocities: $\operatorname{grad}(u+v)$ for the $u$-individuals and $k \operatorname{grad}(u+v)$ for the $v$-individuals. In particular, when the parameter $k$ is small, the $v$-individuals disperse much slower than the $u$-individuals.

In this article, we study the problem in the limit $k=0$. The second equation yields at once that $v$ is constant in time; there remains the equation in $u$ which coincides with the differential equation in Problem P if we set $\varphi(s)=\frac{1}{2} s^{2}$. The boundary condition expresses the fact that no individuals can leave or enter the habitat.

An interesting consequence of our results is the following. It follows from (1.1) that, for any nonconstant function $v(x)$, the set $E=S$ contains a nontrivial function $q(x)$ such that

$$
q \equiv 0 \quad \text { in } \Omega_{0} \subset \Omega, \quad q>0 \quad \text { in } \Omega \backslash \Omega_{0}
$$

for some nonempty subset $\Omega_{0}$. If $u_{0} \leqq q$ in $\Omega$, then $u\left(t ; u_{0}\right) \leqq q$ in $\Omega$ for all $t>0$. In particular

$$
u\left(t ; u_{0}\right) \equiv 0 \quad \text { in } \Omega_{0} \text { for } t \geqq 0
$$

From a biological point of view this phenomenon of localization is interesting: the $v$-individuals can stop the spread of the $u$-individuals.

A detailed analysis of this model in one space dimension was given in [4].
3. Preliminaries. Let us first state the precise hypotheses on $\varphi, u_{0}$ and $v$ and give a definition of a solution of Problem $P$.

H1. $\varphi \in C^{3}\left(\mathbb{R}^{+}\right) \cap C^{1}\left(\mathbb{R}^{+}\right), \varphi(0)=\varphi^{\prime}(0)=0, \int_{0}^{1} \tau^{-1} \varphi^{\prime}(\tau) d \tau<\infty, \varphi^{\prime}(s)>0$ for $s>0$, $\varphi^{\prime \prime}(s) \geqq 0$ for $s \in\left(0, s_{0}\right)$ for some $s_{0}>0$.

H2a. $v \in W^{1, \infty}(\tilde{\Omega})$ for some smooth domain $\tilde{\Omega} \supset \bar{\Omega}$, and $\Delta v \geqq-M$ in $\tilde{\Omega}$ in the sense of distributions for some $M>0$.

H2b. If $N \geqq 2, v \in W^{2, p}(\tilde{\Omega})$ for some $p>N$.
H 2 c . $v$ has finitely many local strict minima.
H3. If $N=1$ either $\varphi(s)=\frac{1}{2} s^{2}$ or $v^{\prime \prime} \in L^{1}(\Omega)$.
H4. $u_{0} \in L^{\infty}(\Omega), u_{0} \geqq 0$ a.e. in $\Omega$.
We use the notation $Q_{t}=\Omega \times(0, t]$ for $t>0$ and $Q=\Omega \times \mathbb{R}^{+}$.
Definition 3.1. We say that a function $u:[0, \infty) \rightarrow L^{1}(\Omega)$ is a generalized solution of Problem P if it satisfies:
(i) $u \in C\left([0, t] ; L^{1}(\Omega)\right) \cap L^{\infty}\left(Q_{t}\right)$ for all $t>0$,
(ii) $\int_{\Omega} u(t) \psi(t)=\int_{\Omega} u_{0} \psi(0)+\iint_{Q_{t}}\left\{\varphi(u) \Delta \psi+u \psi_{t}-u \operatorname{grad} v \operatorname{grad} \psi\right\}$ for all $t>0$ and all $\psi \in C^{2,1}(\bar{Q})$ such that $\psi \geqq 0$ in $Q$ and $\partial \psi / \partial \nu=0$ on $\partial \Omega \times \mathbb{R}^{+}$.

A generalized subsolution (resp. supersolution) of Problem $P$ is defined by (i) and (ii) with equality replaced by $\leqq$ (resp. $\geqq$ ).

In the sequel we shall often omit the word generalized.
In Part II, we shall prove the following results. We suppose that the hypotheses $\mathrm{H} 1, \mathrm{H} 2 \mathrm{a}$ and and H4 are satisfied.

Proposition 3.2. There exists a unique solution of Problem P.
Proposition 3.3. (regularity). Let $u$ be the solution of Problem P. Then $u \in C(\bar{\Omega}$ $\times(0, \infty))$ and the set $\{u(t) ; t \geqq 1\}$ is bounded and equicontinuous. Furthermore if $u_{0} \in$ $C(\bar{\Omega})$, then $u \in C(\bar{\Omega} \times[0, \infty))$.

Proposition 3.4. (comparison principle). Let $\underline{u}(t)$ and $\bar{u}(t)$ be respectively $a$ subsolution and a supersolution of Problem P with initial functions $\underline{u}_{0}$ and $\bar{u}_{0}$ such that $\underline{u}_{0} \leqq \bar{u}_{0}$. Then $\underline{u}(t) \leqq \bar{u}(t)$ in $\Omega$ for $t \geqq 0$.

## Part I

4. Contraction in $L^{\mathbf{1}}(\Omega)$. In this section we prove a contraction theorem which turns out to be our main tool when studying the asymptotic behaviour of $u(t)$ as $t \rightarrow \infty$.

Theorem 4.1. Let $u_{1}(t)$ and $u_{2}(t)$ be the solutions of Problem P with initial functions $u_{01}$ and $u_{02}$ respectively and suppose that the hypotheses $\mathrm{H} 1, \mathrm{H} 2 \mathrm{a}$ and H 4 are satisfied.
(i) Then

$$
\left\|u_{1}(t)-u_{2}(t)\right\|_{L^{1}(\Omega)} \leqq\left\|u_{01}-u_{02}\right\|_{L^{1}(\Omega)} \quad \text { for any } t>0 .
$$

(ii) Let $v$ satisfy in addition the hypotheses H 2 b and H 3 . If $u_{01}$ and $u_{02} \in C(\bar{\Omega})$ and if there exists a connected subdomain $U \subset \Omega$ such that
and

$$
\begin{align*}
& u_{01}>0, \quad u_{02}>0 \quad \text { in } \bar{U}  \tag{4.1}\\
& u_{01}-u_{02} \text { changes sign in } U,
\end{align*}
$$

then

$$
\left\|u_{1}(t)-u_{2}(t)\right\|_{L^{1}(\Omega)}<\left\|u_{01}-u_{02}\right\|_{L^{1}(\Omega)} \quad \text { for any } t>0 .
$$

Remark 4.2. Condition (4.1) is necessary because the parabolic equation in Problem P is degenerate at points where $u=0$.

Due to the degeneracy of the equation and the fact that $v$ is not smooth, the proof of Theorem 4.1 is fairly technical. The idea of the proof is due to Osher and Ralston [18].

Proof of (i). In Part II of this article we show that we can approximate $u_{i}(i=1,2)$ by solutions of uniformly parabolic problems: let $u_{i \varepsilon}(\varepsilon>0)$ be the classical solution of the problem

$$
\begin{array}{ll}
u_{t}=\Delta \varphi_{\varepsilon}(u)+\operatorname{div}\left(u \operatorname{grad} v_{\varepsilon}\right) & \text { in } \Omega \times \mathbb{R}^{+}, \\
\frac{\partial}{\partial \nu} \varphi_{\varepsilon}(u)+u \frac{\partial v_{\varepsilon}}{\partial \nu}=0 & \text { on } \partial \Omega \times \mathbb{R}^{+}, \\
u(x, 0)=u_{0 i \varepsilon}(x) & \text { in } \Omega,
\end{array}
$$

where $\varphi_{\varepsilon}$ is a smooth function such that $\varphi_{\varepsilon}^{\prime}(s) \geqq c(\varepsilon)>0$ for $s \geqq 0$ and $\varphi_{\varepsilon}(s) \rightarrow \varphi(s)$ uniformly on compact subsets of $[0, \infty)$ and where $v_{\varepsilon}$ and $u_{0 i \varepsilon}$ are smooth functions such that $v_{\varepsilon} \rightarrow v$ in $H^{1}(\Omega)$ and $u_{0 i \varepsilon} \rightarrow u_{0 i}$ in $L^{2}(\Omega)$ as $\varepsilon \downarrow 0$. In part II we show that $\left\{u_{i \varepsilon}\right\}$ is uniformly bounded and equicontinuous in compact subsets of $\bar{\Omega} \times(0, \infty)$. Using in addition the uniqueness of the solution $u_{i}(i=1,2)$, we conclude that

$$
\begin{equation*}
u_{i \varepsilon}(t) \rightarrow u_{i}(t) \quad \text { in } C(\bar{\Omega}) \text { as } \varepsilon \rightarrow 0 \text { for } t>0, \quad i=1,2 \tag{4.2}
\end{equation*}
$$

We define

$$
z_{\varepsilon}(x, t)=u_{1 \varepsilon}(x, t)-u_{2 \varepsilon}(x, t), \quad x \in \bar{\Omega}, \quad t \geqq 0 .
$$

Then $z_{\varepsilon}$ is the solution of the linear problem

$$
\begin{array}{lll} 
& z_{t}=\Delta\left(a_{\varepsilon} z\right)+\operatorname{div}\left(z \operatorname{grad} v_{\varepsilon}\right) & \text { in } \Omega \times \mathbb{R}^{+}, \\
\left(\mathrm{L}_{\varepsilon}\right) & \frac{\partial}{\partial \nu}\left(a_{\varepsilon} z\right)+z \frac{\partial v_{\varepsilon}}{\partial \nu}=0 & \text { on } \partial \Omega \times \mathbb{R}^{+}, \\
z(x, 0)=z_{0 \varepsilon}(x) \equiv u_{01 \varepsilon}(x)-u_{02 \varepsilon}(x) & \text { in } \Omega,
\end{array}
$$

where

$$
a_{\varepsilon}(x, t)=\int_{0}^{1} \varphi_{\varepsilon}^{\prime}\left(\theta u_{1 \varepsilon}(x, t)+(1-\theta) u_{2 \varepsilon}(x, t)\right) d \theta .
$$

For smooth initial functions $z_{0 \varepsilon}$ which satisfy the compatibility conditions at $\partial \Omega \times\{0\}$, the existence of a unique solution $z_{\varepsilon} \in C^{2,1}(\bar{Q})$ of Problem $L_{\varepsilon}$ is proved in [16, Thm. 5.3, p. 320]. Below we shall need an existence and uniqueness result if $z_{0_{\varepsilon}}$ is
merely continuous in $\bar{\Omega}$. To obtain this result we can proceed in the same way as we sketched above (and as we shall prove in §7) for the more difficult nonlinear and degenerate Problem P: we approximate $z_{0_{\varepsilon}}$ uniformly by smooth initial functions $z_{0 \varepsilon n}$ $(n=1,2, \cdots)$. Then the corresponding solutions $z_{e n}$ are uniformly bounded and equicontinuous in $\bar{\Omega} \times[0, t]$ for $t>0$ and $z_{\varepsilon n}$ converges uniformly to a generalized solution $z_{\varepsilon} \in C(\bar{\Omega} \times[0, t])$ of Problem $L_{\varepsilon}$ as $n \rightarrow \infty$. By standard regularity results [16], [8], $z_{\varepsilon} \in C^{2,1}(\Omega \times(0, t])$. In addition these solutions satisfy the comparison principle; in particular they are uniquely determined by the initial function. The proof rests on the same test function argument which is used in $\S 8$ for the nonlinear problem and which is extremely easy in this linear case.

For any initial function $z_{0} \in C(\bar{\Omega})$, we denote the unique solution of Problem $L_{\varepsilon}$ by $z_{\varepsilon}(t)=T_{\varepsilon}(t) z_{0}$. We set $a^{+}=\max \{a, 0\}$ and $a^{-}=\max \{-a, 0\}$. Then for any $t>0$

$$
\begin{aligned}
\left\|z_{\varepsilon}(t)\right\|_{L^{1}(\Omega)}-\left\|z_{0_{\varepsilon}}\right\|_{L^{1}(\Omega)} & =\left\|T_{\varepsilon}(t) z_{0_{\varepsilon}}^{+}-T_{\varepsilon}(t) z_{0_{\varepsilon}}^{-}\right\|_{L^{1}(\Omega)}-\left\|z_{0_{\varepsilon}}\right\|_{L^{1}(\Omega)} \\
& =\int_{\Omega}\left\{\max _{+,-} T_{\varepsilon}(t) z_{0_{\varepsilon}}^{ \pm}-\min _{+,-} T_{\varepsilon}(t) z_{0_{\varepsilon}}^{ \pm}\right\} d x-\left\|_{0_{\varepsilon}}\right\|_{L^{1}(\Omega)} \\
& =\int_{\Omega}\left\{\max _{+,-} T_{\varepsilon}(t) z_{0_{\varepsilon}}^{ \pm}+\min _{+,-} T_{\varepsilon}(t) z_{0_{\varepsilon}}^{ \pm}\right\} d x-\int_{\Omega}\left(z_{0_{\varepsilon}}^{+}+z_{0_{\varepsilon}}^{-}\right) d x \\
& -2 \int_{\Omega} \min _{+,-} T_{\varepsilon}(t) z_{0_{\varepsilon}}^{ \pm} d x=\int_{\Omega}\left\{T_{\varepsilon}(t) z_{0_{\varepsilon}}^{+}+T_{\varepsilon}(t) z_{0_{\varepsilon}}^{-}-z_{0_{\varepsilon}}^{+}-z_{0_{\varepsilon}}^{-}\right\} d x \\
& -2 \int_{\Omega} \min _{+,-} T_{\varepsilon}(t) z_{0_{\varepsilon}}^{ \pm} d x=-2 \int_{\Omega} \min _{+,-} T_{\varepsilon}(t) z_{0_{\varepsilon}}^{ \pm} d x,
\end{aligned}
$$

since

$$
\int_{\Omega} T_{\varepsilon}(t) z_{0 \varepsilon}^{ \pm} d x=\int_{\Omega} z_{0_{\varepsilon}}^{ \pm} d x
$$

It follows from the comparison principle that $T_{\varepsilon}(t) z_{0_{\varepsilon}}^{ \pm} \geqq 0$. Thus for any $\varepsilon>0$

$$
\begin{equation*}
\left\|u_{1_{\varepsilon}}(t)-u_{2 \varepsilon}(t)\right\|_{L^{1}(\Omega)}-\left\|u_{01_{\varepsilon}}-u_{02_{\varepsilon} \varepsilon}\right\|_{L^{1}(\Omega)} \leqq 0 . \tag{4.3}
\end{equation*}
$$

Clearly Theorem 4.1 (i) follows from (4.2) and (4.3).
Proof of Theorem 4.1(ii). Let $u_{i \varepsilon}(i=1,2)$ and $z_{\varepsilon}$ be defined as above. Since $u_{0 i} \in C(\bar{\Omega})$ we may assume that $u_{0 i \varepsilon}=u_{0 i}$. Let $\delta>0$, and write

$$
z_{\varepsilon}(t)=T_{\varepsilon}^{\delta}(t) z_{\varepsilon}(\delta) \quad \text { for } t \geqq \delta
$$

Then, by the proof of (i),

$$
\left\|z_{\varepsilon}(t)\right\|_{L^{1}(\Omega)}-\left\|z_{\varepsilon}(\delta)\right\|_{L^{1}(\Omega)}=-2 \int_{\Omega+,-} \min _{\varepsilon}\left(T_{\varepsilon}^{\delta}(t) z_{\varepsilon}^{ \pm}(\delta)\right), \quad t \geqq \delta,
$$

and it is enough to prove that, for sufficiently small values of $\delta$, there exists a $t_{1}=t_{1}(\delta)>\delta$ such that

$$
\int_{\Omega} \min _{+,-}\left(T_{\varepsilon}^{\delta}(t) z_{\varepsilon}^{ \pm}(\delta)\right) \geqq \eta(t, \delta)>0 \quad \text { for } t \in\left(\delta, t_{1}\right)
$$

for all small $\varepsilon>0$.

Consider the Cauchy-Dirichlet problem

$$
\begin{array}{ll}
z_{t}=\Delta\left(a_{\varepsilon} z\right)+\operatorname{div}\left(z \operatorname{grad} v_{\varepsilon}\right) & \text { in } \tilde{U} \times(\delta, \infty), \\
z=0 & \text { on } \tilde{U} \times(\delta, \infty),  \tag{L}\\
z(\cdot, \delta)=z_{\varepsilon}^{ \pm}(\delta) & \text { in } \tilde{U},
\end{array}
$$

where $\tilde{U} \subset U$ is such that $\operatorname{dist}(\tilde{U}, \delta U)>0$ and $z_{0 \varepsilon}=u_{01}-u_{02}$ changes sign in $\tilde{U}$. We denote the solution of Problem $\tilde{L}_{\varepsilon}^{\delta}$ by

$$
\tilde{z}_{\varepsilon}^{ \pm}(t)=\tilde{T}_{\varepsilon}^{\delta}(t) z_{\varepsilon}^{ \pm}(\delta) \quad \text { in } \tilde{U} \times(\delta, \infty) .
$$

Then, by the maximum principle,

$$
\tilde{T}_{\varepsilon}^{\delta}(t) z_{\varepsilon}^{ \pm}(\delta) \leqq T_{\varepsilon}^{\delta}(t) z_{\varepsilon}^{ \pm}(\delta) \quad \text { in } \tilde{U} \times(\delta, \infty)
$$

Thus, it is enough to prove that

$$
\begin{equation*}
\int_{\tilde{U}} \min _{+,-}\left(\tilde{T}_{\varepsilon}^{\delta}(t) z_{\varepsilon}^{ \pm}(\delta)\right) \geqq \eta(t, \delta)>0 \quad \text { for } t \in\left(\delta, t_{1}\right) \tag{4.4}
\end{equation*}
$$

for every $\varepsilon \in\left(0, \varepsilon_{0}\right)$ for some $\varepsilon_{0}>0$.
This will be done by means of the following lemma, which is an immediate consequence of Harnack's inequality [16, p. 209-210].

Lemma 4.3. Let $\varepsilon_{0}>0$ and $t_{1}>\delta>0$ be constants, and let the following assumptions be satisfied for all $\varepsilon \in\left(0, \varepsilon_{0}\right)$ :
(a) $\left\|\tilde{T}_{\varepsilon}^{\delta}(t) z_{\varepsilon}^{ \pm}(\delta)\right\|_{L^{\infty}(\tilde{U})} \geqq \mu_{0}>0$ for $t \in\left[\delta, t_{1}\right]$,
(b) when $N=1$, then $\left\|a_{\varepsilon}\right\|_{L^{\infty}\left(\delta, t_{1} ; H^{1}(U)\right)} \leqq C$ and $\left\|v_{\varepsilon}\right\|_{W^{1, \infty}(U)} \leqq C$,
(c) when $N \geqq 2$, then $\left\|a_{\varepsilon^{\|}}\right\|_{L^{\infty}\left(\delta, t_{1} ; W^{1, \infty}(U)\right)} \leqq C$ and $\left\|v_{\varepsilon}\right\|_{W^{2, p}(U)} \leqq C$,
(d) $a_{\varepsilon} \geqq \alpha_{0}>0$ in $\bar{U} \times\left[\delta, t_{1}\right]$, for some constants $\mu_{0}>0, C>0, \alpha_{0}>0$ and $p>N$.

Then, for all $\varepsilon \in\left(0, \varepsilon_{0}\right)$

$$
\tilde{T}_{\varepsilon}^{\delta}(t) z_{\varepsilon}^{ \pm}(\delta) \geqq \mu(x, t ; \delta)>0 \quad \text { in } \tilde{U} \times\left(\delta, t_{1}\right]
$$

for some function $\mu$ which does not depend on $\varepsilon$.
Assuming that (a), (b), (c) and (d) are satisfied for small $\delta>0$, (4.4) follows. Thus, to complete the proof we need to verify these conditions.

In view of Proposition 3.3 and the assumption $u_{0 i} \in C(\bar{\Omega})$, we have $u_{i} \in C(\bar{\Omega} \times$ $[0, \infty)$ ). Hence there exists a $t_{0}>0$ such that $u_{i}>0$ in $\bar{U} \times\left[0, t_{0}\right]$ and $z(t)=u_{1}(t)-u_{2}(t)$ changes sign in $\tilde{U}$ for $t \in\left[0, t_{0}\right]$. Since $u_{i \varepsilon} \rightarrow u_{i}$ and $z_{\varepsilon} \rightarrow z$ in $C\left(\bar{\Omega} \times\left[0, t_{0}\right]\right)$ there exist positive numbers $\mu_{0}, \nu_{0}$ and $\varepsilon_{0}$ such that for all $\varepsilon \in\left(0, \varepsilon_{0}\right)$

$$
\begin{equation*}
u_{i \varepsilon} \geqq \nu_{0} \quad \text { in } \bar{U} \times\left[0, t_{0}\right], \quad i=1,2 \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|z_{\varepsilon}^{ \pm}(t)\right\|_{L^{\infty}(\tilde{U})} \geqq 2 \mu_{0} \quad \text { for } t \in\left[0, t_{0}\right] . \tag{4.6}
\end{equation*}
$$

By (4.5) and the definition of $a_{\varepsilon}$, condition (d) is satisfied on $\bar{U} \times\left[0, t_{0}\right]$.
Let $\delta \in\left(0, t_{0}\right)$ be fixed.
When $N=1$, Lemma 7.7 below, combined with (4.5), implies that $u_{i \varepsilon}$ is uniformly bounded in $L^{\infty}\left(\delta, t_{0} ; H^{1}(U)\right)$. Hence it follows from the definition of $a_{\varepsilon}$ that condition (b) is satisfied for all $t_{1} \in\left(\delta, t_{0}\right]$ (the hypothesis H3 is necessary in the proof of Lemma 7.7).

When $N \geqq 2$ we may assume that $v_{\varepsilon}$ is uniformly bounded in $W^{2, p}(\Omega)$. It follows from (4.5) and [16, Thm. 3.1, p. 437] that $u_{i \varepsilon}$ is uniformly bounded in $L^{\infty}\left(\delta, t_{0}, W^{1, \infty}(U)\right)$. Thus condition (c) is satisfied for all $t_{1} \in\left(\delta, t_{0}\right]$.

It remains to show that for some $t_{1} \in\left(\delta, t_{0}\right]$ condition (a) is satisfied. In view of the conditions (b) and (c), which we proved to be satisfied for $t_{1} \in\left(\delta, t_{0}\right]$ we deduce from [16, Thm. 7.1, p. 181] that $\tilde{T}_{\varepsilon}^{\delta}(t) z_{\varepsilon}^{ \pm}(\delta)$ is uniformly bounded in $\tilde{U} \times\left[\delta, t_{0}\right]$. In addition, (4.5) and [16, Thm. 1.1, p. 419] imply that $u_{i \varepsilon}(\delta)$ is uniformly Hölder continuous in $\tilde{U}$. Finally it follows from [16, Thm. 10.1., p. 204] that $T_{\varepsilon}^{\delta}(t) z_{\varepsilon}^{ \pm}(\delta)$ is Hölder continuous in $\overline{\tilde{U}} \times\left[\delta, t_{0}\right]$, uniformly with respect to $\varepsilon \in\left(0, \varepsilon_{0}\right)$. Hence, by (4.6), there exists a $t_{1} \in\left(\delta, t_{0}\right]$ such that condition (a) of Lemma 4.3 is satisfied for all $\varepsilon \in\left(0, \varepsilon_{0}\right)$.

This completes the proof of Theorem 4.1.
5. Stabilization to equilibrium. In the present section we prove the main result of this paper, namely that $u$ stabilizes to equilibrium as $t \rightarrow \infty$.

Let the set $E$ be defined by

$$
\begin{array}{r}
E=\left\{q \in C(\bar{\Omega}): q \geqq 0 \text { and } \int_{\Omega}(\varphi(q) \Delta \eta-q \operatorname{grad} v \operatorname{grad} \eta)=0\right. \\
\text { for all } \left.\eta \in C^{2}(\bar{\Omega}) \text { with } \frac{\partial \eta}{\partial \nu}=0 \text { on } \partial \Omega\right\} .
\end{array}
$$

It follows from the definition of a solution of Problem P (Definition 3.1) that

$$
\begin{equation*}
E=\{q \in C(\bar{\Omega}): q \geqq 0 \text { and } u(t ; q)=q \text { for } t \geqq 0\} . \tag{5.1}
\end{equation*}
$$

Let $S$ be defined by (1.1).
Theorem 5.1. If the hypotheses $\mathrm{H} 1, \mathrm{H} 2 \mathrm{abc}, \mathrm{H} 3$ and H 4 are satisfied, then:
(i) $E=S$.
(ii) There exists a function $q \in E$ such that

$$
u\left(t ; u_{0}\right) \rightarrow q \quad \text { in } C(\bar{\Omega}) \text { as } t \rightarrow \infty
$$

where $q$ satisfies

$$
\begin{equation*}
\int_{\Omega} q d x=\int_{\Omega} u_{0} d x \tag{5.2}
\end{equation*}
$$

Remark 5.2. For some functions $v$ and initial functions $u_{0}$, condition (5.2) characterizes $q$ completely (see [4]).

The main tools in the proof of Theorem 5.1 are the contraction property which we proved in §4, and the following lemma about the structure of the set $S$.

Lemma 5.3. Let $q \in C(\bar{\Omega})$ be nonnegative. Then either $q \in S$, or there exists a function $w \in S$ such that $w-q$ changes sign in a connected subdomain $U \subset \Omega$ such that $w$, $q>0$ in $\bar{U}$.

Thus $S$ is a continuum in the space of nonnegative continuous functions on $\bar{\Omega}$.
Proof of Lemma 5.3. Suppose that there is no $w \in S$ such that $w-q$ changes sign in some connected subdomain $U \subset \Omega$ such that $w, q>0$ in $\bar{U}$. We shall prove that $q \in S$.

If $q \equiv 0$ in $\Omega$, then $q \in S$. So let $q\left(x_{1}\right)>0$ for some $x_{1} \in \Omega$. We set $C_{1}=\Phi\left(q\left(x_{1}\right)\right)+$ $v\left(x_{1}\right)$, where the function $\Phi$ is defined by (1.2). Let $P_{1} \subset \bar{\Omega}$ be the connected component of the set $\left\{x \in \bar{\Omega}: v(x)<C_{1}\right\}$ which contains $x_{1}$. We claim that

$$
\begin{equation*}
\Phi(q(x))=C_{1}-v(x) \quad \text { in } P_{1} . \tag{5.3}
\end{equation*}
$$

Suppose that $P_{1}$ contains a point where $\Phi(q)<C_{1}-v$. Then

$$
\Phi(q(\tilde{x}))+v(\tilde{x})=C_{1}-\varepsilon_{0} \quad \text { and } \quad q(\tilde{x})>0
$$

for some $\tilde{x} \in P_{1}$ and $\varepsilon_{0}>0$. Let $\tilde{P}_{\varepsilon} \subset P_{1}\left(0<\varepsilon<\varepsilon_{0}\right)$ be the connected component of the set $\left\{x \in \bar{\Omega}: v(x)<C_{1}-\varepsilon\right\}$ which contains $\tilde{x}$. We fix $\varepsilon \in\left(0, \varepsilon_{0}\right)$ so small, that $\tilde{P}_{\varepsilon}$ contains $x_{1}$. Define $w$ by

$$
\Phi(w(x))= \begin{cases}C_{1}-\varepsilon-v(x) & \text { for } x \in \tilde{P}_{\varepsilon}, \\ 0 & \text { for } x \in \bar{\Omega} \backslash \tilde{P}_{\varepsilon} .\end{cases}
$$

Then $w \in S$. Let $\Gamma$ be a curve in $\tilde{P}_{\varepsilon}$ which connects $\tilde{x}$ and $x_{1}$. Since $w>0$ on $\Gamma$, and since, by construction, $w-q$ changes sign on $\Gamma$, there exists a connected closed subset $\Gamma_{0} \subset \Gamma$ such that

$$
w, q>0 \text { on } \Gamma_{0} \text { and } w-q \text { changes sign on } \Gamma_{0} .
$$

Hence there exists a neighbourhood $\bar{U}$ of $\Gamma_{0}$ in $\tilde{P}_{\varepsilon}$, where $w, q>0$ and $w-q$ changes sign. Thus we have a contradiction and $P_{1}$ does not contain points where $\Phi(q)<C_{1}-v$.

A similar, but easier proof yields that $P_{1}$ does not contain points where $\Phi(q)>$ $C_{1}-v$, and (5.3) follows.

If $\bar{P}_{1}=\bar{\Omega}$ or if $q \equiv 0$ in $\bar{\Omega} \backslash P_{1}$, then $q \in S$. So suppose that $q\left(x_{2}\right)>0$ in $\Omega \backslash P_{1}$. Set $C_{2}=\Phi\left(q\left(x_{2}\right)\right)+v\left(x_{2}\right)$ and let $P_{2} \subset \bar{\Omega}$ be the connected component of the set $\{x \in \bar{\Omega}$ : $\left.C_{2}-v(x)>0\right\}$ which contains $x_{2}$. Then again we conclude that

$$
\Phi(q(x))=C_{2}-v(x) \text { in } P_{2}
$$

and clearly $P_{1} \cap P_{2}=\varnothing$.
Continuing this process, we construct sets, $P_{i}, i=1,2, \cdots$. Since $v$ has a local strict minimum in each connected $P_{i}$ and since the number of local strict minima of $v$ in $\Omega$ is finite, this process is finite. Thus $q \in S$.

Proof of Theorem 5.1(i). We first show that $S \subset E$. Let $w \in S$. Since $v$ has a finite number of local strict mimima, it follows from (1.1) that there exist a finite number of continuous functions $\Phi_{i}(x)\left(i=1, \cdots, i_{0}\right)$ with connected and mutually disjoint support such that

$$
\begin{equation*}
\Phi(w(x))=\sum_{i=1}^{i_{0}} \Phi_{i}(x) \tag{5.4}
\end{equation*}
$$

and

$$
\Phi_{i}(x)=C_{i}-v(x) \quad \text { for } x \in \operatorname{supp} \Phi_{i}
$$

for some constants $C_{i}$. Since $v \in W^{1, \infty}(\Omega)$ it follows (see for instance [14, Thm. A1, p. 50]) that $\Phi(w(\cdot)) \in W^{1, \infty}(\Omega)$ and

$$
\operatorname{grad} \Phi(w)= \begin{cases}-\operatorname{grad} v & \text { in }\{x: w(x)>0\} \\ 0 & \text { elsewhere }\end{cases}
$$

Then, by standard theory, $\varphi(w(\cdot)) \in W^{1, \infty}(\Omega)$ and

$$
\operatorname{grad} \varphi(w)= \begin{cases}-w \operatorname{grad} v & \text { in }\{x: w(x)>0\}  \tag{5.5}\\ 0 & \text { elsewhere }\end{cases}
$$

Let $\eta \in C^{2}(\bar{\Omega})$ with $\partial \eta / \partial \nu=0$ on $\partial \Omega$. Then, by (5.5),

$$
\int_{\Omega}(\varphi(w) \Delta \eta-w \operatorname{grad} v \operatorname{grad} \eta)=-\int_{\Omega}(\operatorname{grad} \varphi(w)+w \operatorname{grad} v) \operatorname{grad} \eta=0
$$

Thus $w \in E$.
Next we show that $E \subset S$. Let $q \in E$ and suppose that $q \notin S$. Then, by Lemma 5.3, there exists a $w \in S$ such that $w-q$ changes sign in a connected subdomain $U \subset \Omega$ in which $w, q>0$. Since $q \in E$ and $w \in S \subset E$, it follows from (5.1) and Theorem 4.1(ii) that

$$
\|q-w\|_{L^{1}(\Omega)}=\|u(t ; q)-u(t ; w)\|_{L^{1}(\Omega)}<\|q-w\|_{L^{1}(\Omega)}, \quad t>0
$$

Thus we have obtained a contradiction and $q \in S$.
Remark 5.4. When $N=1$, Theorem 5.1(i) follows at once by integrating the differential equation (see [4]).

Proof of Theorem 5.1(ii). We define the $\omega$-limit set

$$
\begin{aligned}
& \omega\left(u_{0}\right)=\left\{w \in L^{1}(\Omega): \text { there exists a sequence } t_{n} \rightarrow \infty\right. \\
& \left.\quad \text { such that } u\left(t_{n}\right) \rightarrow w \text { in } L^{1}(\Omega) \text { as } t_{n} \rightarrow \infty\right\} .
\end{aligned}
$$

By Proposition 3.3, the set $\left\{u\left(t ; u_{0}\right) ; t \geqq 1\right\}$ is precompact in $C(\bar{\Omega})$ (and hence in $L^{1}(\Omega)$ ). Thus $\omega\left(u_{0}\right)$ is nonempty and $\omega\left(u_{0}\right) \subset C(\bar{\Omega})$.

Let $q \in \omega\left(u_{0}\right)$. We show first that $q$ satisfies (5.2), then that $q \in E$, and finally that $\omega\left(u_{0}\right)=\{q\}$.

Setting $\psi(x, t) \equiv 1$ in Definition 3.1, we find that

$$
\int_{\Omega} u\left(t ; u_{0}\right)=\int_{\Omega} u_{0} \quad \text { for all } t>0
$$

and (5.2) follows.
In order to show that $q \in E$, we argue by contradiction: suppose that $q \notin E$. Then, by Theorem 5.1(i), $q \notin S$. Thus, by Lemma 5.3, there exists a function $w \in S$ such that $q-w$ changes sign in a connected subdomain $U \subset \Omega$ in which $q, w>0$. We use $w$ to define the functional $V: L^{1}(\Omega) \rightarrow[0, \infty)$ :

$$
V(u)=\|u-w\|_{L^{1}(\Omega),} \quad u \in L^{1}(\Omega)
$$

Since $w \in E$, it follows from Theorem 4.1(i) that the solution $u(t)$ of Problem P satisfies

$$
V\left(u\left(t_{1}\right)\right) \leqq V\left(u\left(t_{2}\right)\right) \quad \text { for all } t_{1} \geqq t_{2} \geqq 0 .
$$

Thus $V$ is a Lyapunov functional for Problem P. Since $u \in C\left([0, \infty) ; L^{1}(\Omega)\right)$ and $V$ is continuous, it follows from [5, Prop. 2.1 and 2.2] that $u(t ; q) \in \omega\left(u_{0}\right)$ and that $V$ is constant on $\omega\left(u_{0}\right)$. Hence

$$
\begin{equation*}
V(u(t ; q))=V(q) \quad \text { for all } t \geqq 0 \tag{5.6}
\end{equation*}
$$

On the other hand, since $q$ and $w \in C(\bar{\Omega})$, it follows from the choice of $w$ and Theorem 4.1(ii) that

$$
V(u(t ; q))<V(q) \text { for all } t>0
$$

which contradicts (5.6). Thus $q \in E$.
Finally we show that $\omega\left(u_{0}\right) \equiv\{q\}$.

Suppose that $\tilde{q} \in \omega\left(u_{0}\right)$ and that $u\left(t_{n} ; u_{0}\right) \rightarrow q$ as $t_{n} \rightarrow \infty$ and $u\left(s_{n} ; u_{0}\right) \rightarrow \tilde{q}$ as $s_{n} \rightarrow \infty$ where the sequences $\left\{t_{n}\right\}$ and $\left\{s_{n}\right\}$ are chosen such that $s_{n}<t_{n}$ for all $n \geqq 1$. Then, using Theorem 4.1(i), we find that

$$
\begin{aligned}
\|q-\tilde{q}\|_{L^{1}(\Omega)} & =\lim _{n \rightarrow \infty}\left\|u\left(t_{n} ; u_{0}\right)-\tilde{q}\right\|_{L^{1}(\Omega)} \\
& \leqq \lim _{n \rightarrow \infty}\left\|u\left(s_{n} ; u_{0}\right)-\tilde{q}\right\|_{L^{1}(\Omega)}=0 .
\end{aligned}
$$

Thus $\tilde{q}=q$, which completes the proof of Theorem 5.1.
6. The Dirichlet problem. In this section we show how the results about Problem $P$ can be extended to the case of homogeneous Dirichlet boundary conditions. We consider the problem
$\left(\mathrm{P}_{D}\right)$

$$
\begin{array}{ll}
u_{t}=\Delta \varphi(u)+\operatorname{div}(u \operatorname{grad} v) & \text { in } \Omega \times \mathbb{R}^{+}, \\
u=0 & \text { on } \partial \Omega \times \mathbb{R}^{+} \\
u(x, 0)=u_{0}(x) & \text { in } \Omega .
\end{array}
$$

We define a (generalized) solution $u\left(t ; u_{0}\right)$ of Problem $\mathrm{P}_{D}$ in a similar way as for Problem P, taking test functions $\psi \in C^{2,1}(\bar{Q})$ such that $\psi=0$ on $\partial \Omega \times \mathbb{R}^{+}$. The Propositions 3.2, 3.3 and 3.4 as well as Theorem 4.1 remain valid in the case of Problem $\mathrm{P}_{D}$. In particular

$$
\begin{equation*}
u\left(t ; u_{0}\right) \in C(\bar{\Omega}) \text { and } u\left(t ; u_{0}\right)=0 \text { on } \partial \Omega \text { for } t>0 \tag{6.1}
\end{equation*}
$$

Let the set of steady-state solutions, $E_{D}$, be defined by

$$
\begin{aligned}
E_{D}=\{q \in C(\bar{\Omega}): q \geqq 0 & \text { and } \int_{\Omega}(\varphi(q) \Delta \eta-q \operatorname{grad} v \operatorname{grad} \eta)=0 \\
& \text { for all } \left.\eta \in C^{2}(\bar{\Omega}) \text { such that } \eta=0 \text { on } \partial \Omega\right\} .
\end{aligned}
$$

Lemma 6.1. Let $E$ be defined as in §5. Then $E_{D} \subset E$.
Proof. Let $q \in E_{D}$. Then

$$
\begin{equation*}
u(t ; q)=q \quad \text { for } t>0 \tag{6.2}
\end{equation*}
$$

Let $\tilde{u}(t ; q)$ denote the solution of Problem P with initial function $q$. Since, by (6.1) and (6.2),

$$
\tilde{u}(t ; q) \geqq u(t ; q)=q=0 \quad \text { on } \partial \Omega \times \mathbb{R}^{+},
$$

$\tilde{u}(t ; q)$ is a supersolution of Problem $\mathrm{P}_{D}$. Hence, by (6.2),

$$
\begin{equation*}
\tilde{u}(t ; q) \geqq q \quad \text { in } \Omega \times \mathbb{R}^{+} . \tag{6.3}
\end{equation*}
$$

On the other hand we have that

$$
\int_{\Omega} \tilde{u}(t ; q) d x=\int_{\Omega} q d x, \quad t \geqq 0 .
$$

Combined with (6.3) this yields $\tilde{u}(t ; q)=q$ for $t \geqq 0$. Thus $q \in E$. We define $S_{D}$ by

$$
S_{D}=\{q \in S, \text { such that } q=0 \text { on } \partial \Omega\},
$$

where $S$ is defined by (1.1). In what follows we prove the following theorem.

Theorem 6.2. Let the hypotheses H1, H2abc, H3 and H4 be satisfied. Then:
(i) $E_{D}=S_{D}$.
(ii) $E_{D}$ contains a maximal element $q_{\max }$, i.e. $q \leqq q_{\max }$ in $\Omega$ for any $q \in E_{D}$.
(iii) There exists a function $q \in E_{D}$ such that $u\left(t ; u_{0}\right) \rightarrow q$ in $C(\bar{\Omega})$ as $t \rightarrow \infty$. If in addition $u_{0} \leqq q_{\max }$, then $q$ satisfies $\int_{\Omega} q d x=\int_{\Omega} u_{0} d x$.

Proof. (i) By Lemma 6.1 and Theorem 5.1(i), $E_{D} \subset S$. Hence $E_{D} \subset S_{D}$. The proof of the inclusion $S_{D} \subset E_{D}$ is identical to the proof of $S \subset E$, given in $\S 5$. Thus $E_{D}=S_{D}$.
(ii) Let $C>\|v\|_{L^{\infty}(\Omega)}$ be constant and let $w \in S$ be defined by $\Phi(w(x))=C-v(x)$, $x \in \bar{\Omega}$. Then $w>0$ in $\bar{\Omega}$ and it follows from the definition of the set $S_{D}$ that $q \leqq w$ in $\Omega$ for any $q \in S_{D}$. Hence, by (i),

$$
\begin{equation*}
q \leqq w \quad \text { in } \Omega \text { for any } q \in E_{D} \tag{6.4}
\end{equation*}
$$

Since $w \in S=E, w$ is a supersolution of Problem $\mathrm{P}_{D}$. Hence the solution $u(t ; w)$ of Problem $\mathrm{P}_{D}$ is nonincreasing in $t$ and we may define

$$
0 \leqq p(x)=\lim _{t \rightarrow \infty} u(x, t ; w), \quad x \in \bar{\Omega}
$$

By (6.4) and the comparison principle

$$
\begin{equation*}
q \leqq p \quad \text { in } \Omega \text { for any } q \in E_{D} \tag{6.5}
\end{equation*}
$$

Below we prove that $p \in E_{D}$. Then the result follows at once from (6.5), with $q_{\max }=p$.
Let $\eta(x) \geqq 0$ be a smooth test function on $\bar{\Omega}$ such that $\eta=0$ on $\partial \Omega$. Then $u=u(\cdot ; w)$ satisfies

$$
\int_{\Omega} u(t) \eta=\int_{\Omega} w \eta+\iint_{Q_{t}}(\varphi(u) \Delta \eta-u \operatorname{grad} v \operatorname{grad} \eta)
$$

Thus

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} u(t) \eta=\int_{\Omega}(\varphi(u(t)) \Delta \eta-u(t) \operatorname{grad} v \operatorname{grad} \eta) \tag{6.6}
\end{equation*}
$$

Since $u(t ; w)$ decreases to $p$ as $t \rightarrow \infty$, the left-hand side of (6.6) is nonpositive and there exists a sequence $t_{n} \rightarrow \infty$ such that

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} u\left(t_{n}\right) \eta \rightarrow 0 \quad \text { as } t_{n} \rightarrow \infty \tag{6.7}
\end{equation*}
$$

On the other hand, the right-hand side of (6.6) converges to

$$
\int_{\Omega}(\varphi(p) \Delta \eta-p \operatorname{grad} v \operatorname{grad} \eta) \quad \text { as } t_{n} \rightarrow \infty
$$

Hence, by (6.6) and (6.7),

$$
\int_{\Omega}(\varphi(p) \Delta \eta-p \operatorname{grad} v \operatorname{grad} \eta)=0
$$

and thus $p \in E_{D}$.
(iii) Given an initial function $u_{0}$, one can find a function $w \in S$ such that $u_{0} \leqq w$ in $\Omega$. Using the above argument and the comparison principle, we find that

$$
\limsup _{t \rightarrow \infty} u\left(x, t ; u_{0}\right) \leqq q_{\max }(x), \quad x \in \Omega
$$

Hence

$$
\begin{equation*}
q \in \omega\left(u_{0}\right) \text { implies that } q \leqq q_{\max } . \tag{6.8}
\end{equation*}
$$

In order to prove that $u\left(t ; u_{0}\right)$ stabilizes to equilibrium, we use the same arguments as for the proof of Theorem 5.1(ii), but now based on the fact that $S_{D}$ is a continuum between zero and $q_{\max }$, on (6.8), and on the contraction property of $u$. If furthermore $u_{0} \leqq q_{\text {max }}$, then the solution $\tilde{u}\left(t ; u_{0}\right)$ of Problem P satisfies $\tilde{u}\left(t ; u_{0}\right) \leqq q_{\text {max }}$ for $t \geqq 0$ and in particular $\tilde{u}\left(t, u_{0}\right)=0$ on $\partial \Omega \times \mathbb{R}^{+}$. Thus $\tilde{u}\left(t ; u_{0}\right)$ coincides with the solution $u\left(t ; u_{0}\right)$ of Problem $\mathrm{P}_{D}$ (see Lemma 9.3 below). Then, if $q=\lim _{t \rightarrow \infty} u\left(t ; u_{0}\right)$, we have, by Theorem 5.1(ii)

$$
\int_{\Omega} q d x=\int_{\Omega} u_{0} d x
$$

## Part II

7. Existence and regularity. In this section we prove the existence of a solution of Problem $P$ which satisfies this problem in a somewhat stronger sense than that of Definition 3.1. We first recall some usual definitions and then give an alternative definition of a solution, involving the gradient of $\varphi(u)$. The existence proof itself is based on the study of uniformly parabolic problems which are related to Problem P.

We denote by $L^{2}\left(0, T ; H^{1}(\Omega)\right)$ the Hilbert space with inner product

$$
(u, v)_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}=\iint_{Q_{T}} u v+\iint_{Q_{T}} \operatorname{grad} u \operatorname{grad} v
$$

and by $V_{2}\left(Q_{T}\right)$ the Banach space with norm

$$
|u|_{V_{2}\left(Q_{T}\right)}^{2}=\underset{0 \leqq t \leqq T}{\operatorname{ess} \sup } \int_{\Omega} u^{2}(t)+\iint_{Q_{T}}(\operatorname{grad} u)^{2} .
$$

Definition 7.1. We say that $u:[0, \infty) \rightarrow L^{1}(\Omega)$ is a weak solution of Problem P if it satisfies
(i) $u \in C\left([0, t] ; L^{1}(\Omega)\right) \cap L^{\infty}\left(Q_{t}\right)$ for all $t \in(0, \infty)$;
(ii) $\varphi(u) \in V_{2}\left(Q_{t}\right)$ for all $t \in(0, \infty)$;
(iii) $\int_{\Omega} u(t) \psi(t)=\int_{\Omega} u_{0} \psi(0)+\int_{0}^{t} \int_{\Omega}\left\{u \psi_{t}-(\operatorname{grad} \varphi(u)+u \operatorname{grad} v) \operatorname{grad} \psi\right\}$ for all $\psi$ $\in C^{1}(\bar{Q})$ and all $t \in(0, \infty)$.

Lemma 7.2. A weak solution of Problem P is a generalized solution as well.
Proof. Take $\psi \in C^{2,1}(\bar{Q})$ with $\partial \psi / \partial \nu=0$ on $\partial \Omega \times \mathbb{R}^{+}$and integrate by parts.
In what follows, we show that Problem $P$ has a weak solution. To that purpose, we consider the problems

$$
\begin{array}{ll}
u_{t}=\Delta \varphi_{\varepsilon}(u)+\operatorname{div}\left(u \operatorname{grad} v_{\varepsilon}\right) & \text { in } Q_{T} \\
\frac{\partial}{\partial \nu} \varphi_{\varepsilon}(u)+u \frac{\partial v_{\varepsilon}}{\partial \nu}=0 & \text { on } \partial \Omega \times(0, T] \\
u(x, 0)=u_{0 \varepsilon}(x) & \text { in } \Omega,
\end{array}
$$

where

$$
\begin{gathered}
\varphi_{\varepsilon} \in C^{\infty}\left(\mathbb{R}^{+}\right), \quad \varphi_{\varepsilon}(0)=0, \varphi_{\varepsilon}^{\prime}(s) \geqq C(\varepsilon)>0 \quad \text { for } s \in[0, K], \\
\left(\varphi_{\varepsilon}^{-1}(s)\right)^{\prime} \leqq\left(\varphi^{-1}(s)\right)^{\prime} \text { for } s \in[0, \varphi(2 K)]
\end{gathered}
$$

where $K$ is the uniform $L^{\infty}$-bound of $u_{\varepsilon}$ that we find in Lemma 7.4 below and $\varphi_{\varepsilon}$ and $\varphi_{\varepsilon}^{\prime}$ converge to $\varphi$ and $\varphi^{\prime}$ on all compact subsets of $\mathbb{R}^{+}$as $\varepsilon \downarrow 0$, where

$$
\begin{aligned}
& v_{\varepsilon} \in C^{\infty}(\bar{\Omega}), \quad\left\|v_{\varepsilon}\right\|_{C^{1}(\bar{\Omega})} \leqq C \quad \text { for some constant } C>0, \\
& \left\|v_{\varepsilon}\right\|_{C(\bar{\Omega})} \leqq\|v\|_{L^{\infty}(\Omega)} \text { and }\left\|v_{\varepsilon}-v\right\|_{H^{1}(\Omega)} \rightarrow 0 \quad \text { as } \varepsilon \downarrow 0,
\end{aligned}
$$

and where

$$
u_{0_{\varepsilon}} \in C^{\infty}(\bar{\Omega}), 0 \leqq u_{0_{\varepsilon}} \leqq\left\|u_{0}\right\|_{L^{\infty}(\Omega)}
$$

$u_{0 \varepsilon}$ satisfies the compatibility condition

$$
\frac{\partial}{\partial \nu} \varphi_{\varepsilon}\left(u_{0_{\varepsilon}}\right)+u_{0 \varepsilon} \frac{\partial v_{\varepsilon}}{\partial \nu}=0 \text { on } \partial \Omega
$$

and $\left\|u_{0_{\varepsilon}}-u_{0}\right\|_{L^{2}(\Omega)} \rightarrow 0$ as $\varepsilon \downarrow 0$.
Since it is standard that one can construct the approximations $\varphi_{\varepsilon}$ of the function $\varphi$ having the properties indicated above, we do not do it here. On the other hand we construct explicitly in an appendix approximations $v_{\varepsilon}$ and $u_{0_{\varepsilon}}$ of the functions $v$ and $u_{0}$.

To begin with, we give a comparison principle, which turns out to be basic in the study of Problems $\mathrm{P}_{\varepsilon}$ and P .

Lemma 7.3. Let $u_{1}$ and $u_{2} \in C^{2,1}\left(\bar{Q}_{T}\right)$ be two solutions of Problem $\mathrm{P}_{\varepsilon}$ with initial functions $u_{01} \leqq u_{02}$. Then $u_{1}(t) \leqq u_{2}(t)$.

Proof. Let $z=u_{1}-u_{2}$. Then $z$ satisfies the linear problem $L_{\varepsilon}$ which we discussed in $\S 4$ and Lemma 7.3 follows from the comparison principle for that problem.

Before proving the existence of a solution of Problem P, we first give some a priori estimates.

Lemma 7.4. Let $u_{\varepsilon} \in C^{2,1}\left(\bar{Q}_{T}\right)$ be a solution of Problem $\mathrm{P}_{\varepsilon}$. Then

$$
\begin{equation*}
0 \leqq u_{\varepsilon} \leqq K \quad \text { in } \bar{Q}_{T} \tag{7.1}
\end{equation*}
$$

where the constant $K$ does not depend on $T$.
The lower bound in (7.1) is obvious. The upper bound follows from the construction of time-dependent supersolutions, which are uniformly bounded with respect to $\varepsilon$. We leave the details to the reader.

Lemma 7.5. Problem $P_{\varepsilon}$ has a unique classical solution $u_{\varepsilon} \in C^{2+\alpha}\left(\bar{Q}_{T}\right)$ for each $\alpha \in(0,1)$.

Proof. See [16, Thm. 7.4, p. 491].
In what follows we give some more a priori estimates for $u_{\varepsilon}$.
Lemma 7.6. Let $0 \leqq t-\tau<t<T$. Then there exists $C(\tau)>0$ such that

$$
\int_{t-\tau}^{t} \int_{\Omega}\left(\operatorname{grad} \varphi_{\varepsilon}\left(u_{\varepsilon}\right)\right)^{2} \leqq C(\tau)
$$

In particular the constant $C(\tau)$ does not depend on $T$ or on $\varepsilon$.
The proof is immediate if we multiply the differential equation by $\varphi_{\varepsilon}\left(u_{\varepsilon}\right)$ and integrate by parts over $\Omega \times(t, t+\tau)$.

Next we give an estimate which is useful for the proof of Theorem 4.1(ii); we adapt a proof from Gagneux [10].

Lemma 7.7. We suppose that either $\varphi(s)=s|s| / 2$ or $\Delta v \in L^{1}(\Omega)$. Then

$$
\begin{equation*}
\left\|\varphi_{\varepsilon}\left(u_{\varepsilon}\right)\right\|_{L^{\infty}\left(T-\tau, T ; H^{1}(\Omega)\right)} \leqq C(\tau), \quad 0<\tau \leqq T . \tag{7.2}
\end{equation*}
$$

The constant $C(\tau)$ does not depend on $T$.
Proof. We first show that for $0 \leqq t-\tau<t \leqq T$, the following estimate holds

$$
\begin{equation*}
\int_{t-\tau}^{t} \int_{\Omega} \varphi_{\varepsilon}^{\prime}\left(u_{\varepsilon}\right)\left(\operatorname{grad} u_{\varepsilon}\right)^{2} \leqq C(\tau) \tag{7.3}
\end{equation*}
$$

For that purpose we multiply the differential equation by $u_{\varepsilon}$ and integrate by parts; we obtain

$$
\frac{1}{2} \int_{\Omega} u_{\varepsilon}^{2}(t)-\frac{1}{2} \int_{\Omega} u_{\varepsilon}^{2}(t-\tau)+\int_{t-\tau}^{t} \int_{\Omega} \varphi_{\varepsilon}^{\prime}\left(u_{\varepsilon}\right)\left(\operatorname{grad} u_{\varepsilon}\right)^{2}=\int_{t-\tau}^{t} \int_{\Omega} \operatorname{grad} v_{\varepsilon} \operatorname{grad}\left(\frac{1}{2} u_{\varepsilon}^{2}\right)
$$

When (i): $\varphi(s)=s^{2} / 2$, we have

$$
\int_{t-\tau}^{t} \int_{\Omega} \operatorname{grad} v_{\varepsilon} \operatorname{grad}\left(\frac{1}{2} u_{\varepsilon}^{2}\right) \leqq C \sqrt{\tau}\left\|\varphi\left(u_{\varepsilon}\right)\right\|_{L^{2}\left(t-\tau, t ; H^{1}(\Omega)\right)} \leqq C(\tau)
$$

by Lemma 7.4; and when (ii): $\Delta v \in L^{1}(\Omega)$, then

$$
\int_{t-\tau}^{t} \int_{\Omega} \operatorname{grad} v_{\varepsilon} \operatorname{grad}\left(\frac{1}{2} u_{\varepsilon}^{2}\right)=\int_{t-\tau}^{t} \int_{\partial \Omega} \frac{u_{\varepsilon}^{2}}{2} \frac{\partial v_{\varepsilon}}{\partial \nu}-\int_{t-\tau}^{t} \int_{\Omega} \Delta v_{\varepsilon} \frac{u_{\varepsilon}^{2}}{2} \leqq C(\tau)
$$

which completes the proof of (7.3).
For the rest of the proof we refer to [10].
We shall need a result of DiBenedetto [7, Thm. 6.2] to deduce a strong estimate, namely the equicontinuity of $u_{\varepsilon}$.

Lemma 7.8(i). For every $\tau>0$ there exists a continuous nondecreasing function $\omega_{\tau}(\cdot)$, $\omega_{\tau}(0)=0$ such that

$$
\left|u_{\varepsilon}\left(x_{1}, t_{1}\right)-u_{\varepsilon}\left(x_{2}, t_{2}\right)\right| \leqq \omega_{\tau}\left(\left|x_{1}-x_{2}\right|+\left|t_{1}-t_{2}\right|^{1 / 2}\right)
$$

for all $\left(x_{i}, t_{i}\right) \in \bar{\Omega} T \times[\tau, T], i=1,2$. The function $\omega_{\tau}$ does not depend on $T$ and $\varepsilon$.
(ii) If $u_{0} \in C(\bar{\Omega})$, then $\left\{u_{\varepsilon}\right\}$ is equicontinuous on $\bar{\Omega} \times[0, T]$.

We are now in a position to prove the existence theorem.
Theorem 7.9. We suppose that H 1 and H 4 are satisfied and that $v \in W^{1, \infty}(\Omega)$. Then there exists a weak solution of Problem P which satisfies

$$
0 \leqq u \leqq C \quad \text { on } Q_{T}
$$

and is continuous in any set $\bar{\Omega} \times[\tau, T]$ with $\tau>0$. The constant $C$ and the modulus of continuity do not depend on $T$.

Proof. From the estimates above we deduce that there exist a function $u \in L^{\infty}\left(Q_{T}\right)$ $\cap C(\bar{\Omega} \times(0, T])$ and a subsequence of $\left\{u_{\varepsilon}\right\}$ which we denote again by $\left\{u_{\varepsilon}\right\}$ such that
(i) $u_{\varepsilon} \rightarrow u$ uniformly on all sets of the form $\bar{\Omega} \times[\tau, T]$ with $\tau>0$ (by Lemma 7.8),
(ii) $u_{\varepsilon} \rightarrow u$ strongly in $L^{2}\left(Q_{T}\right)$ and a.e. (this is a consequence of (i) and the uniform bound of $u_{\varepsilon}$ in $L^{\infty}(\Omega)$ ),
(iii) $\varphi_{\varepsilon}\left(u_{\varepsilon}\right) \rightarrow \varphi(u)$ weakly in $L^{2}\left(0, T ; H^{1}(\Omega)\right)$ (this follows from Lemma 7.6; one checks that the limit is $\varphi(u)$ by observing that by (ii) and Lebesgue's dominated convergence theorem $\varphi_{\varepsilon}\left(u_{\varepsilon}\right) \rightarrow \varphi(u)$ strongly in $L^{2}\left(Q_{T}\right)$ ),
(iv) $u_{\varepsilon} \operatorname{grad} v_{\varepsilon} \rightarrow u \operatorname{grad} v$ strongly in $L^{1}\left(Q_{T}\right)$.

It remains to check that $u$ is a solution of Problem P. It is easy to deduce from (i)-(iv) that $u$ satisfies the integral equation in Definition 3.1 since $u_{\varepsilon}$ satisfies a similar equation. Also $u \in C\left((0, T] ; L^{1}(\Omega)\right)$. In order to show that $\|u(t)\|_{L^{1}(\Omega)}$ is continuous at zero we use the contraction Theorem 4.1(i). Let $\tilde{u}_{\varepsilon}$ be a solution of Problem P with initial function $u_{0 \varepsilon}$ obtained as a limit of solutions of Problem $\mathrm{P}_{\varepsilon}$. Then

$$
\left\|u(t)-u_{0}\right\|_{L^{1}(\Omega)} \leqq\left\|u(t)-\tilde{u}_{\varepsilon}(t)\right\|_{L^{1}(\Omega)}+\left\|\tilde{u}_{\varepsilon}(t)-u_{0_{\varepsilon}}\right\|_{L^{1}(\Omega)}+\left\|u_{0_{\varepsilon}}-u_{0}\right\|_{L^{1}(\Omega)} .
$$

Let $\eta>0$ be arbitrary. Since $u_{0 \varepsilon}$ converges to $u_{0}$ in $L^{1}(\Omega)$, one can fix $\varepsilon$ such that $\left\|u_{0_{\varepsilon}}-u_{0}\right\|_{L^{1}(\Omega)} \leqq \eta / 3$. Then by Theorem $4.1\left\|u(t)-\tilde{u}_{\varepsilon}(t)\right\|_{L^{1}(\Omega)} \leqq \eta / 3$. Finally we deduce from Lemma 7.8 (ii) that one can find $t_{0}$ such that $\left\|\tilde{u}_{\varepsilon}(t)-u_{0 \varepsilon}\right\|_{L^{1}(\Omega)} \leqq \eta / 3$ for all $t \leqq t_{0}$.

Remark 7.10. If the function $\varphi$ is defined on $\mathbb{R}$ with $\varphi^{\prime}(s)>0$ for $s<0$, the condition $u_{0} \geqq 0$ is not necessary to obtain the results of $\S 7$.
8. Uniqueness of the solution. In order to show that the solution of Problem $P$ is unique, we apply a method due to Kalashnikov [13] which consists of comparing an arbitrary solution of Problem $P$ with a solution obtained as the limit of a sequence of classical solutions of the parabolic equation in Problem P. We do so below and for technical reasons which will appear later we impose the condition $\Delta v \geqq-M$ in the sense of distributions.

We approximate Problem $P$ in two steps, first by the problem

$$
\begin{array}{ll}
u_{t}=\Delta \varphi(u)+\operatorname{div}(u \operatorname{grad} v) & \text { in } Q_{T} \\
\frac{\partial}{\partial \nu} \varphi(u)+u \frac{\partial v}{\partial \nu}=\frac{A}{n} e^{-M t} & \text { on } \partial \Omega \times(0, T]  \tag{n}\\
u(x, 0)=u_{0 n}(x):=u_{0}(x)+\frac{1}{n} & \text { in } \Omega
\end{array}
$$

which in turn we approximate by the problem

$$
\begin{array}{ll}
u_{t}=\Delta \varphi(u)+\operatorname{div}\left(u \operatorname{grad} v_{j}\right) & \text { in } Q_{T}, \\
\left(\mathrm{P}_{n j}\right) \quad & \frac{\partial}{\partial \nu} \varphi(u)+u \frac{\partial v_{j}}{\partial \nu}=\frac{A}{n} e^{-M t} \\
& \text { on } \partial \Omega \times(0, T], \\
u(x, 0)=u_{0 j}(x)+\frac{1}{n} & \text { in } \Omega,
\end{array}
$$

where

$$
\begin{aligned}
& v_{j} \in C^{\infty}(\bar{\Omega}), \quad\left\|v_{j}\right\|_{C^{1}(\bar{\Omega})} \leqq C_{1} \quad \text { for some constant } C_{1}>0, \\
& \Delta v_{j} \geqq-M \text { and }\left\|v_{j}-v\right\|_{H^{1}(\Omega)} \rightarrow 0 \quad \text { as } j \rightarrow \infty,
\end{aligned}
$$

where the constant $A$ is such that $A \geqq C_{1}$ and

$$
u_{0 j} \in C^{2+\alpha}(\bar{\Omega}), \quad 0 \leqq u_{0 j} \leqq C_{2} \quad \text { for some constant } C_{2}>0,
$$

$u_{0 j}$ satisfies the compatibility condition

$$
\varphi^{\prime}\left(u_{0 j}+\frac{1}{n}\right) \frac{\partial u_{0 j}}{\partial \nu}+\frac{\partial v_{j}}{\partial \nu} u_{0 j}+\frac{1}{n}\left(\frac{\partial v_{j}}{\partial \nu}-A\right)=0 \quad \text { on } \partial \Omega
$$

and is such that $\left\|u_{0 j}-u_{0}\right\|_{L^{2}(\Omega)} \rightarrow 0$ as $j \rightarrow \infty$.
We show in the appendix that one can construct such functions $v_{j}$ and $u_{0 j}$.

We first give uniform upper and lower bounds for the solution $u_{n j}$ of Problem $\mathrm{P}_{n j}$; the fact that $u_{n j}$ turns out to be bounded away from zero ensures that Problem $\mathrm{P}_{n j}$ is uniformly parabolic.

Lemma 8.1. Let $u_{n j} \in C^{2,1}\left(\bar{Q}_{T}\right)$ be a solution of Problem $\mathrm{P}_{n j}$. Then, for $n$ large enough,

$$
\frac{1}{n} e^{-M t} \leqq u_{n j}(x, t) \leqq C \quad \text { for all }(x, t) \in \bar{Q}_{T}
$$

where the constant $C$ does not depend on time.
The main tool of the proof is the following comparison principle which is an immediate generalization of Lemma 7.3.

Lemma 8.2. Let $u_{1}$ and $u_{2} \in C^{2,1}\left(\bar{Q}_{T}\right)$ and assume that $u_{1}$ and $u_{2}$ are positive on $\bar{Q}_{T}$. If

$$
\begin{array}{ll}
\Delta \varphi\left(u_{1}\right)+\operatorname{div}\left(u_{1} \operatorname{grad} v_{j}\right)-u_{1 t} \geqq \Delta \varphi\left(u_{2}\right)+\operatorname{div}\left(u_{2} \operatorname{grad} v_{j}\right)-u_{2 t} \text { in } Q_{T}, \\
\frac{\partial}{\partial \nu} \varphi\left(u_{1}\right)+u_{1} \frac{\partial v_{j}}{\partial \nu} \leqq \frac{\partial}{\partial \nu} \varphi\left(u_{2}\right)+u_{2} \frac{\partial v_{j}}{\partial \nu} & \text { on } \partial \Omega \times(0, T] \\
u_{1}(x, 0) \leqq u_{2}(x, 0) & \text { in } \Omega .
\end{array}
$$

Then

$$
u_{1} \leqq u_{2} \quad \text { in } \bar{Q}_{T} .
$$

Proof of Lemma 8.1. One easily checks that $s^{-}(x, t):=(1 / n) e^{-M t}$ is a subsolution of Problem $\mathrm{P}_{n j}$, and hence, by Lemma 8.2, $u_{n} \geqq(1 / n) e^{-M t}$.

On the other hand, one can construct a supersolution of the form

$$
s^{+}(x, t)=\Phi^{-1}\left(C-v_{j}-e^{-M t} h(x)\right),
$$

where $h$ is a smooth function such that $1 \leqq h \leqq 2$, and where the constant $C$ is chosen large enough. Omitting the details here we find that $u_{n j} \leqq s^{+} \leqq \Phi^{-1}(C)$.

By the method of $\S 7$ one can obtain further a priori estimates for solutions of the Problems $\mathrm{P}_{n j}$ and $\mathrm{P}_{n}$ and use them to show that a subsequence $\left\{u_{n j}\right\}$ of solutions of Problems $\mathrm{P}_{n j}$ converge to a generalized solution of Problem $\mathrm{P}_{n}$ as $j \rightarrow \infty$ and then that a subsequence $\left\{u_{\tilde{n}}\right\}$ of solutions of Problems $\mathrm{P}_{\tilde{n}}$ converge to a solution of Problem P. In addition, following DiBenedetto again, we find that the sequence $\left\{u_{n j}\right\}$ is equicontinuous. In particular one can show that there exists a solution $u$ of Problem P and a subsequence of the solutions $u_{n}$ of Problems $\mathrm{P}_{n}$ (which we denote again by $\left\{u_{n}\right\}$ ) which converge to $u$ as $n \rightarrow \infty$. Below we use this construction to prove the following result.

Theorem 8.3. We suppose that the hypotheses H1, H2a and H4 are satisfied. Let u be the solution of Problem P obtained above and let $\underline{u}$ (resp. $\bar{u}$ ) be a subsolution (resp. supersolution) of $P$ with initial function $\underline{u}_{0}\left(r e s p . \bar{u}_{0}\right)$. Then for every $t \in(0, T]$ we have that

$$
\begin{equation*}
\int_{\Omega}(\underline{u}(t)-u(t))^{+} \leqq \int_{\Omega}\left(\underline{u}_{0}-u_{0}\right)^{+} \tag{8.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega}(u(t)-\bar{u}(t))^{+} \leqq \int_{\Omega}\left(u_{0}-\bar{u}_{0}\right)^{+} . \tag{8.2}
\end{equation*}
$$

Corollary 8.4. If the hypotheses $\mathrm{H} 1, \mathrm{H} 2 \mathrm{a}$ and H 4 are satisfied, Problem P has a unique solution.

Corollary 8.5. Let $\underline{u}(t)$ and $\bar{u}(t)$ be respectively a subsolution and a supersolution of Problem P with initial functions $\underline{u}_{0}$ and $\bar{u}_{0}$ such that $\underline{u}_{0} \leqq \bar{u}_{0}$. Then $\underline{u}(t) \leqq \bar{u}(t)$ for every $t \in(0, T]$.

Proof of Theorem 8.3. The proof follows closely that of Diaz and Kersner [6]. Let $\psi$ be a test function. Then

$$
\begin{aligned}
& \int_{\Omega}\left(\underline{u}-u_{n}\right)(t) \psi(t)-\int_{\Omega}\left(\underline{u}_{0}-u_{0 n}\right) \psi(0) \\
& \leqq \int_{0}^{t} \int_{\Omega}\left\{\left(\underline{u}-u_{n}\right)(t) \psi_{t}+\left(\varphi(\underline{u})-\varphi\left(u_{n}\right)\right) \Delta \psi-\left(\underline{u}-u_{n}\right) \operatorname{grad} v \operatorname{grad} \psi\right\} \\
&-\frac{A}{n} \int_{0}^{t} \int_{\partial \Omega} e^{-M t} \psi \\
& \leqq \int_{0}^{t} \int_{\Omega}\left(\underline{u}-u_{n}\right)\left\{\psi_{t}+A_{n} \Delta \psi-\operatorname{grad} v \operatorname{grad} \psi\right\}
\end{aligned}
$$

where

$$
A_{n}(x, t)=\int_{0}^{1} \varphi^{\prime}\left(\theta \underline{u}(x, t)+(1-\theta) u_{n}(x, t)\right) d \theta .
$$

Since $u_{n} \geqq(1 / n) e^{-M t}$, there exists $\varepsilon(n)>0$ such that $A_{n} \geqq \varepsilon(n)>0$. We now define a sequence of smooth functions $A_{n j} \geqq \varepsilon(n)$ such that

$$
A_{n j} \rightarrow A_{n} \text { strongly in } L^{2}\left(Q_{T}\right) \text { as } j \rightarrow \infty
$$

Let $\psi_{n j}$ be the solution of the problem

$$
\begin{array}{ll}
\psi_{t}+A_{n j} \Delta \psi-\operatorname{grad} v_{j} \operatorname{grad} \psi=0 & \text { in } \Omega \times(0, t) \\
\left(\mathrm{L}_{n j}\right) & \frac{\partial \psi}{\partial \nu}=0 \\
\psi(x, t)=\chi(x) & \text { on } \partial \Omega \times[0, t), \\
& \text { in } \Omega,
\end{array}
$$

where $\chi$ is a smooth function such that $0 \leqq \chi \leqq 1$. As a consequence of the maximum principle we have that $0 \leqq \psi_{n j} \leqq 1$. We set $\psi=\psi_{n j}$. Then

$$
\begin{align*}
\int_{\Omega}\left(\underline{u}-u_{n}\right) \chi \leqq & \int_{\Omega}\left(\underline{u}_{0}-u_{0 n}\right)^{+}  \tag{8.3}\\
& +\int_{0}^{t} \int_{\Omega}\left(\underline{u}-u_{n}\right)\left\{\left(A_{n}-A_{n j}\right) \Delta \psi_{n j}-\left(\operatorname{grad} v-\operatorname{grad} v_{j}\right) \operatorname{grad} \psi_{n j}\right\}
\end{align*}
$$

In what follows we first keep $n$ fixed. In order to show that the second term of the right-hand side of (8.3) vanishes as $j \rightarrow \infty$, it is sufficient to prove that there exists a constant $C(n, t)$ such that

$$
\begin{equation*}
\int_{0}^{t} \int_{\Omega}\left(\operatorname{grad} \psi_{n j}\right)^{2} \leqq C(n, t) \quad \text { and } \quad \int_{0}^{t} \int_{\Omega}\left(\Delta \psi_{n j}\right)^{2} \leqq C(n, t) \tag{8.4}
\end{equation*}
$$

These estimates follow from multiplying the differential equation in Problem $\mathrm{L}_{n j}$ by $\Delta \psi_{n j}$ and integrating it on $\Omega \times(0, t)$. For details we refer to Aronson, Crandall and Peletier [3] where a similar calculation is made. Inequality (8.3) together with (8.4)
yields

$$
\int_{\Omega}\left(\underline{u}(t)-u_{n}(t)\right) \chi \leqq \int_{\Omega}\left(\underline{u}_{0}-u_{0 n}\right)^{+}
$$

for all smooth $\chi$ such that $0 \leqq \chi \leqq 1$ and hence, since $u_{0 n} \rightarrow u_{0}$ in $C(\bar{\Omega})$ and $u_{n} \rightarrow u$ in $C\left(\bar{Q}_{T}\right)$, we have

$$
\begin{equation*}
\int_{\Omega}(\underline{u}(t)-u(t)) \chi \leqq \int_{\Omega}\left(\underline{u}_{0}-u_{0}\right)^{+} . \tag{8.5}
\end{equation*}
$$

Next we consider a sequence of smooth functions $\chi_{m}$ such that $\chi_{m}$ converges in $L^{2}(\Omega)$ to a limit $\bar{\chi}$ defined by

$$
\bar{\chi}(x)= \begin{cases}1 & \text { in }\{x \mid \underline{u}(x, t) \geqq u(x, t)\} \\ 0 & \text { elsewhere }\end{cases}
$$

Taking $\chi=\chi_{m}$ in (8.5) and letting $m \rightarrow \infty$ yield (8.1). Finally one can show (8.2) in a similar way.
9. Some remarks about the Dirichlet problem. In this section we give results about the existence, uniqueness and regularity of solutions of Problem $\mathrm{P}_{D}$, which we introduced in §6. Because the proofs are quite similar to those given in §8, we omit them here.

Theorem 9.1 (existence + regularity). Let H 1 and H 4 be satisfied and let $v \in$ $W^{1, \infty}(\Omega)$. Then Problem $\mathrm{P}_{D}$ possesses a solution $u$ which is uniformly bounded in $Q$ and which is continuous in any set $\bar{\Omega} \times[\tau, T]$ with $\tau>0$. The modulus of continuity does not depend on $T$.

Theorem 9.2 (uniqueness + comparison principle). Let H1, H2a and H4 be satisfied. Then:
(i) Problem $\mathrm{P}_{D}$ possesses at most one solution.
(ii) Let $\underline{u}(t)$ and $\bar{u}(t)$ be respectively a subsolution and a supersolution of Problem $\mathrm{P}_{D}$ with respect to the initial functions $\underline{u}_{0}$ and $\bar{u}_{0}$. If $\underline{u}_{0} \leqq \bar{u}_{0}$ in $\Omega$, then $\underline{u}(t) \leqq \bar{u}(t)$ in $\Omega$ for $t \geqq 0$.

Finally we give a lemma which relates solutions of the Neumann problem which vanish on $\partial \Omega$ to solutions of the Dirichlet problem.

Lemma 9.3. If the solution $u\left(t ; u_{0}\right)$ of Problem P satisfies $u\left(t ; u_{0}\right)=0$ on $\partial \Omega$ for any $t \geqq 0$, then $u\left(t ; u_{0}\right)$ is a solution of Problem $\mathrm{P}_{D}$.

Proof. Let $\psi \in C^{2,1}(\bar{Q})$ with $\psi=0$ on $\partial \Omega \times \mathbb{R}^{+}$. Then $u\left(t ; u_{0}\right)$ satisfies the integral equality (iii) of Definition 7.1. Integrating by parts yields

$$
\begin{aligned}
\int_{\Omega} u(t) \psi(t)= & \int_{\Omega} u_{0} \psi(0)-\int_{0}^{t} \int_{\partial \Omega} \varphi(u) \frac{\partial \psi}{\partial \nu} \\
& +\int_{0}^{t} \int_{\Omega}\left\{\varphi(u) \Delta \psi+u \psi_{t}-u \operatorname{grad} v \operatorname{grad} \psi\right\}
\end{aligned}
$$

Since $\varphi(u)=0$ on $\partial \Omega \times \mathbb{R}^{+}$, the second term at the right-hand side vanishes. Thus $u\left(t ; u_{0}\right)$ is a solution of Problem $\mathrm{P}_{D}$.

Appendix. In this appendix we collect various approximation results which are used in this article.

A1. Approximation of $v$.
Lemma A1. Let $v \in W^{1, \infty}(\Omega)$. Then there exists a sequence $\left\{v_{\varepsilon}\right\} \subset C^{\infty}(\bar{\Omega})$ such that $\left\|v_{\varepsilon}\right\|_{C^{1}(\bar{\Omega})} \leqq C,\left\|v_{\varepsilon}\right\|_{C(\bar{\Omega})} \leqq\|v\|_{L^{\infty}(\Omega)}$ and $\left\|v_{\varepsilon}-v\right\|_{H^{1}(\Omega)} \rightarrow 0$ as $\varepsilon \downarrow 0$.

Proof. Let $\tilde{\Omega} \supset \Omega$ with $\operatorname{dist}(\Omega, \partial \tilde{\Omega})>0$. Then one can extend $v$ by a function $\tilde{v} \in W^{1, \infty}(\tilde{\Omega})$ such that $\tilde{v}=v$ in $\Omega$ and $\|\tilde{v}\|_{L^{\infty}(\tilde{\Omega})} \leqq\|v\|_{L^{\infty}(\Omega)}$. We define the function

$$
\rho(x)= \begin{cases}0 & \text { if }|x| \geqq 1 \\ C \exp \left\{\frac{1}{|x|^{2}-1}\right\} & \text { if }|x|<1\end{cases}
$$

where $C$ is a constant such that $\int_{\mathbb{R}^{n}} \rho(x) d x=1$. Let

$$
v_{\varepsilon}(x)=\varepsilon^{-N} \int_{\tilde{\Omega}} \rho\left(\frac{x-y}{\varepsilon}\right) \tilde{v}(y) d y \quad \text { for } x \in \tilde{\Omega} .
$$

In particular note that $\left\|v_{\varepsilon}\right\|_{C(\bar{\Omega})} \leqq\|v\|_{L^{\infty}(\Omega)}$. Let us suppose that $\varepsilon<\operatorname{dist}(\Omega, \partial \tilde{\Omega})$. Then it is a standard result (see for instance Kufner et al. [15]) that

$$
\begin{equation*}
\operatorname{grad} v_{\varepsilon}(x)=\varepsilon^{-N} \int_{\tilde{\Omega}} \rho\left(\frac{x-y}{\varepsilon}\right) \operatorname{grad} v(y) d y \quad \text { for } x \in \Omega . \tag{A.1}
\end{equation*}
$$

Then $\left\|\operatorname{grad} v_{\varepsilon}\right\|_{C(\bar{\Omega})} \leqq\|\operatorname{grad} v\|_{L^{\infty}\left(\Omega_{\overline{( })}\right)}$ and $\left\|v_{\varepsilon}-v\right\|_{W^{1, p}(\Omega)} \rightarrow 0$ as $\varepsilon \downarrow 0$ for every $p \in[1, \infty)$.
Lemma A2. Let $v \in W^{1, \infty}(\tilde{\Omega})$ be such that $\Delta v \geqq-M$ in the sense of distributions in $\tilde{\Omega} \supset \Omega$ with $\operatorname{dist}(\Omega, \partial \tilde{\Omega})>0$. Then there exists a sequence $\left\{v_{\varepsilon}\right\} \subset C^{\infty}(\bar{\Omega})$ such that $\left\|v_{\varepsilon}\right\|_{C^{1}(\bar{\Omega})}$ $\leqq C, \Delta v_{\varepsilon} \geqq-M$ in $\Omega$ and $\left\|v_{\varepsilon}-v\right\|_{H^{1}(\Omega)} \rightarrow 0$ as $\varepsilon \downarrow 0$.

Proof. In view of the proof of Lemma A1, it remains to show that $\Delta v_{\varepsilon} \geqq-M$. From (A.1) we deduce that

$$
\Delta v_{\varepsilon}(x)=\varepsilon^{-N}\left\langle\Delta v(y), \rho\left(\frac{x-y}{\varepsilon}\right)\right\rangle \quad \text { for } x \in \Omega
$$

where $\langle\cdot, \cdot\rangle$ denotes the duality pairing between $H_{0}^{1}(\tilde{\Omega})$ and $H^{-1}(\tilde{\Omega})$. In particular, since $\Delta v \geqq-M$ we have that for $x \in \Omega$

$$
\Delta v_{\varepsilon}(x) \geqq-\varepsilon^{-N} M \int_{\tilde{\Omega}} \frac{\rho(x-y)}{\varepsilon} d y=-\varepsilon^{-N} M \int_{\mathbb{R}} \rho\left(\frac{u}{\varepsilon}\right) d u=-M
$$

which yields the result.
A2. Approximation of $u_{0}$.
Lemma A3. Let $u_{0} \in L^{\infty}(\Omega)$ with $u_{0} \geqq 0$ a.e. and let $v_{\varepsilon}, v_{j} \in C^{\infty}(\bar{\Omega})$ be such that $\left\|v_{\varepsilon}\right\|_{C^{1}(\bar{\Omega})},\left\|v_{j}\right\|_{C^{1}(\bar{\Omega})} \leqq C$. Then
(i) There exists a sequence $\left\{u_{0_{\varepsilon}}\right\} \subset C^{\infty}(\bar{\Omega})$ such that $0 \leqq u_{0 \varepsilon} \leqq\left\|u_{0}\right\|_{L^{\infty}(\Omega)}, u_{0 \varepsilon}$ satisfies the compatibility condition

$$
\varphi_{\varepsilon}^{\prime}\left(u_{0_{\varepsilon}}\right) \frac{\partial u_{0_{\varepsilon}}}{\partial \nu}+u_{0 \varepsilon} \frac{\partial v_{\varepsilon}}{\partial \nu}=0 \text { on } \partial \Omega \quad \text { and } \quad\left\|u_{0_{\varepsilon}}-u_{0}\right\|_{L^{2}(\Omega)} \rightarrow 0 \text { as } \varepsilon \downarrow 0
$$

(ii) There exists a sequence $\left\{u_{0 j}\right\} \subset C^{\infty}(\bar{\Omega})$ such that $0 \leqq u_{0 j} \leqq C, u_{0 j}$ satisfies the compatibility condition

$$
\varphi^{\prime}\left(u_{0 j}+\frac{1}{n}\right) \frac{\partial u_{0 j}}{\partial \nu}+\frac{\partial v_{j}}{\partial \nu} u_{0 j}+\left(\frac{\partial v_{j}}{\partial \nu}-A\right) / n=0
$$

where $A$ is a given constant and $\left\|u_{0 j}-u_{0}\right\|_{L^{2}(\Omega)} \rightarrow 0$ as $j \rightarrow \infty$.
Proof. Since (i) is practically a special case of (ii) we only prove (ii). We define

$$
\tilde{u}_{0 j}(x)=j^{n} \int_{\Omega} \rho(j(x-y)) u_{0}(y) d y
$$

and note that $0 \leqq \tilde{u}_{0 j} \leqq\left\|u_{0}\right\|_{L^{\infty}(\Omega)}$. Let $B$ be a positive constant. It follows from Friedman $\left[9\right.$, p. 39] that one can find a function $w_{j} \in C^{\infty}(\bar{\Omega})$ such that

$$
\left.w_{j}\right|_{\partial \Omega}=B \text { and }\left.\frac{\partial w_{j}}{\partial \nu}\right|_{\partial \Omega}=\frac{-1}{\varphi^{\prime}\left(B+n^{-1}\right)}\left(\frac{\partial v_{j}}{\partial \nu} B+\left(\frac{\partial v_{j}}{\partial \nu}-A\right) / n\right) .
$$

Also, since grad $v_{j}$ is bounded in $C(\bar{\Omega})$ uniformly in $j$ we have that $\left\|w_{j}\right\|_{\tilde{\Omega}(\bar{\Omega})} \leqq C$. Since $B>0$, there exists $\tilde{\Omega}_{j} \subset \Omega$ with $\operatorname{dist}\left(\tilde{\Omega}_{j}, \partial \Omega\right)>0$ such that $w_{j}>0$ on $\Omega \backslash \tilde{\Omega}_{j}$. Finally we choose $\Omega_{1 j} \subset \Omega_{2 j} \subset \Omega$, such that $\operatorname{dist}\left(\Omega_{2 j}, \partial \Omega\right)>0, \operatorname{dist}\left(\Omega_{1 j}, \partial \Omega_{2 j}\right)>0, \Omega_{1 j} \supset \tilde{\Omega}_{j}$ and $\operatorname{meas}\left(\Omega \backslash \Omega_{1 j}\right) \leqq 1 / j$. We define

$$
u_{0 j}(x)= \begin{cases}\tilde{u}_{0 j}(x) & \text { if } x \in \Omega_{1 j} \\ \xi_{j}(x) \tilde{u}_{0 j}(x)+\left(1-\xi_{j}(x)\right) w_{j}(x) & \text { if } x \in \Omega_{2 j} \backslash \Omega_{1 j} \\ w_{j}(x) & \text { if } x \in \Omega \backslash \Omega_{2 j}\end{cases}
$$

where $\xi_{j}$ is a $C^{\infty}$ function such that

$$
\xi_{j}(x) \in \begin{cases}1 & \text { if } x \in \Omega_{1 j} \\ {[0,1]} & \text { if } x \in \Omega_{2 j} \backslash \Omega_{1 j} \\ 0 & \text { if } x \in \Omega \backslash \Omega_{2 j}\end{cases}
$$

We have that $u_{0 j} \in C^{\infty}(\bar{\Omega})$. Also

$$
\left\|u_{0 j}-u_{0}\right\|_{L^{2}(\Omega)} \leqq\left\|u_{0 j}-\tilde{u}_{0 j}\right\|_{L^{2}(\Omega)}+\left\|\tilde{u}_{0 j}-u_{0}\right\|_{L^{2}(\Omega)} .
$$

$\left\|\tilde{u}_{0 j}-u_{0}\right\|_{L^{2}(\Omega)}$ can be made arbitrarily small by choosing $j$ large enough. The term $\left\|u_{0 j}-\tilde{u}_{0 j}\right\|_{L^{2}(\Omega)}$ is bounded by $(1 / j)\left(\left\|u_{0}\right\|_{L^{\infty}(\Omega)}+\left\|w_{j}\right\|_{L^{\infty}(\Omega)}\right)$, which tends to zero as $j \rightarrow \infty$.
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# THE WELL-POSEDNESS OF THE KURAMOTO-SIVASHINSKY EQUATION* 
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#### Abstract

The Kuramoto-Sivashinsky equation arises in a variety of applications, among which are modeling reaction-diffusion systems, flame-propagation and viscous flow problems. It is considered here, as a prototype to the larger class of generalized Burgers equations: those consist of quadratic nonlinearity and arbitrary linear parabolic part. We show that such equations are well-posed, thus admitting a unique smooth solution, continuously dependent on its initial data. As an attractive alternative to standard energy methods, existence and stability are derived in this case, by "patching" in the large short time solutions without "loss of derivatives".
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1. Introduction. The equation referred to in the title is of the form

$$
\frac{\partial \phi}{\partial t}+|\nabla \phi|^{2}+\Delta \phi+\Delta^{2} \phi=0
$$

This equation was independently advocated by Kuramoto [2], in connection with reaction-diffusion systems, and by Sivashinsky [4], modeling flame propagation; it also arises in the context of viscous film flow [5] and bifurcating solutions of the Navier-Stokes equations. ${ }^{1}$

In this paper we study the well-posedness question associated with the one-dimensional version of the Kuramoto-Sivashinsky equation (abbreviated hereafter as the K-S equation)

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\left(\frac{\partial \phi}{\partial x}\right)^{2}+\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{4} \phi}{\partial x^{4}}=0 \tag{1.1}
\end{equation*}
$$

It is shown that the Cauchy problem connected with (1.1) is well-posed: the K-S equation admits a unique smooth solution, continuously dependent on its initial data. In fact, all the results quoted below equally apply to the more general equation

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\left(\frac{\partial \phi}{\partial x}\right)^{2}=P\left(\frac{\partial}{\partial x}\right) \phi=0 \tag{1.2a}
\end{equation*}
$$

with a linear part, strongly parabolic of arbitrary order $\nu>\frac{3}{2}$,

$$
\begin{equation*}
\operatorname{Re} \hat{P}(i \xi) \geqq \text { Const } \cdot|\xi|^{\nu}, \quad|\xi| \rightarrow \infty \tag{1.2b}
\end{equation*}
$$

[^74]Existence and stability results given here, are obtained by modifying Taylor's recipe, [6, p. 96], for treating the existence question in the special case of Burgers equation, $\hat{P}(i \xi)=\xi^{2}$. According to that recipe, roughly speaking, dissipation is used to compensate nonlinearity, so that short time solutions can be constructed without running into the familiar phenomenon of "loss of derivatives". Coupled with an $L^{2}$-decay estimate, short time solutions are then "patched" together, in the large. A study along these lines is carried out in $\S 2$ below, where existence and stability questions are treated in connection with the K-S equation. Existence and uniqueness in this case were previously proved by energy methods, see e.g., Aimar and Penel [1], Nicolaenko and Scheurer [3]. The technical details are avoided in §2: these are postponed to §4, all proved by virtue of a single standard estimate on the linear dissipative part of the equation, given in §3.

The above study thus suggests itself, with handling arbitrary linear dissipative parts. In §5 we conclude by quoting the corresponding results to such generalized Burgers equations.
2. Existence and stability. We start by putting the K-S equation in a conservative form: we differentiate (1.1), obtaining that the new decayed variable $u \equiv u(x, t ; \eta)=$ $e^{-\eta t} \partial \phi / \partial x, \eta>0$, satisfies

$$
\begin{equation*}
\frac{\partial u}{\partial t}+e^{\eta t} \frac{\partial\left(u^{2}\right)}{\partial x}+\eta u+\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{4} u}{\partial x^{4}}=0 ; \tag{2.1a}
\end{equation*}
$$

a solution for the initial value problem (2.1a) is sought, $u(t), t \geqq 0$, subject to initial condition

$$
\begin{equation*}
u(x, t=0)=f(x) \tag{2.1b}
\end{equation*}
$$

Both the pure Cauchy problem, $-\infty<x<\infty$, and the periodic problem, say $-\pi / 2 \leqq x$ $\leqq \pi / 2$, are discussed. We explicitly treat the first infinite case by means of Fourier expansion; the somewhat simpler periodic case can be likewise handled, using Fourier series instead.

If we let $\hat{P}(i \xi) \equiv \hat{P}(i \xi ; \eta)=\eta-\xi^{2}+\xi^{4}$ denote the symbol associated with the spatial linear part of (2.1a) and let $\hat{Q}(\xi, t) \equiv \hat{Q}(\xi, t ; \eta)=e^{-t \hat{P}(i \xi ; \eta)}$ be its transformed solution operator, then by Duhammel's principle (2.1) admits the following integral representation

$$
\begin{equation*}
u(t)=Q(t ; \eta) * f+\int_{0}^{t} e^{\eta \tau} \cdot Q(t-\tau ; \eta) * \frac{\partial}{\partial x}\left(u^{2}(\tau)\right) d \tau \tag{2.2}
\end{equation*}
$$

Abbreviate the right-hand side of (2.2) by $\mathbf{J}_{\eta}[u ; f]$; to simplify notation, we will occasionally suppress the explicit dependence on the initial data, thus writing

$$
\begin{equation*}
\mathbf{J}_{\eta}[u] \equiv \mathbf{J}_{\eta}[u ; f]=Q(t ; \eta) * f+\int_{0}^{t} e^{\eta \tau} \cdot Q(t-\tau ; \eta) * \frac{\partial}{\partial x}\left(u^{2}(\tau)\right) d \tau \tag{2.3}
\end{equation*}
$$

The question of existence of a solution for (2.1) is now transformed into that of a fixed point solution for $\mathbf{J}_{\eta}[u]$. Fixing $T, T>0$, we seek a fixed point solution for $\mathbf{J}_{\eta}[u]$ in $L^{\infty}\left([0, T], L^{2}\right)$, equipped with the standard norm $\|u\|=\sup _{0 \leqq t \leqq T}|u(\cdot ; t)| .^{2}$ The existence of such a fixed point solution is guaranteed, at least for a short time, as a consequence of

[^75]Lemma 2.1 (short time contraction). Given $v$, $w$ in $L^{\infty}\left([0, T], L^{2}\right)$ and $\mathbf{J}_{\eta}[\cdot]=\mathbf{J}_{\eta}[\cdot ; f]$ as in (2.3). Then, there exists a constant $\eta_{0} \geqq 0$, such that for $\eta \geqq \eta_{0}$ we have,

$$
\begin{equation*}
\left\|\mathbf{J}_{\eta}[v]-\mathbf{J}_{\eta}[w]\right\| \leqq M(T ; \eta) \cdot(\|v\|+\|w\|) \cdot\|v-w\| . \tag{2.4a}
\end{equation*}
$$

Here, $M(T ; \eta)$ is given by,

$$
\begin{equation*}
M(T ; \eta)=2 e^{\eta T} \cdot T^{1 / 8} \tag{2.4b}
\end{equation*}
$$

By virtue of Lemma 2.1 we find
Corollary 2.2 (short time boundedness). Set $T=T_{1}, T_{1}>0$, such that

$$
\begin{equation*}
4 M\left(T_{1} ; \eta\right) \cdot|f|<1 \tag{2.5a}
\end{equation*}
$$

Then, for $\eta \geqq \eta_{0}$ we have,

$$
\begin{equation*}
\left\|\mathbf{J}_{\eta}^{[n]}[f]\right\| \leqq 2|f|, \quad n=0,1, \cdots . \tag{2.5b}
\end{equation*}
$$

Thus, the fixed point iterations, $\mathbf{J}_{\eta}^{[n]}[f]$ remain inside the origin centered ball of radius $2|f|$. Hence-since by Lemma $2.1 \mathrm{~J}_{\eta}[\cdot]$ contracts inside that ball, having a Lipschitz constant $4 M\left(T_{1} ; \eta\right) \cdot|f|<1$-the existence of a fixed point solution for $\mathbf{J}_{\eta}[u]$ follows, at least for a short time interval, $0 \leqq t \leqq T_{1}$. Furthermore, the length of that existence interval, $T_{1}$, depends on no higher than the initial $L^{2}$-norm. This latter fact plays a central role in the foregoing analysis; in particular, it enables the local solution just constructed, to be continued to a global one, with the help of

Lemma 2.3 (large time decay). Let $u(t ; \eta) \equiv u(x, t ; \eta)$ be a solution of (2.1). Then, there exists a constant $\eta_{0} \geqq 0$, such that for $\eta \geqq \eta_{0}$ we have

$$
\begin{equation*}
\left|u\left(t_{2} ; \eta\right)\right| \leqq e^{-\left(\eta-\eta_{0}\right)\left(t_{2}-t_{1}\right)} \cdot\left|u\left(t_{1} ; \eta\right)\right|, \quad 0 \leqq t_{1} \leqq t_{2} \leqq T . \tag{2.6}
\end{equation*}
$$

Verification of Lemma 2.3 is straightforward: multiplying (2.1a) by $u(x, t ; \eta)$, integrating by parts while noting the vanishing contribution of the nonlinear term, ${ }^{3}$ we find

$$
1 / 2 \frac{d}{d t}|u(t)|^{2}=-\eta|u(t)|^{2}+\left|\frac{\partial u}{\partial x}(t)\right|^{2}-\left|\frac{\partial^{2} u}{\partial x^{2}}(t)\right|^{2} ;
$$

invoking the Parseval relation, the last equality yields

$$
1 / 2 \frac{d}{d t}|u(t)|^{2} \leqq \max _{\xi}(-\hat{P}(i \xi ; \eta)) \cdot|u(t)|^{2}
$$

and integration finally leads us to (2.6) with $\eta_{0}=\frac{1}{4}$. We remark that in the periodic case, $-\pi / 2 \leqq x \leqq \pi / 2$, one can invoke instead Poincarés inequality,

$$
\int_{-\pi / 2}^{\pi / 2}\left|\frac{\partial u}{\partial x}\right|^{2}=\int_{-\pi / 2}^{\pi / 2}\left[\frac{\partial u}{\partial x}-\frac{1}{\pi} \cdot \int_{-\pi / 2}^{\pi / 2} \frac{\partial u}{\partial x}\right]^{2} \leqq \int_{-\pi / 2}^{\pi / 2}\left|\frac{\partial^{2} u}{\partial x^{2}}\right|^{2},
$$

leading, in a similar way, to (2.6) with $\eta_{0}=0$. Observe that in general the exponential growth bound, $\eta_{0}$, may depend on the period.

To conclude the existence of solution in the large, we now fix $\eta, \eta \geqq \eta_{0}$, with appropriately chosen $\eta_{0}$ in either the finite or infinite case; then, short time

[^76]solutions-constructed according to Lemma 2.1 -can be successively "patched" together, over time intervals which-according to Lemma 2.3-are of a fixed (nonshrinking) length $T_{1}$. Integrating, we obtain a global solution for the K-S equation, $\phi=\phi(x, t)$; the solution so obtained is-up to integration factor-unique. Thus we finally arrive at

Theorem 2.4 (existence). The K-S equation (1.1), with prescribed initial data $\phi(t=0)$ in $H^{1}$, admits a unique solution, $\phi=\phi(x, t)$, which satisfies,

$$
\begin{equation*}
\left|\frac{\partial \phi}{\partial x}(t)\right| \leqq e^{\eta_{0} T} \cdot\left|\frac{\partial \phi}{\partial x}(t=0)\right|, \quad 0 \leqq t \leqq T<\infty . \tag{2.7}
\end{equation*}
$$

In fact, $\phi(t), t \geqq 0$, belongs to $H^{1}$ : a further $L^{2}$ estimate needed here, is discussed in $\S 4$ below.

The global solution referred to in Theorem 2.4, is constructed by patching together short time solutions, using a single $L^{2}$ a priori estimate. Such a patching procedure differs from existence proofs via standard energy methods, e.g., [1], [3], where higher a priori estimates are called for. Instead, we rely here on having a derivative-free Lipschitz contraction factor, so that short time solutions can be constructed, without running into the familiar phenomenon of "loss of derivatives". We note that solving the integrodifferential equation (2.2) by fixed point iterations results in the existence of a solution satisfying the original differential equation (2.1), in a weak sense. Concerning the existence of such a solution under a stronger topology, one observes that (2.1a) contains two destabilizing sources: the focusing effect ("loss of derivatives") caused by the nonlinear term, and the exponential divergence of the second order dissipative term. It is the balance of these two terms by the fourth-order dissipation, which leads us to the important derivative-free Lipschitz contraction factor in this case. Making a finer study of that balance, we are able to conclude that the solution constructed above is, in fact, smooth enough to be interpreted as a classical one. To this end, we sharpen Lemma 2.1, stating

Lemma 2.5 (short time contraction). Given $v, w$ in $L^{\infty}\left([0, T], H^{s}\right) s \geqq 0$, and $\mathbf{J}_{\eta}[\cdot]=\mathbf{J}_{\eta}[\cdot ; f]$ as in (2.3). Then, there exists a constant $\eta_{0} \geqq 0$, such that for $\eta \geqq \eta_{0}$ we have,

$$
\begin{equation*}
\left\|\mathbf{J}_{\eta}[v]-\mathbf{J}_{\eta}[w]\right\|_{s+2} \leqq 2^{s} \cdot M(T ; \eta) \cdot\left(\|v\|_{s}+\|w\|_{s}\right) \cdot\|v-w\|_{s} . \tag{2.8}
\end{equation*}
$$

Thus, each fixed point iteration gives us a smoother correction. In particular, setting $s$ to be zero, we find on account of Corollary 2.2 that $\left\{\mathbf{J}_{\eta}^{[n]}[f]\right\}_{n \geqq 0}$ form a Cauchy sequence in the $L^{\infty}\left(\left[0, T_{1}\right], H^{2}\right)$-origin centered ball of radius $2|f|$. Hence, the fixed point iterations $\mathbf{J}_{\eta}^{[n]}[f]$ converge to a unique, short time solution, $u=u(x, t)$ in $L^{\infty}\left(\left[0, T_{1}\right], H^{2}\right)$. Thanks to the $L^{2}$-decay estimate in Lemma 2.3, such short time solutions can be patched in the large as before, integrated once and yielding

Theorem 2.6 (existence). The K-S equation (1.1), with prescribed initial data $\phi(t=0)$ in $H^{3}$, admits a unique solution, $\phi=\phi(x, t)$, which satisfies,

$$
\begin{equation*}
\left|\frac{\partial \phi}{\partial x}(t)\right|_{H^{2}} \leqq \frac{5}{4} e^{\alpha T} .\left|\frac{\partial \phi}{\partial x}(t=0)\right|_{H^{2}}, \quad 0 \leqq t \leqq T \leqq \infty . \tag{2.9}
\end{equation*}
$$

Finally, we turn to examine the question of stability: allowing the initial data to vary as well, we have the final extension to the short time contraction lemma, which now reads

Lemma 2.7 (short time contraction). Given $v, w$ in $L^{\infty}\left([0, T], H^{s}\right)$ with $f=v(t=0)$, $g=w(t=0)$ in $H^{s+2}$. Then, there exists a constant $\eta_{0} \geqq 0$ such that for $\eta \geqq \eta_{0}$ we have,

$$
\begin{align*}
& \left\|\mathbf{J}_{\eta}[v ; f]-\mathbf{J}_{\eta}[w ; g]\right\|_{s+2}  \tag{2.10}\\
& \quad \leqq|f-g|_{H^{s+2}}+2^{s} \cdot M(t ; \eta) \cdot\left(\|v\|_{s}+\|w\|_{s}\right) \cdot\|v-w\|_{s} .
\end{align*}
$$

Now let $v(t)=\mathbf{J}_{\eta}[v(t) ; v(t=0)], w(t)=\mathbf{J}_{\eta}[w(t) ; w(t=0)]$ be two different fixed point solutions of (2.1a), whose initial data $f=v(t=0)$ and $g=w(t=0)$ are assumed to be in $H^{2}$; according to Theorem 2.6, u(t) and $v(t)$ belong to $H^{2}$ later on, $t \geqq 0$, and as a consequence of Lemma 2.7 with $s=0$, we have short time stability

$$
|v(t)-w(t)|_{H^{2}} \leqq \frac{1}{1-M\left(T_{1} ; \eta\right) \cdot(|f|+|g|)}|v(t=0)-w(t=0)|_{H^{2}}, \quad 0 \leqq t \leqq T_{1} .
$$

Successive application of the last inequality yields the desired stability result, which we state as our final

Theorem 2.8 (stability). Let $\phi, \psi$ be two different solutions of the K-S equation (1.1), with initial data $\phi(t=0), \psi(t=0)$ lying in $H^{3}$. Then, there exist constants $C$ and $\beta \geqq 0$ (both may depend on $|(\partial \phi / \partial x)(t=0)|+|(\partial \psi / \partial x)(t=0)|)$, such that the following estimate holds:

$$
\begin{equation*}
\left|\frac{\partial \phi}{\partial x}(t)-\frac{\partial \psi}{\partial x}(t)\right|_{H^{2}} \leqq C \cdot e^{\beta t} \cdot\left|\frac{\partial \phi}{\partial x}(t=0)-\frac{\partial \psi}{\partial x}(t=0)\right|_{H^{2}}, \quad 0 \leqq t \leqq T \leqq \infty . \tag{2.11}
\end{equation*}
$$

3. An estimate on the dissipative kernel. The following classical estimate is in the heart of the matter.

Lemma 3.1. Given $\omega(x)$ in $W_{p}^{m}, 1 \leqq p \leqq 2$, and real $r, r \geqq \frac{1}{2}-1 / p$. Then, there exist constants, $C=C_{p, r}$ and $\eta_{0} \geqq 0$, such that for $\eta \geqq \eta_{0}$ we have,

$$
\begin{equation*}
|Q(t ; \eta) * \omega|_{H^{m+r}} \leqq C \cdot e^{-\left(\eta-\eta_{0}\right) t} \cdot t^{-(r-1 / 2+1 / p) / 4} \cdot|\omega| W_{p}^{m} . \tag{3.1}
\end{equation*}
$$

Remark. We adopt here the standard notation, $W_{p}^{m}$, to denote the $L^{p}$-type Sobolev space of order $m$, consisting of those functions whose derivatives up to order $m$ belong to $L^{p}$. (Although not specifically referred to, a fractional Sobolev space with nonintegral $m$ should be interpreted as a Besov space: to comply with notation, we therefore restrict attention to integral orders, with the understanding that final results can be interpolated into Besov space.)

For completeness, we include here a short calculation verifying (3.1): setting $\mu=p /(2-p)$ and letting $\mu^{\prime}$ be its conjugate, $1 / \mu+1 / \mu^{\prime}=1$; then the Hölder inequality yields

$$
\begin{align*}
|Q(t ; \eta) * \omega|_{H^{m+r}} \leqq & {\left[\int_{-\infty}^{\infty}\left(1+|\xi|^{2}\right)^{\mu r} e^{-2 \mu t\left(\eta-\xi^{2}+\xi^{4}\right)} d \xi\right]^{1 / 2 \mu} }  \tag{3.2}\\
& \times\left[\int_{-\infty}^{\infty}\left(1+|\xi|^{2}\right)^{\mu^{\prime} m}|\hat{\omega}(\xi)|^{2 \mu^{\prime}} d \xi\right]^{1 / 2 \mu^{\prime}}
\end{align*}
$$

Since by the Hausdorff-Young inequality the Fourier transform is of type $\left(2 \mu^{\prime},\left(2 \mu^{\prime}\right)^{\prime}=p\right)$, the second factor on the right of (3.2), $|\hat{\omega}|_{W_{2 \mu}^{m}}$, does not exceed

$$
\begin{equation*}
\left[\int_{-\infty}^{\infty}\left(1+|\xi|^{2}\right)^{\mu^{\prime} m}|\hat{\omega}(\xi)|^{2 \mu^{\prime}} d \xi\right]^{1 / 2 \mu^{\prime}} \leqq(2 \pi)^{1 / 2-1 / p} \cdot|\omega| W_{p}^{m} . \tag{3.3}
\end{equation*}
$$

Next, we split the first factor on the right of (3.2),

$$
e^{-\eta t}\left[\int_{-\infty}^{\infty}\left(1+|\xi|^{2}\right)^{\mu r} e^{-2 \mu t\left(\xi^{4}-\xi^{2}\right)} d \xi\right]^{1 / 2 \mu}=e^{-\eta t}\left[\int_{|\xi| \leq \sqrt{2}} \cdots+\int_{|\xi|>\sqrt{2}} \cdots\right]^{1 / 2 \mu}
$$

the first of the two integrals admits a pessimistic bound of

$$
\int_{|\xi| \leqq \sqrt{2}}\left(1+|\xi|^{2}\right)^{\mu r} e^{-2 \mu t\left(\xi^{4}-\xi^{2}\right)} d \xi \leqq 2 \sqrt{2} 3^{\mu r} e^{\mu t / 2}
$$

while the second one is estimated by

$$
\begin{aligned}
& \int_{|\xi|>\sqrt{2}}\left(1+|\xi|^{2}\right)^{\mu r} e^{-2 \mu t\left(\xi^{4}-\xi^{2}\right)} d \xi \\
& \leqq 2^{\mu r+1} \int_{\xi=0}^{\infty} \xi^{2 \mu r} e^{-\mu t \xi^{4}} d \xi=2^{\mu r-1} \Gamma\left(\frac{2 \mu r+1}{4}\right)(\mu t)^{-(2 \mu r+1) / 4} .
\end{aligned}
$$

Added together, we find that the first factor on the right of (3.2), does not exceed

$$
\begin{align*}
& {\left[\int_{-\infty}^{\infty}\left(1+|\xi|^{2}\right)^{\mu r} e^{-2 \mu t\left(\eta-\xi^{2}+\xi^{4}\right)} d \xi\right]^{1 / 2 \mu}}  \tag{3.4}\\
& \quad \leqq B_{p, r} \cdot e^{-\left(\eta-\eta_{0}\right) t} \cdot t^{-(2 \mu r+1) / 8 \mu}, \quad \eta_{0}=\frac{1}{4},
\end{align*}
$$

with Stirling's formula giving us a bound of

$$
B_{p, r}=(4 \pi e)^{1 / 2 \mu} 3^{r / 2}\left(r+\frac{1}{p}\right)^{r-1 / 2+1 / p}
$$

Recalling that $\left(2 \mu^{\prime}\right)^{\prime}=p$, (3.2), (3.3) and (3.4) yield the required estimate (3.1) with $C_{p, r}=(2 \pi)^{1 / 2-1 / p} B_{p, r}$.

Remark 1. In the infinite case under consideration, an exponential growth bound, $\eta_{0}=\frac{1}{4}$, was found. In general, $\eta_{0}$ may depend on the period, in the spirit of an earlier remark; for example, $\eta_{0}=0$, in the $\pi$-periodic case.

Remark 2. For future reference, we quote here the constants $C_{p, r}$ in two special cases: as can be readily verified, $C_{2,0}=1$ (indeed, such an estimate also follows by a straightforward integration by parts, essentially contained in the verification of Lemma 2.3 above); also, by sharpening the above pessimistic bounds, one finds $C_{1,3}<8$.
4. Proof of main results. We first study the operator $\mathbf{J}_{\eta}[\cdot ; \cdot]$ introduced in (2.3), whose fixed point solutions are sought. Equipped with Lemma 3.1, we are able to derive the following summary stability estimate

$$
\begin{align*}
\mid \mathbf{J}_{\eta}[v(t) ; f]- & \left.\mathbf{J}_{\eta}[w(t) ; g]\right|_{H^{s+2}} \leqq e^{-\left(\eta-\eta_{0}\right) t} \cdot|f-g|_{H^{s+2}}  \tag{S}\\
& +2^{s+1} \cdot e^{\eta t} \cdot t^{1 / 8} \cdot \sup _{0 \leqq \tau \leqq t}|v(\tau)+w(\tau)|_{H^{s}} \cdot \sup _{0 \leqq \tau \leqq t}|v(\tau)-w(\tau)|_{H^{s}} .
\end{align*}
$$

To verify (S)—assuming the quantities on the right are finite and $\eta \geqq \eta_{0}$-we consider the difference

$$
\begin{aligned}
\mathbf{J}_{\eta}[v(t) ; f]-\mathbf{J}_{\eta}[w(t) ; g]= & Q(t ; \eta) *(f-g) \\
& +\int_{0}^{t} e^{\eta \tau} \cdot Q(t-\tau ; \eta) * \frac{\partial}{\partial x}\left(v^{2}(\tau)-w^{2}(\tau)\right) d \tau
\end{aligned}
$$

so that after taking norms on both sides we have

$$
\begin{aligned}
\left|\mathbf{J}_{\eta}[v(t) ; f]-\mathbf{J}_{\eta}[w(t) ; g]\right|_{H^{s+2}} \leqq & |Q(t ; \eta) *(f-g)|_{H^{s+2}} \\
& +\int_{0}^{t} e^{\eta \tau} \cdot\left|Q(t-\tau ; \eta) * \frac{\partial}{\partial x}\left(v^{2}(\tau)-w^{2}(\tau)\right)\right|_{H^{s+2}} d \tau .
\end{aligned}
$$

Now applying Lemma 3.1 with respect to both terms on the right of the last inequality: the first term with $(r, p, m)=(0,2, s+2)$, and the second one with $(r, p, m)=(3,1, s-1)$; recalling the earlier quoted constants $C_{2,0}=1$ and $C_{1,3}<8$, we find

$$
\begin{aligned}
&\left|\mathbf{J}_{\eta}[v(t) ; f]-\mathbf{J}_{\eta}[w(t) ; g]\right|_{H^{s+2}} \leqq e^{-\left(\eta-\eta_{0}\right) t} \cdot|f-g|_{H^{s+2}} \\
&+8 \cdot \int_{0}^{t} e^{\eta \tau} \cdot e^{-\left(\eta-\eta_{0}\right)(t-\tau)} \cdot(t-\tau)^{-7 / 8} \cdot\left|\frac{\partial}{\partial x}\left(v^{2}(\tau)-w^{2}(\tau)\right)\right|_{W_{i}^{s-1}} d \tau .
\end{aligned}
$$

The last integral bounds the interaction between the linear dissipative part of the equation, and the nonlinear differentiated quadratic term; the loss of derivative due to the latter is compensated here by dissipation, weighted with the $L^{1}$ topology. In order to return to the usual $L^{2}$ setup, we apply the Leibniz rule and Cauchy-Schwarz inequality to find

$$
\left|\frac{\partial}{\partial x}\left(v^{2}(\tau)-w^{2}(\tau)\right)\right|_{W_{\mathrm{i}}^{s-1}} \leqq 2^{s+1} \cdot|v(\tau)+w(\tau)|_{H^{s}} \cdot|v(\tau)-w(\tau)|_{H^{s}}
$$

Inserted into the last integral and carrying out the integration, we end up with the required estimate (S).

We now turn to prove the results in §2, starting with:
Short time contractions (Lemma 2.1, Lemma 2.5, Lemma 2.7). Taking supremum over both sides of the (S) estimate with varying $t, 0 \leqq t \leqq T$, and equipped with the notation of

$$
M(T ; \eta)=2 e^{\eta T} \cdot T^{1 / 8}
$$

in (2.4b), we find

$$
\left\|\mathbf{J}_{\eta}[v ; f]-\mathbf{J}_{\eta}[w ; g]\right\|_{s+2} \leqq|f-g|_{H^{s+2}}+2^{s} \cdot M(T ; \eta) \cdot\left(\|v\|_{s}+\|w\|_{s}\right) \cdot\|v-w\|_{s},
$$

so that Lemma 2.7 follows. Taking the special case $f=g$ proves Lemma 2.5, and further setting $s=0$, yields Lemma 2.1,

$$
\left\|\mathbf{J}_{\eta}[v]-\mathbf{J}_{\eta}[w]\right\| \leqq\left\|\mathbf{J}_{\eta}[v]-\mathbf{J}_{\eta}[w]\right\|_{2} \leqq M(T ; \eta) \cdot(\|v\|+\|w\|) \cdot\|v-w\| .
$$

(Observe that in the case of Lemma 2.1, where no gain of derivatives is involved, one can in fact improve the contraction factor $M(T ; \eta)$ to be $\frac{2}{7} \boldsymbol{\eta}^{\eta T} T^{7 / 8}$.)

An immediate consequence of Lemma 2.1 is the following:
Short time boundedness (Corollary 2.2). Setting $v=\mathbf{J}_{\eta}^{[n-1]}[f]$ and $w=0$ in Lemma 2.1, we find

$$
\begin{aligned}
\left\|\mathbf{J}_{\eta}\left[\mathbf{J}_{\eta}^{[n-1]}(f)\right]\right\| & \leqq\left\|\mathbf{J}_{\eta}[v ; f]-\mathbf{J}_{\eta}[w=0 ; f]\right\|+\left\|\mathbf{J}_{\eta}[w=0 ; f]\right\| \\
& \leqq M(T ; \eta) \cdot\left\|\mathbf{J}_{\eta}^{[n-1]}[f]\right\|^{2}+\|Q(t ; \eta) * f\| .
\end{aligned}
$$

We now consider a temporal interval of length $T_{1}$ such that $4 M\left(T_{1} ; \eta\right) \cdot|f|<1$ : assuming $\left\|\mathbf{J}_{\eta}^{[n-1]}[f]\right\| \leqq 2|f|$ in that interval, then together with Lemma 3.1 taking $(r, p, m)=$ $(0,2,0)$, we obtain

$$
\left\|\mathbf{J}_{\eta}^{[n]}[f]\right\| \leqq 4 M\left(T_{1} ; \eta\right)|f| \cdot|f|+|f| \leqq 2|f|,
$$

and Corollary 2.2 follows by induction.
Owing to the last two results in the small, one may construct fixed point solutions, $u(t)$, as local solutions over time intervals $\left[T_{N}, T_{N+1}\right] N=0,1,2, \cdots$, such that $4 M\left(T_{N+1}-T_{N} ; \eta\right) \cdot\left|u\left(T_{N}\right)\right|<1$. Thanks to the large $L^{2}$-estimate in Lemma 2.3, the local solutions just constructed can be patched in the large, over fixed length time intervals, $T_{N}=N T_{1}, N=0,1, \cdots$, obtaining

Existence. (Theorem 2.4, Theorem 2.6). Given the initial data $\phi(t=0)$ in $H^{1}$, we set $f=(\partial \phi / \partial x)(t=0)$ for the initial value problem (2.1); let $u(t), t \geqq 0$, be its global solution, constructed according to the above recipe. Integrated once, we obtain a solution for the K-S equation, $\phi(x, t)=\int{ }^{x} u(\xi, t) d \xi$, which satisfies-choosing $\eta=\eta_{0}$ in Lemma 2.3-

$$
\left|\frac{\partial \phi}{\partial x}(t)\right| \leqq e^{\eta_{0} T} .\left|\frac{\partial \phi}{\partial x}(t=0)\right|, \quad 0 \leqq t \leqq T .
$$

This proves Theorem 2.4. In order to show that $u=\partial \phi / \partial x$ possesses a certain degree of smoothness, at least that of the initial data, we appeal to the short time contraction estimate in Lemma 2.5 with $s=0$ :

$$
\left\|\mathbf{J}_{\eta}[v]-\mathbf{J}_{\eta}[w]\right\|_{2} \leqq M(T ; \eta) \cdot(\|v\|+\|w\|) \cdot\|v-w\| .
$$

Consider first the time interval $\left[0, T=T_{1}\right]$ and let $u=\mathbf{J}_{\eta}[u]$ the fixed point solution there; choosing $v=u$ and $w=0$, we find

$$
\|u\|_{2}=\left\|\mathrm{J}_{\eta}[u]\right\|_{2} \leqq M\left(T_{1} ; \eta\right)\|u\|^{2}+\|Q * f\|_{2} .
$$

Using Lemma 2.3 and Lemma 3.1 with $(r, p, m)=(0,2,2)$, we end up with

$$
\|u\|_{2} \leqq M\left(T_{1} ; \eta\right)|f|^{2}+|f|_{2}^{2} \leqq \frac{5}{4}|f|_{2} .
$$

Successive application of the last inequality over the accumulated patching intervals, implies

$$
|u(t ; \eta)|_{H^{2}} \leqq\left(\frac{5}{4}\right)^{t / T_{1}+1} \cdot|f|_{H^{2}}
$$

Choosing $\eta=\eta_{0}$, Theorem 2.6 now follows with $\alpha=\eta_{0}+\ln \left(\frac{5}{4}\right)$,

$$
\left|\frac{\partial \phi}{\partial x}(t)\right|_{H^{2}} \leqq \frac{5}{4} e^{\alpha T} \cdot\left|\frac{\partial \phi}{\partial x}(t=0)\right|_{H^{2}}, \quad 0 \leqq t \leqq T<\infty .
$$

Remark. We note that the above solution $\phi=\phi(x, t)$ lies, in fact, in the same Sobolev space the initial data belong to, $H^{s}, 0 \leqq s \leqq 2$. This follows from a complementing $L^{2}$-estimate which we now derive: multiplying (1.1) by $\phi$ and integrating by parts, we find

$$
\frac{1}{2} \frac{d}{d t}|\phi(t)|^{2} \leqq\left|\frac{\partial \phi}{\partial x}(t)\right|^{2}-\left|\frac{\partial^{2} \phi}{\partial x^{2}}(t)\right|^{2}+|\phi(t)|_{L^{\infty}} \cdot\left|\frac{\partial \phi}{\partial x}(t)\right|^{2}
$$

We interpolate in a somewhat nonstandard way, $|\phi|_{L^{\infty} \leqq} \leqq|\phi|+C \cdot \varepsilon^{-1} \cdot\left|\phi_{x}\right|$, so that by appropriately choosing $\varepsilon=\gamma \cdot|(\partial \phi / \partial x)(t)|^{-2}$, the last inequality implies

$$
\frac{1}{2} \frac{d}{d t}|\phi(t)|^{2} \leqq \gamma \cdot|\phi(t)|^{2}+\gamma^{-1} K
$$

with $K=K(|(\partial \phi / \partial x)(t)|)$. Thanks to Lemma 2.3, we can control

$$
K\left(\left|\frac{\partial \phi}{\partial x}(t)\right|\right) \leqq K\left(\left|\frac{\partial \phi}{\partial x}(t=0)\right|\right),
$$

and $L^{2}$-boundedness now follows

$$
|\phi(t)| \leqq e^{\gamma t} \cdot\left[|\phi(t=0)|+\gamma^{-1} \cdot K\left(\left|\frac{\partial \phi}{\partial x}(t=0)\right|\right)\right]
$$

with arbitrarily small exponential growth factor $\gamma, \gamma>0$. Regarding the periodic case, $-\pi / 2 \leqq x \leqq \pi / 2$, one may subtract the average

$$
\bar{\phi}(t)=\frac{1}{\pi} \int_{-\pi / 2}^{\pi / 2} \phi(x, t) d x
$$

so that by invoking Poincarés inequality for $\phi(t)-\bar{\phi}(t)$ rather than interpolating, we find

$$
|\phi(t)-\bar{\phi}(t)| \leqq|\phi(t=0)-\bar{\phi}(t=0)|+K\left(\left|\frac{\partial \phi}{\partial x}(t=0)\right|\right) \cdot t^{1 / 2}
$$

5. A generalized Burgers equation. The results of the last sections were so organized, in order to emphasize that the only a priori estimate required for the proofs, concerns the linear dissipative part of the equation, see Lemma 3.1. Hence, the following generalization can be easily worked out.

We consider the generalized Burgers equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial\left(u^{2}\right)}{\partial x}+P\left(\frac{\partial}{\partial x}\right) u=0 \tag{5.1a}
\end{equation*}
$$

whose linear part, $\partial / \partial t+P(\partial / \partial x)$, is assumed strongly parabolic of order $\nu$,

$$
\begin{equation*}
\operatorname{Re} \hat{P}(i \xi) \geqq \text { Const } \cdot|\xi|^{\nu}, \quad|\xi| \rightarrow \infty . \tag{5.1b}
\end{equation*}
$$

Regarding the corresponding kernel, $\hat{Q}(t ; \eta)=e^{-t(\eta+\hat{P}(i \xi))}$, we have, in analogy with Lemma 3.1,

$$
\begin{equation*}
|Q(t ; \eta) * \omega|_{H^{m+r}} \leqq C \cdot e^{-\left(\eta-\eta_{0}\right) t} \cdot t^{-(r-1 / 2+1 / p) / \nu} \cdot|\omega| W_{D}^{m} . \tag{5.2}
\end{equation*}
$$

In particular, considering $Q(t ; \eta)$ operating from $L^{1}$ to $H^{1+s}$, it is found to have an operator norm with an integrable singularity, $t^{-(s+3 / 2) / \nu}$, provided $s<\nu-\frac{3}{2}$. Arguments similar to those introduced in $\S 2$, then lead us to

Theorem 5.1. Let $u$, $v$ be two different solutions of the generalized Burgers equation (5.1), with initial data lying in $H^{s}, s<\nu-3 / 2$. Then, there exist constants, $C$ and $\beta \geqq 0$ (both may depend on $|u(t=0)|+|v(t=0)|)$, such that the following estimate holds:

$$
\begin{equation*}
|u(t)-v(t)|_{H^{s}} \leqq C \cdot e^{\beta t} \cdot|u(t=0)-v(t=0)|_{H^{s}} \tag{5.3}
\end{equation*}
$$

We end up noting that the above recipe suggests itself, in studying the all important question regarding the long-time behavior of solutions for (5.1).

Remark. The special case $P(\partial / \partial x)=\left(-\partial^{2} / \partial x^{2}\right)^{\nu / 2}$ can be considered as a onedimensional degenerate case of the formal $d$-dimensional Navier-Stokes equations; global regularity in the latter case follows with dissipativity of order $\nu>1+d / 2$, (see, e.g., Rose and Sulem, J. de Physique, 39 (1978), pp. 441-484). In either way, one finds $\nu=\frac{3}{2}$ as the critical order of dissipativity which guarantees regularity in the one-dimensional case, $d=1$.

## REFERENCES

[1] M. T. Aimar and P. Penel, Résultats d'existence et d'unicité du modéle de diffusion nonlineaire de G. I. Sivashinsky, Université de TOULON et du VAR,Preprint, 1982.
[2] Y. Kuramoto, Instability and turbulence of wave fronts in reaction-diffusion systems, Progr. Theoret. Phys., 63 (1980), pp. 1885-1903.
[3] B. Nicolaenko and B. Scheurer, Remarks on the Kuramoto-Sivashinsky equation, Proc. Conference on Fronts, Interfaces and Patterns, Physica D, 12D (1984), pp. 391-395.
[4] G. Sivashinsky, Nonlinear analysis of hydrodynamic instability in laminar flames, Part I, Derivation of basic equations, Acta Astronaut., 4 (1977), pp. 1117-1206.
[5] T. Shlang and G. Sivahsinsky, Irregular flow of a liquid film down a vertical column, J. de Physique, 43 (1982), pp. 459-466.
[6] M. Taylor, Pseudodifferential Operators, Princeton Univ. Press, Princeton, NJ, 1981.

# HOPF BIFURCATION IN TWO-COMPONENT FLOW* 

M. RENARDY ${ }^{\dagger}$ AND D. D. JOSEPH ${ }^{\ddagger}$


#### Abstract

The stability of viscosity-stratifed bicomponent flow has been studied by long wave asymptotics, by short wave asymptotics and numerically. These studies have shown that interfacial instabilities arise from the viscosity difference between the two fluids. If the surface tension between the fluids is nonzero, then Hopf type bifurcatinos leading to traveling interfacial waves are expected. In this paper, we prove a rigorous theorem establishing the existence of bifurcating solutions of this nature.
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1. Introduction. The stability of two-component parallel shear flows has been analyzed by long-wave asymptotics [5], [16], short-wave asymptotics [6], [13] and numerically [11], [13]. These studies show that, if the fluids have different viscosities, then instabilities can arise at all Reynolds numbers.

This raises the question of possible alternative flow patterns which might be stable. Yih [16] has conjectured that wavy interfaces might develop. The analysis of Hooper and Boyd [6] reveals a crucial difference between the cases of zero and nonzero surface tension between the fluids. If the surface tension is zero, then sufficiently short waves are always unstable, i.e., there is an infinite number of unstable modes. This situation is very much unlike the usual problems of bifurcation theory, and we believe it is possible that no smooth interface, steady or unsteady, would be stable in this situation. (In reality, of course, the surface tension is not zero, but there will be instability for very short waves when the surface tension is small and the Reynolds number is large. We think that this instability mechanism may be relevant in the formation of emulsions.)

In the case of nonzero surface tension, however, one can establish a bifurcation theorem. If the bifurcation turns out supercritical, this provides a basis for Yih's conjecture. Whether or not the bifurcation is supercritical will in general have to be decided by a numerical calculation. To our knowledge, such calculations have not yet been done. The computations referred to above concern only the eigenvalues of the linearized problems. For the sake of simplicity, we confine attention to plane Couette flow, but it is clear that similar techniques can be applied to more complicated geometries such as concentric flow in pipes or between rotating cylinders. We consider plane Couette flow of two fluids with equal density, but different viscosities, and an interface parallel to the plates. Periodic boundary conditions are imposed in the streamwise direction. Evidently, this configuration is stable at rest. If there is a flow,

[^77]however, then instabilities can develop [6], [16]. Since, however, surface tension will damp short waves, there can be only a finite number of unstable modes. Generically, as the flow rate is increased, one specific mode will be the first to become unstable. Since the eigenvalues are complex, one expects a bifurcation of the Hopf type [7], leading to traveling interfacial waves.

The Hopf bifurcation thoerem in infinite dimensions [4], [8]-[10], [14] relies on coercive estimates for the linearized equations. For one-component free surface flows such estimates were derived by Beale [2], [3], and we shall, in §3, derive analogous estimates for two-component flow. Our proof differs from Beale's and is slightly simpler. Using these coercive estimates, we can then establish a bifurcation theorem in $\S 4$. In $\S \S 5-8$, we outline an algorithm for the computation of bifurcating solutions.
2. Formulation of the problem. We consider two-dimensional flow of two fluids with different viscosities and equal densities between parallel plates; see Fig. 1. The motion in each fluid is described by the Navier-Stokes equations:

$$
\left.\begin{array}{l}
\rho(\dot{\mathbf{u}}+(\mathbf{u} \cdot \nabla) \mathbf{u})=\eta_{1} \Delta \mathbf{u}-\nabla p,  \tag{2.1}\\
\nabla \cdot \mathbf{u}=0,
\end{array}\right\} \quad 0<y<h(x),
$$

$$
\left.\begin{array}{l}
\rho(\dot{\mathbf{v}}+(\mathbf{v} \cdot \nabla) \mathbf{v})=\eta_{2} \Delta \mathbf{v}-\nabla q,  \tag{2.2}\\
\nabla \cdot \mathbf{v}=0,
\end{array}\right\} \quad h(x)<y<1
$$



$\underline{\Omega_{1} \quad \rho, \eta_{1}} y=0$.

Fig. 1

We have no slip conditions at the walls:

$$
\begin{array}{ll}
\mathbf{u}=0 & \text { at } y=0 \\
\mathbf{v}=\left(V_{0}, 0\right) & \text { at } y=1
\end{array}
$$

Across the interface, there must be continuity of velocity,

$$
\begin{equation*}
\mathbf{u}=\mathbf{v} \quad \text { at } y=h(x) \tag{2.5}
\end{equation*}
$$

continuity of shear stress

$$
\begin{align*}
& \eta_{1}\left\{\left(1-h^{\prime 2}\right)\left(\frac{\partial u_{2}}{\partial x}+\frac{\partial u_{1}}{\partial y}\right)+2 h^{\prime}\left(\frac{\partial u_{2}}{\partial y}-\frac{\partial u_{1}}{\partial x}\right)\right\}  \tag{2.6}\\
& \quad=\eta_{2}\left\{\left(1-h^{\prime 2}\right)\left(\frac{\partial v_{2}}{\partial x}+\frac{\partial v_{1}}{\partial y}\right)+2 h^{\prime}\left(\frac{\partial v_{2}}{\partial y}-\frac{\partial v_{1}}{\partial x}\right)\right\} \text { at } y=h(x)
\end{align*}
$$

and balance of the normal stress difference by surface tension

$$
\begin{align*}
& 2 \eta_{1} \frac{\partial u_{2}}{\partial y}-p-2 h^{\prime} \eta_{1}\left(\frac{\partial u_{2}}{\partial x}+\frac{\partial u_{1}}{\partial y}\right)+h^{\prime 2}\left(2 \eta_{1} \frac{\partial u_{1}}{\partial x}-p\right)  \tag{2.7}\\
&= 2 \eta_{2} \frac{\partial v_{2}}{\partial y}-q-2 h^{\prime} \eta_{2}\left(\frac{\partial v_{2}}{\partial x}+\frac{\partial v_{1}}{\partial y}\right)+h^{\prime 2}\left(2 \eta_{2} \frac{\partial v_{1}}{\partial x}-q\right) \\
&+T \frac{h^{\prime \prime}}{\left(1+h^{\prime 2}\right)^{1 / 2}} \quad \text { at } y=h(x)
\end{align*}
$$

Here $T$ is the surface tension parameter. Finally, we have the kinematic boundary condition

$$
\begin{equation*}
\dot{h}+u_{1} h^{\prime}=u_{2} . \tag{2.8}
\end{equation*}
$$

We are interested in solutions to (2.1)-(2.8) which have a given period $L$ in the $x$-direction and are periodic in $t$. We denote by $\Omega_{1}$ the set $\{(x, y)|0 \leqq x| L, 0 \leqq y \leqq h(x)\}$, by $\Omega_{2}$ the set $\{(x, y) \mid 0 \leqq x \leqq L, h(x) \leqq y \leqq 1\}$ and by $\Gamma$ the interface $\{(x, y) \mid 0 \leqq x \leqq L, y$ $=h(x)\}$. The spaces $H^{k}\left(\Omega_{1}\right), H^{k}\left(\Omega_{2}\right), H^{k}(\Gamma)$ consist of those functions which have $k$ square integrable derivatives and satisfy periodic boundary conditions in the $x$ direction.
3. The linearized problem. In this chapter, we obtain coercive estimates on the linear problem, which we shall need later. We put $V_{0}=0$ and linearize (2.1)-(2.8) at the rest state $\mathbf{u}=\mathbf{v}=0$, with a flat interface $h=h_{0}$. We include inhomogeneous terms in (2.1), (2.2), (2.6) and (2.7). The goal of this section is to derive estimates for a resolvent operator, i.e. the time dependence is assumed to be exponential, and $\partial / \partial t$ can be replaced by a constant factor $\lambda$. This leads to the problem:

$$
\begin{gather*}
\begin{array}{l}
\lambda \rho \mathbf{u}=\eta_{1} \Delta \mathbf{u}-\nabla p+\mathbf{f}_{1}, \\
\nabla \cdot \mathbf{u}=0,
\end{array} \quad 0<y<h_{0}  \tag{3.1}\\
\left.\lambda \rho \mathbf{v}=\eta_{2} \Delta \mathbf{v}-\nabla q+\mathbf{f}_{2}\right\} \quad h_{0}<y<1,  \tag{3.2}\\
\nabla \cdot \mathbf{v}=0, \quad \begin{array}{l}
\mathbf{u}=0, \quad y=0, \\
\mathbf{v}=0, \quad y=1, \\
\mathbf{u}=\mathbf{v}, \quad y=h_{0}, \\
\eta_{1}\left(\frac{\partial u_{2}}{\partial x}+\frac{\partial u_{1}}{\partial y}\right)-\eta_{2}\left(\frac{\partial v_{2}}{\partial x}+\frac{\partial v_{1}}{\partial y}\right)=f_{3}, \quad y=h_{0}, \\
2 \eta_{1} \frac{\partial u_{2}}{\partial y}-p-2 \eta_{2} \frac{\partial v_{2}}{\partial y}+q-T h^{\prime \prime}=f_{4}, \quad y=h_{0}, \\
\lambda h=u_{2}, y=h_{0} .
\end{array} \tag{3.3}
\end{gather*}
$$

We seek solutions periodic in $x$ with period $L$, and of course the same periodicity is assumed for $\mathbf{f}_{1}, \mathbf{f}_{2}, f_{3}$ and $f_{4}$. Our goal is the following estimate:

Theorem 3.1. Let $\gamma>0$. For $\operatorname{Re} \lambda \geqq \gamma$, the following estimate holds for solutions of (3.1)-(3.8):

$$
\begin{align*}
&\|\mathbf{u}\|_{H^{2}\left(\Omega_{1}\right)}+\|\mathbf{v}\|_{H^{2}\left(\Omega_{2}\right)}+\|p\|_{H^{1}\left(\Omega_{1}\right)}+\|q\|_{H^{1}\left(\Omega_{2}\right)}+|\lambda|\|\mathbf{u}\|_{L^{2}\left(\Omega_{1}\right)}  \tag{3.9}\\
& \quad+|\lambda|\|\mathbf{v}\|_{L^{2}\left(\Omega_{2}\right)}+\|h\|_{H^{5 / 2}(\Gamma)}+|\lambda|\|h\|_{H^{3 / 2}(\Gamma)} \\
& \quad \leqq C\left[\left\|\mathbf{f}_{1}\right\|_{L^{2}\left(\Omega_{1}\right)}+\left\|\mathbf{f}_{2}\right\|_{L^{2}\left(\Omega_{2}\right)}+\left\|f_{3}\right\|_{H^{1 / 2}(\Gamma)}+|\lambda|^{1 / 4}\left\|f_{3}\right\|_{L^{2}(\Gamma)}+\left\|f_{4}\right\|_{H^{1 / 2}(\Gamma)}\right] .
\end{align*}
$$

(Here C can depend on $\gamma$ but not on $\lambda$.)
Proof. We multiply (3.1) by $\overline{\mathbf{u}}$ (the complex conjugate of $\mathbf{u}$ ), and (3.2) by $\overline{\mathbf{v}}$, add them and integrate over the domain. Integrating by parts, and using the boundary and interface conditions, we find

$$
\begin{align*}
\lambda \rho\left(\|\mathbf{u}\|_{L^{2}}^{2}+\right. & \left.\|\mathbf{v}\|_{L^{2}}^{2}\right)+\frac{1}{2} \eta_{1}\langle\mathbf{u}, \mathbf{u}\rangle+\frac{1}{2} \eta_{2}\langle\mathbf{v}, \mathbf{v}\rangle+\bar{\lambda} T\left\|h^{\prime}\right\|_{L^{2}}^{2}  \tag{3.10}\\
& =\left(\mathbf{f}_{1}, \overline{\mathbf{u}}\right)_{L^{2}}+\left(\mathbf{f}_{2}, \overline{\mathbf{v}}\right)_{L^{2}}+\int_{0}^{L} f_{3} \bar{u}_{1}\left(y=h_{0}\right) d x+\int_{0}^{L} f_{4} \bar{u}_{2}\left(y=h_{0}\right) d x .
\end{align*}
$$

Here $\langle\mathbf{u}, \mathbf{u}\rangle=\int\left(\nabla \mathbf{u}+(\nabla \mathbf{u})^{T}\right):\left(\nabla \overline{\mathbf{u}}+(\nabla \overline{\mathbf{u}})^{T}\right)$.
Since $\mathbf{u}$ is divergence free, $u_{2}$ has a trace on the interface whose $H^{-1 / 2}$-norm can be bounded by $\|\mathbf{u}\|_{L^{2}\left(\Omega_{1}\right)}[15]$, hence the last term on the right side can be bounded by $\left\|f_{4}\right\|_{H^{1 / 2}(\Gamma)}\|\mathbf{u}\|_{L^{2}\left(\Omega_{1}\right)}$. The third term is bounded by

$$
\left\|f_{3}\right\|_{L^{2}(\Gamma)}\|\mathbf{u}\|_{L^{2}(\Gamma)} \leqq\left\|f_{3}\right\|_{L^{2}(\Gamma)}\|\mathbf{u}\|_{L^{2}\left(\Omega_{1}\right)}^{1 / 2}\|\mathbf{u}\|_{H^{1}\left(\Omega_{1}\right)}^{1 / 2} .
$$

We assume that the right side of (3.9) is bounded by a constant of order one, and we wish to bound the left side. From (3.10), we immediately obtain bounds for $\|\mathbf{u}\|_{H^{1}}$, $\|\mathbf{v}\|_{H^{1}},\|h\|_{H^{1}}$ (we have used Korn's inequality here).

In the following, we make repeated use of the following estimates

$$
\begin{align*}
& \|\mathbf{u}\|_{H^{2}}+\|\mathbf{v}\|_{H^{2}}+\|p\|_{H^{1}}+\|q\|_{H^{1}}  \tag{3.11}\\
& \quad \leqq C\left(\left\|\mathbf{f}_{1}\right\|_{L^{2}}+\left\|\mathbf{f}_{2}\right\|_{L^{2}}+\left\|f_{3}\right\|_{H^{1 / 2}}+|\lambda|\|h\|_{H^{3 / 2}}+|\lambda|\|\mathbf{u}\|_{L^{2}}+|\lambda|\|\mathbf{v}\|_{L^{2}}\right) \\
& \|h\|_{h^{5 / 2}} \leqq C\left(\|\mathbf{u}\|_{H^{2}}+\|\mathbf{v}\|_{H^{2}}+\|p\|_{H^{1}}+\|q\|_{H^{1}}+\left\|f_{4}\right\|_{H^{1 / 2}}\right)  \tag{3.12}\\
& \|h\|_{H^{3 / 2}} \leqq\|h\|_{H^{1}}^{2 / 3}\|h\|_{H^{5 / 2}}^{1 / 3} . \tag{3.13}
\end{align*}
$$

Estimate (3.11) follows from (3.1)-(3.6) and (3.8), which form an elliptic system in the sense of Agmon, Douglis and Nirenberg [1]. This can be seen as follows: We can formally regard (3.1), (3.2) as being posed in the same domain by mapping the strip occupied by fluid 2 onto the strip occupied by fluid 1 . We do this in such a way that the interface is mapped onto itself and the solid boundaries are mapped onto each other. This yields a system for the six unknowns ( $u_{1}, u_{2}, p, v_{1}, v_{2}, q$ ), which are now defined on the same domain. That the Stokes equations are an elliptic system is well known. The same holds of course for two sets of Stokes equations. It is also well known that Dirichlet boundary conditions satisfy the complementing condition. Showing the complementing nature of the interface condition is a straightforward calculation, which we omit. Equation (3.12) is a trivial consequence of (3.7) and the trace theorem, and (3.13) follows from the convexity property of Sobolev norms.

In the following, we start from the energy equation and then use (3.11)-(3.13) in an iterative fashion to obtain better and better estimates. This will lead to the following preliminary result.

Lemma 3.2. For any $\varepsilon>0$, the following quantities can be estimated by the right-hand side of (3.9) (with constants allowed to depend on $\varepsilon$ ):

$$
\begin{array}{r}
\|h\|_{H^{1}}|\lambda|^{1-\varepsilon}, \quad\|\mathbf{u}\|_{L^{2}}|\lambda|^{1-\varepsilon}, \quad\|\mathbf{v}\|_{L^{2}}|\lambda|^{1-\varepsilon}, \quad\|\mathbf{u}\|_{H^{1}}|\lambda|^{1 / 2-\varepsilon}, \quad\|\mathbf{v}\|_{H^{1}}|\lambda|^{1 / 2-\varepsilon}, \\
\left(\|\mathbf{u}\|_{H^{2}}+\|p\|_{H^{1}}\right)|\lambda|^{-1 / 2-\varepsilon}, \quad\left(\|\mathbf{v}\|_{H^{2}}+\|q\|_{H^{1}}\right)|\lambda|^{-1 / 2-\varepsilon} .
\end{array}
$$

Proof. We prove by induction that

$$
\begin{array}{ll}
(3.14)_{n} & \|h\|_{H^{1}} \leqq C|\lambda|^{2^{n} / 3^{n}-1} \\
(3.15)_{n} & \|\mathbf{u}\|_{L^{2}},\|\mathbf{v}\|_{L^{2}} \leqq C|\lambda|^{2^{n} / 3^{n}-1}  \tag{3.15}\\
(3.16)_{n} & \|\mathbf{u}\|_{H^{1}},\|\mathbf{v}\|_{H^{1}} \leqq C|\lambda|^{1 / 2\left(2^{n} / 3^{n}-1\right)} \\
(3.17)_{n} & \|\mathbf{u}\|_{H^{2}}+\|p\|_{H^{1}},\|\mathbf{v}\|_{H^{2}}+\|q\|_{H^{1}} \leqq C|\lambda|^{1 / 2+2^{n} / 3^{n}}
\end{array}
$$

$$
(3.16)_{n} \quad\|\mathbf{u}\|_{H^{1}},\|\mathbf{v}\|_{H^{1}} \leqq C|\lambda|^{1 / 2\left(2^{n} / 3^{n}-1\right)}
$$

Obviously the lemma follows by letting $n \rightarrow \infty$. We already have (3.14)-(3.16) for $n=0$. By combining (3.11)-(3.13), we obtain

$$
\begin{align*}
\|\mathbf{u}\|_{H^{2}}+ & \|p\|_{H^{1}}+\|\mathbf{v}\|_{H^{2}}+\|q\|_{H^{1}}  \tag{3.18}\\
& \leqq C\left[\left\|\mathbf{f}_{1}\right\|_{L^{2}}+\left\|\mathbf{f}_{2}\right\|_{L^{2}}+\left\|f_{3}\right\|_{H^{1 / 2}}+|\lambda|\|\mathbf{u}\|_{L^{2}}+|\lambda|\|\mathbf{v}\|_{L^{2}}\right. \\
& \left.+|\lambda|\|h\|_{H^{1}}^{2 / 3} \cdot\left(\|\mathbf{u}\|_{H^{2}}+\|\mathbf{v}\|_{H^{2}}+\|p\|_{H^{1}}+\|q\|_{H^{1}}+\left\|f_{4}\right\|_{H^{1 / 2}}\right)^{1 / 3}\right] .
\end{align*}
$$

With $\beta=\|\mathbf{u}\|_{H^{2}}+\|p\|_{H^{1}}+\|\mathbf{v}\|_{H^{2}}+\|q\|_{H^{1}}$, we find, using (3.14) $)_{n}-(3.16)_{n}$

$$
\begin{equation*}
\beta \leqq C\left(1+|\lambda|^{2^{\prime \prime} / 3^{n}}+|\lambda|^{2^{n+1} / 3^{n+1}+1 / 3}\left(\beta+c^{\prime}\right)^{1 / 3}\right) . \tag{3.19}
\end{equation*}
$$

From this, (3.17) follows easily.
Next, we wish to show that (3.14) $n_{n+1}-(3.16)_{n+1}$ follow from (3.17) ${ }_{n}$. Using (3.8), the trace theorem and the convexity property of Sobolev norms, we find

$$
\begin{equation*}
\|h\|_{H^{1}} \leqq \frac{C}{|\lambda|} \sqrt{\|\mathbf{u}\|_{H^{2}} \sqrt{\|\mathbf{u}\|_{H^{1}}}} . \tag{3.20}
\end{equation*}
$$

Moreover (3.10) implies

$$
\begin{equation*}
\|\mathbf{v}\|_{H^{1}}+\|\mathbf{u}\|_{H^{1}} \leqq C\left(\|\mathbf{u}\|_{L^{2}}+\|\mathbf{v}\|_{L^{2}}+|\lambda|^{-1 / 4}\|\mathbf{u}\|_{L^{2}}^{1 / 2}\|\mathbf{u}\|_{H^{1}}^{1 / 2}\right)^{1 / 2} \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\mathbf{v}\|_{L^{2}}+\|\mathbf{u}\|_{L^{2}} \leqq C\left[\|h\|_{H^{1}}+|\lambda|^{-1 / 2}\left(\|\mathbf{u}\|_{L^{2}}+\|\mathbf{v}\|_{L^{2}}+|\lambda|^{-1 / 4}\|\mathbf{u}\|_{L^{2}}^{1 / 2}\|\mathbf{u}\|_{H^{1}}^{1 / 2}\right)^{1 / 2}\right] . \tag{3.22}
\end{equation*}
$$

With $x=\|\mathbf{u}\|_{H^{1}}+\|\mathbf{v}\|_{H^{1}}, \quad y=\|\mathbf{u}\|_{L^{2}}+\|\mathbf{v}\|_{L^{2}}$ and using (3.17) $)_{n}$, we find that (3.21), (3.22) take the following form

$$
\begin{gather*}
x \leqq C\left(y^{1 / 2}+|\lambda|^{-1 / 8} x^{1 / 4} y^{1 / 4}\right)  \tag{3.23}\\
y \leqq C\left(|\lambda|^{2^{n-1} / 3^{n}-3 / 4} x^{1 / 2}+|\lambda|^{-1 / 2} y^{1 / 2}+|\lambda|^{-5 / 8} y^{1 / 4} x^{1 / 4}\right) \tag{3.24}
\end{gather*}
$$

From (3.23) it follows that $x \leqq C y^{1 / 2}$ or $x \leqq C|\lambda|^{-1 / 6} y^{1 / 3}$, depending on whether the first or second term on the right is bigger. In the first case, (3.24) yields

$$
\begin{equation*}
y \leqq C\left(|\lambda|^{\left.\right|^{n-1} / 3^{n}-3 / 4} y^{1 / 4}+|\lambda|^{-1 / 2} y^{1 / 2}+|\lambda|^{-5 / 8} y^{3 / 8}\right) \tag{3.25}
\end{equation*}
$$

From this $(3.15)_{n+1}$ is immediate. In the second case, we get

From this, $(3.15)_{n+1}$ is also immediate. From (3.15) $n_{n+1}$ and (3.21) follows (3.16) $n_{n+1}$, and using (3.20) and (3.17) ${ }_{n}$ we find (3.14) $)_{n+1}$. This concludes the proof of the lemma.

We now return to the proof of Theorem 3.1.
To proceed further, we take difference quotients in the $x$-direction. These satisfy the same equations (3.1)-(3.8) with the $f$ 's replaced by their difference quotients. From (3.10), we then see that the $H^{1}$-norms of all $x$-derivatives of $\mathbf{u}$ and $\mathbf{v}$ can be estimated by terms of order 1. The divergence condition now yields

$$
\left\|u_{2}\right\|_{2},\left\|v_{2}\right\|_{2} \leqq C .
$$

Equation (3.8) and the trace theorem imply that $\|h\|_{H^{3 / 2}} \leqq C /|\lambda|$, and from (3.11), and Lemma 3.2 we conclude that

$$
\|\mathbf{u}\|_{H^{2}}+\|\mathbf{v}\|_{H^{2}}+\|p\|_{H^{1}}+\|q\|_{H^{1}} \leqq C|\lambda|^{\varepsilon} .
$$

Using this in (3.20), we get $\|h\|_{H^{1}} \leqq C|\lambda|^{-5 / 4+\varepsilon}$, and by inserting this in (3.21), (3.22), we find $\|\mathbf{u}\|_{L^{2}}+\|\mathbf{v}\|_{L^{2}} \leqq C /|\lambda|$. By using (3.11) again, we obtain the theorem.

Remarks. We have so far only given estimates for a solution that was assumed to exist and have the regularity implied by the left-hand side of (3.9). Such estimates show that (3.1)-(3.8) for $\operatorname{Re} \lambda \geqq \gamma>0$ is solvable for a closed set of $f$ 's (in the topology indicated by the right side of (3.9)). Solvability for a dense set of $f$ 's can be shown in a straightforward manner by separation of variables. (Separation of variables leads to a system of ODE's, and it is easy to show that a Fredholm alternative holds for these ODE's. The absence of eigenfunctions follows from the energy equation.) From this we see that in fact, for any $\lambda$ with $\operatorname{Re} \lambda>0$, (3.1)-(3.8) has a unique solution. Inequality (3.9) holds uniformly in any closed subset of any right half-plane, if this subset contains no eigenvalues. Moreover, by compactness, the number of eigenvalues is countable, and there can be only finitely many in any bounded set. Equation (3.10) implies that all eigenvalues have negative real parts.
4. Bifurcation to travelling waves. It is convenient to use a domain mapping which takes the domain occupied by each fluid to a fixed one. The most straightforward way to construct such a mapping is to stretch or contract vertical lines. We shall in addition transform the velocity fields in such a way that the divergence condition is preserved and (2.8) reduces to the linearized form even in the nonlinear case. In doing this, we essentially follow Beale [2].

Let $y=h_{0}$ be the flat interface of the rest state, and let $y=h(x, t)$ be the actual interface, which we assume periodic in $x$ with period $L$.

Let $P$ be any linear extension operator that maps functions $h(\zeta) \in H^{s}(\Gamma)$, into functions $\tilde{h}(\zeta, \eta)$ such that $\tilde{h}\left(\zeta, h_{0}\right)=h(\zeta)$ and $\tilde{h} \in H^{s+1 / 2}(\Omega)(P$ exist according to the trace theorem). For simplicity, we also assume that $P$ takes $h \equiv h_{0}$ to $\tilde{h} \equiv h_{0}$. Let then $f_{0}(\eta)$ be a $C^{\infty}$-function of $\eta$ such that $f_{0}=1$ near $\eta=h_{0}$ and $f_{0}=0$ near $\eta=0$ and $\eta=1$. Define $\bar{h}(\zeta, \eta, t)=\tilde{h}(\zeta, \eta, t) \cdot f_{0}(\eta)+h_{0}\left(1-f_{0}(\eta)\right)$.

We now define

$$
\begin{equation*}
\theta(\zeta, \eta, t)=\left(\zeta, \eta \cdot \frac{\bar{h}(\zeta, \eta, t)}{h_{0}}\right) . \tag{4.1}
\end{equation*}
$$

Evidently, $\theta$ maps the strip $0 \leqq \eta \leqq h_{0}$ to $\Omega_{1}$, and the strip $h_{0} \leqq \eta \leqq 1$ to $\Omega_{2}$. The velocities are transformed as follows:

$$
\begin{equation*}
u_{i}(\theta(\zeta, \eta, t))=\frac{\partial \theta_{i}}{\partial \zeta_{j}} \tilde{u}_{j} / J \tag{4.2}
\end{equation*}
$$

where $J$ is the Jacobian of $\theta$. Of course, $\mathbf{v}$ in $\Omega_{2}$ is transformed in the same way. Explicitly, (4.2) reads

$$
\begin{equation*}
\mathbf{u}=\left(\frac{\bar{h}}{h_{0}}+\eta \frac{\bar{h}_{\eta}}{h_{0}}\right)^{-1}\left(\tilde{u}_{1}, \eta \frac{\bar{h}_{\zeta}}{h_{0}} \tilde{u}_{1}+\left(\frac{\bar{h}}{h_{0}}+\eta \frac{\bar{h}_{\eta}}{h_{0}}\right) \tilde{u}_{2}\right) . \tag{4.3}
\end{equation*}
$$

Formula (4.2) is set up in such a way that $\mathbf{u}, \mathbf{v}$ are divergence-free in the $x, y$-plane, if $\tilde{\mathbf{u}}$, $\tilde{\mathbf{v}}$ are divergence-free in the $\zeta$, $\eta$-plane. Moreover, (2.8) now assumes the simple form

$$
\begin{equation*}
\dot{h}(\zeta, t)=\tilde{u}_{2}\left(\zeta, h_{0}, t\right) \tag{4.4}
\end{equation*}
$$

It is also clear that (2.5) does not change its form, i.e. $\mathbf{u}=\mathbf{v}$ at $y=h(x)$ simply becomes $\tilde{\mathbf{u}}=\tilde{\mathbf{v}}$ at $\eta=h_{0}$. The boundary conditions at the walls are also preserved. When these substitutions are inserted into (2.1)-(2.8), we obtain a new set of equations, which we do not write down explicitly. We shall refer to these new equations as (2.1)*-(2.8)*. If we have a flat interface $h=h_{0}$, then of course (4.3) reads $\mathbf{u}=\tilde{\mathbf{u}}$, and (2.1)*-(2.8)* have the same form as (2.1)-(2.8).

Plane Couette flow is the following solution of (2.1)-(2.8):

$$
\begin{gathered}
\hat{h}(x) \equiv h_{0}, \hat{u}_{1}=\frac{\eta_{2} V_{0}}{\eta_{1}+h_{0}\left(\eta_{2}-\eta_{1}\right)} y, \quad \hat{u}_{2}=0, \quad \hat{v}_{1}=\frac{\eta_{1} V_{0} y+V_{0} h_{0}\left(\eta_{2}-\eta_{1}\right)}{\eta_{1}+h_{0}\left(\eta_{2}-\eta_{1}\right)}, \\
\hat{v}_{2}=0, \quad \hat{p}=0, \quad \hat{q}=0 .
\end{gathered}
$$

We can linearize at this solution, and obtain a set of linearized equations analogous to (3.1)-(3.8). As usual, we call $\lambda$ an eigenvalue, if the homogeneous linearized problem has nontrivial solutions. The estimates in $\S 3$ imply that, for $V_{0}=0$ (rest), there is a countable sequence of eigenvalues, all in a sector of the left half plane bounded away from the imaginary axis. All these eigenvalues have finite multiplicity and Fredholm index zero. Estimates like those in $\S 3$ can easily be extended to the linearization at Couette flow with finite $V_{0}$. If we linearize (2.1)-(2.8) at this flow, then there are a number of terms perturbing (3.1)-(3.8). All these terms are relatively compact except the one resulting from $u_{1} h^{\prime}$ in (2.8). This latter term vanishes in a frame moving with the fluid on the interface. Standard perturbation theory [12] can now be used to show that estimates like in $\S 3$ hold for $\lambda$ in any closed set that lies in a right half plane and contains no eigenvalues. However, there can, and as [6], [16] show, there will be a finite number of eigenvalues with positive real parts if $V_{0}$ is large enough. Generically, there will be a critical value $V_{0 c}$, such that, for $V_{0}<V_{0 c}$, all eigenvalues have negative real parts, but a pair of simple complex conjugate eigenvalues crosses the imaginary axis transversally as $V_{0}$ increases past $V_{0 c}$. Let us denote these imaginary eigenvalues by $\pm i \omega_{0}$.

We introduce the following substitutions in (2.1)*-(2.8)*:

$$
\tau=\omega t, \quad \mathbf{u}^{*}=\tilde{\mathbf{u}}-\hat{\mathbf{u}}\left(V_{0}\right), \quad \mathbf{v}^{*}=\tilde{\mathbf{v}}-\hat{\mathbf{v}}\left(V_{0}\right), \quad h^{*}=\left(h-h_{0}\right) \frac{\omega}{\omega_{0}} .
$$

We use the following notation for function space: $H_{\hat{\Omega}_{1}}^{k}$ denotes the space of functions defined on $-\infty<\zeta<\infty, 0 \leqq \eta \leqq h_{0}$, which have period $L$ in $\zeta$ and $H^{k}$-regularity. Similarly, we define $H_{\hat{\Omega}_{2}}^{k}$. Finally $H_{\Gamma}^{k}$ is the set of $k$ times differentiable periodic functions depending on $\zeta$ alone.
$H^{k}(X)$ denotes the spaces of all $2 \pi$-periodic functions defined on $-\infty<\tau<\infty$, taking values in $X$, and having $k$ square integrable derivatives.

For the analysis of (2.1)*-(2.8)*, we choose the following space $V$ :

$$
\begin{aligned}
& V=\left\{\left(\mathbf{u}^{*}, \mathbf{v}^{*}, p, q, h^{*}\right) \mid \mathbf{u}^{*} \in H^{1}\left(H_{\Omega_{\Omega_{1}}}^{2}\right) \cap H^{2}\left(L_{\Omega_{1}}^{2}\right), v^{*} \in H^{1}\left(H_{\Omega_{2}}^{2}\right) \cap H^{2}\left(L_{\Omega_{\Omega_{2}}}^{2}\right),\right. \\
& p \in H^{1}\left(H_{\Omega_{1}}^{1}\right), q \in H^{1}\left(H_{\Omega_{2}}^{1}\right), h^{*} \in H^{1}\left(H_{\Gamma}^{5 / 2}\right) \cap H^{2}\left(H_{\Gamma}^{3 / 2}\right) ; \\
& \operatorname{div} \mathbf{u}^{*}=0, \operatorname{div}^{*}=0, \\
& \iint_{\Omega_{1}} p+\iint_{\widehat{\Omega}_{2}} q=0, \mathbf{u}^{*}=0 \text { at } \eta=0, \mathbf{v}^{*}=0 \text { at } \eta=1, \mathbf{u}^{*}=\mathbf{v}^{*} \text { at } \\
& \left.\eta=h_{0}, \omega_{0} \frac{\partial h^{*}}{\partial \tau}=\mathbf{u}^{*} \text { at } \eta=h_{0}, \int_{0}^{L} h^{*}(\zeta) d \zeta=0\right\} .
\end{aligned}
$$

Functions in this space have sufficient regularity such that all the nonlinearities in (2.1)*-(2.8)* are defined. We can now prove a Hopf bifurcation result based on the implicit function theorem. This relies essentially on an iterative scheme which at each stage solves the linearized problem with the nonlinear terms as inhomogeneities. It is important that such an iteration takes the space $V$ into itself, i.e. that by inverting the linearized operator we gain at least as much regularity as we lose by evaluating the nonlinear terms. This is guaranteed by the coercive estimate of Theorem 3.1. In this way, we obtain the following.

Theorem 4.1. Assume that, at $V_{0}=V_{0 c}$, there is a pair of algebraically simple complex conjugate eigenvalues $\pm i \omega_{0}, \omega_{0} \neq 0$, and no other eigenvalue is an integral multiple of $i \omega_{0}$. Moreover, assume that those eigenvalues cross the imaginary axis transversally, i.e. if $\lambda\left(V_{0}\right)$ denotes the branch of eigenvalues for which $\lambda\left(V_{0 c}\right)=i \omega_{0}$, then $\left.\left(d / d V_{0}\right) \operatorname{Re} \lambda\left(V_{0}\right)\right|_{V_{0}=V_{0 c}} \neq 0$. Then there is an analytic branch of nontrivial time-periodic solutions $\left(\mathbf{u}^{*}(\varepsilon), \mathbf{v}^{*}(\varepsilon), p(\varepsilon), q(\varepsilon), h^{*}(\varepsilon)\right)=Y(\varepsilon)$, such that $Y(\varepsilon) \in V$ is a solution of (2.1)*-(2.8)* for $V_{0}=V_{0}(\varepsilon)$ with temporal frequency $\omega=\omega(\varepsilon)$. For $\varepsilon=0$, we have $V_{0}=V_{0 c}$, $\omega=\omega_{0}$ and $Y=0$. This branch of periodic solutions is unique except for phase shift or changes of parametrization.

If, at $V_{0}=V_{0 c}$, all eigenvalues other than $\pm i \omega_{0}$ have negative real parts and we have $\left.\frac{d}{d V_{0}} \operatorname{Re} \lambda\left(V_{0}\right)\right|_{V_{0}=V_{0 \mathrm{c}}}>0$, then the bifurcating periodic solutions are stable if $V_{0}(\varepsilon)$ $>V_{0 c}$ for small $\varepsilon \neq 0$, and unstable if $V_{0}(\varepsilon)<V_{0 c}$.

Remark. It is easy to show higher regularity of the bifurcating solutions by choosing function spaces of higher regularity for the bifurcation analysis.
5. Reduction of the bifurcation problem to local form. In the previous two sections, we have provided the analytical tools and the estimates needed to establish a bifurcation theorem. In the following, we now describe an algorithm for calculating approximations to this bifurcating solution.

As before, we study bifurcation from plane Couette flow, and we consider the velocity of the upper plate as the bifurcation parameter. Plane Couette flow is the following solution of (2.1)-(2.8):

$$
\begin{align*}
& \hat{h}(x)=h_{0}, \\
& \hat{u}_{1}=\frac{\eta_{2} V_{0} y}{\eta_{1}+h_{0}\left(\eta_{2}-\eta_{1}\right)}, \\
& \hat{u}_{2}=0, \quad \hat{p}=0,  \tag{5.1}\\
& \hat{v}_{1}=\frac{\left[\eta_{1} y+h_{0}\left(\eta_{2}-\eta_{1}\right)\right] V_{0}}{\eta_{1}+h_{0}\left(\eta_{2}-\eta_{1}\right),} \\
& v_{2}=0, \quad q=0 .
\end{align*}
$$

For the bifurcation problem, it is convenient to introduce new variables representing the perturbation of this solution. We therefore replace $u_{1}$ and $v_{1}$ by $u_{1}+\hat{u}_{1}, v_{1}+\hat{v}_{1}$, where $\hat{u}_{1}, \hat{v}_{1}$ are given by formula (5.1) in the regions $0 \leqq y \leqq h(x, t)$ and $h(x, t) \leqq y \leqq 1$, respectively. Moreover, we set

$$
\begin{equation*}
h(x, t)=h_{0}+\delta(x, t), \tag{5.2}
\end{equation*}
$$

and $\delta(x, t)$ has zero mean value as a function of $x$. With this change of variables, (2.1) and (2.2) take the form

$$
\begin{array}{ll}
\rho\left[\dot{\mathbf{u}}+\hat{u}_{1} \frac{\partial \mathbf{u}}{\partial x}+\mathbf{e}_{x} u_{2} \frac{\partial \hat{u}_{1}}{\partial y}+(\mathbf{u} \cdot \nabla) \mathbf{u}\right]=\eta_{1} \Delta \mathbf{u}-\nabla p, & 0 \leqq y \leqq h(x, t), \\
\rho\left[\dot{\mathbf{v}}+\hat{v}_{1} \frac{\partial \mathbf{v}}{\partial x}+\mathbf{e}_{x} v_{2} \frac{\partial \hat{v}_{1}}{\partial y}+(\mathbf{v} \cdot \nabla) \mathbf{v}=0\right. \tag{5.4}
\end{array}
$$

On the walls, we have

$$
\begin{equation*}
\mathbf{u}=0 \text { at } y=0, \quad \mathbf{v}=0 \text { at } y=1 . \tag{5.5}
\end{equation*}
$$

In the normal and shear stress conditions, the terms replaced by $\hat{u}_{1}, \hat{v}_{1}$ are such that they cancel. Moreover, $h^{\prime}=\delta^{\prime}$, so $h$ can be replaced by $\delta$. Across the interface $y=h(x, t)$, we thus obtain the following conditions resulting from (2.6) and (2.7)

$$
\begin{align*}
& \left(1-\delta^{\prime 2}\right) \eta_{1}\left(\frac{\partial u_{2}}{\partial x}+\frac{\partial u_{1}}{\partial y}\right)+2 \eta_{1} \delta^{\prime}\left(\frac{\partial u_{2}}{\partial y}-\frac{\partial u_{1}}{\partial x}\right)  \tag{5.6}\\
& \quad=\left(1-\delta^{\prime 2}\right) \eta_{2}\left(\frac{\partial v_{2}}{\partial x}+\frac{\partial v_{1}}{\partial y}\right)+2 \eta_{2} \delta^{\prime}\left(\frac{\partial v_{2}}{\partial y}-\frac{\partial v_{1}}{\partial x}\right), \\
& 2 \eta_{1} \frac{\partial u_{2}}{\partial y}-p-2 \delta^{\prime} \eta_{1}\left(\frac{\partial u_{2}}{\partial x}+\frac{\partial u_{1}}{\partial y}\right)+\delta^{\prime 2}\left(2 \eta_{1} \frac{\partial u_{1}}{\partial x}-p\right)  \tag{5.7}\\
& \quad=2 \eta_{2} \frac{\partial v_{2}}{\partial y}-q-2 \delta^{\prime} \eta_{2}\left(\frac{\partial v_{2}}{\partial x}+\frac{\partial v_{1}}{\partial y}\right)+\delta^{\prime 2}\left(2 \eta_{2} \frac{\partial v_{1}}{\partial x}-q\right)+T \delta^{\prime \prime} /\left(1+\delta^{\prime 2}\right)^{1 / 2}
\end{align*}
$$

The condition (2.5) is replaced by

$$
\begin{gather*}
u_{1}-v_{1}=\hat{v}_{1}\left(h_{0}+\delta\right)-\hat{u}_{1}\left(h_{0}+\delta\right)=\frac{\left(\eta_{1}-\eta_{2}\right) \delta V_{0}}{\eta_{1}+h_{0}\left(\eta_{2}-\eta_{1}\right)},  \tag{5.8}\\
u_{2}=v_{2} \tag{5.9}
\end{gather*}
$$

Equation (5.8) shows that, for $\eta_{1} \neq \eta_{2}$ and $V_{0} \neq 0, \delta(x, t)$ can be eliminated and expressed by the jump in the $x$-component of velocity at $y=h_{0}+\delta(x, t)$. Finally, equation (2.8) assumes the form

$$
\begin{equation*}
\dot{\delta}+\hat{u}_{1}\left(h_{0}\right) \delta^{\prime}+u_{1} \delta^{\prime}+\frac{\eta_{2} V_{0} \delta \delta^{\prime}}{\eta_{1}+h_{0}\left(\eta_{2}-\eta_{1}\right)}=u_{2} . \tag{5.10}
\end{equation*}
$$

Our bifurcation problem is now given by (5.1)-(5.10). The null solution corresponds to plane Couette flow. We consider $\delta$ in (5.6), (5.7) and (5.10) as having been eliminated from (5.8), and look for solutions ( $\mathbf{u}, \mathbf{v}, p, q$ ) which are periodic in $x$.
6. The spectral problem and its adjoint. The spectral problem for the stability of the null solution is

$$
\begin{array}{ll}
\rho\left[\lambda \mathbf{u}+\hat{u}_{1} \frac{\partial \mathbf{u}}{\partial x}+\mathbf{e}_{x} u_{2} \hat{u}_{1}^{\prime}\right]+\nabla p-2 \eta_{1} \operatorname{div} \underline{\underline{D}}[\mathbf{u}]=0, & 0 \leqq y \leqq h_{0}, \quad \operatorname{div} \mathbf{u}=0 \\
\rho\left[\lambda \mathbf{v}+\hat{v}_{1} \frac{\partial \mathbf{v}}{\partial x}+\mathbf{e}_{x} v_{2} \hat{v}_{1}^{\prime}\right]+\nabla q-2 \eta_{2} \operatorname{div} \underline{\underline{D}}[\mathbf{v}]=0, & h_{0} \leqq y \leqq 1, \quad \operatorname{div} \mathbf{v}=0 \tag{6.2}
\end{array}
$$

Here $\underline{\underline{D}}[\mathbf{u}]$ is the symmetric part of $\nabla \mathbf{u} . \hat{u}_{1}^{\prime}$ and $\hat{v}_{1}^{\prime}$ denote derivatives with respect to $h$, while $h^{\prime}$ and $\delta^{\prime}$ will continue to denote derivatives with respect to $x$. On the walls we have

$$
\begin{equation*}
\mathbf{u}=0 \text { at } y=0, \quad \mathbf{v}=0 \text { at } y=1 \tag{6.3}
\end{equation*}
$$

From (5.8), we have $\delta=k\left(u_{1}-v_{1}\right)$, where $k=\left(\eta_{1}+\left(\eta_{2}-\eta_{1}\right) h_{0}\right) / V_{0}\left(\eta_{1}-\eta_{2}\right)$.
By inserting this into the remaining interface conditions and linearizing, we find the following conditions at $y=h_{0}$ :

$$
\begin{align*}
& u_{2}-v_{2}=0  \tag{6.4}\\
& 2 \eta_{1} D_{12}[\mathbf{u}]-2 \eta_{2} D_{12}[\mathbf{v}]=0  \tag{6.5}\\
& -p+2 \eta_{1} D_{22}[\mathbf{u}]+q-2 \eta_{2} D_{22}[\mathbf{v}]-T k\left(u_{1}^{\prime \prime}-v_{1}^{\prime \prime}\right)=0  \tag{6.6}\\
& \left(\lambda+\hat{u}\left(h_{0}\right) \frac{\partial}{\partial x}\right) k\left(u_{1}-v_{1}\right)-u_{2}=0 \tag{6.7}
\end{align*}
$$

We turn next to the computation of the spectral problem, which is adjoint to (6.1)-(6.7). We multiply (6.1) by $\overline{\mathbf{u}}^{*}$, (6.2) by $\overline{\mathbf{v}}^{*}$, the complex conjugates of the adjoint velocities, and integrate the resulting expressions over their domain of definition. We assume periodicity in $x$ with period $L$, and integrate by parts using periodicity, solenoidality
and (6.3) to derive

$$
\begin{align*}
& \int_{\Omega_{1}}\left\{\rho \lambda \overline{\mathbf{u}}^{*}-\rho \hat{u}_{1} \frac{\partial \overline{\mathbf{u}}^{*}}{\partial x}+\rho \bar{u}_{1}^{*} \hat{u}_{1}^{\prime} \mathbf{e}_{y}-2 \eta_{1} \operatorname{div} \underline{\underline{D}}\left[\overline{\mathbf{u}}^{*}\right]\right\} \cdot \mathbf{u} d x d y  \tag{6.8}\\
& \quad+\int_{\Omega_{2}}\left\{\rho \lambda \overline{\mathbf{v}}^{*}-\rho \hat{v}_{1} \frac{\partial \overline{\mathbf{v}}^{*}}{\partial x}+\rho \bar{v}_{1}^{*} \hat{v}_{1}^{\prime} \mathbf{e}_{y}-2 \eta_{2} \operatorname{div} \underline{\underline{D}}\left[\overline{\mathbf{v}}^{*}\right]\right\} \cdot \mathbf{v} d x d y \\
& \quad-\int_{\Omega_{1}} p \operatorname{div} \overline{\mathbf{u}}^{*}-\int_{\Omega_{2}} q \operatorname{div} \overline{\mathbf{v}}^{*} \\
& =-\int_{0}^{L}\left\{\left(-q+2 \eta_{2} D_{22}[\mathbf{v}]\right) \bar{v}_{2}^{*}-\left(-p+2 \eta_{1} D_{22}[\mathbf{u}]\right) \bar{u}_{2}^{*}\right. \\
& \quad+2 \eta_{2} \bar{v}_{1}^{*} D_{12}[\mathbf{v}]-2 \eta_{2} v_{1} D_{12}\left[\overline{\mathbf{v}}^{*}\right]-2 \eta_{2} v_{2} D_{22}\left[\overline{\mathbf{v}}^{*}\right] \\
& \\
& \left.\quad+2 \eta_{1} u_{1} D_{12}\left[\overline{\mathbf{u}}^{*}\right]-2 \eta_{1} \bar{u}_{1}^{*} D_{12}[\mathbf{u}]+2 \eta_{1} u_{2} D_{22}\left[\mathbf{u}^{*}\right]\right\} d x .
\end{align*}
$$

By considering special forms of $\mathbf{u}, \mathbf{v}, p, q$, we find that in $0 \leqq y \leqq h_{0}$, we have

$$
\begin{equation*}
\rho \lambda \overline{\mathbf{u}}^{*}-\rho \hat{u}_{1} \frac{\partial \overline{\mathbf{u}}^{*}}{\partial x}+\rho \mathbf{e}_{y} \bar{u}_{1}^{*} \hat{u}_{1}^{\prime}-2 \eta_{1} \operatorname{div} \underline{\underline{D}}\left[\overline{\mathbf{u}}^{*}\right]=-\nabla \bar{p}^{*}, \quad \operatorname{div} \overline{\mathbf{u}}^{*}=0, \tag{6.9}
\end{equation*}
$$

whilst in $h_{0} \leqq y \leqq 1$,

$$
\begin{equation*}
\rho \lambda \overline{\mathbf{v}}^{*}-\rho \hat{v}_{1} \frac{\partial \overline{\mathbf{v}}^{*}}{\partial x}+\rho \mathbf{e}_{y} \bar{v}_{1}^{*} \hat{v}_{1}^{\prime}-2 \eta_{2} \operatorname{div} \underline{\underline{D}}\left[\overline{\mathbf{v}}^{*}\right]=-\nabla q^{*}, \quad \operatorname{div} \overline{\mathbf{v}}^{*}=0 . \tag{6.10}
\end{equation*}
$$

We insert (6.9) and (6.10) back into (6.8), and compute

$$
\int_{\Omega_{1}} \mathbf{u} \cdot \nabla \bar{p}^{*} d x d y+\int_{\Omega_{2}} \mathbf{v} \cdot \nabla \bar{q}^{*} d x d y=\int_{0}^{L}\left(\bar{p}^{*} u_{2}-\bar{q}^{*} v_{2}\right) d x
$$

This term is added to the right-hand side of (6.8), leading to

$$
\begin{align*}
0=\int_{0}^{L}\{ & \left(-q+2 \eta_{2} D_{22}[\mathbf{v}]\right) \bar{v}_{2}^{*}+\left(p-2 \eta_{1} D_{22}[\mathbf{u}]\right) \bar{u}_{2}^{*}  \tag{6.11}\\
& +\left(\bar{q}^{*}-2 \eta_{2} D_{22}\left[\overline{\mathbf{v}}^{*}\right]\right) v_{2}+\left(-\bar{p}^{*}+2 \eta_{1} D_{22}\left[\overline{\mathbf{u}}^{*}\right]\right) u_{2} \\
& +2 \eta_{2} \overline{\bar{v}}_{1}^{*} D_{12}[\mathbf{v}]-2 \eta_{1} \bar{u}_{1}^{*} D_{12}[\mathbf{u}] \\
& \left.+2 \eta_{1} u_{1} D_{12}\left[\overline{\mathbf{u}}^{*}\right]-2 \eta_{2} v_{1} D_{12}\left[\overline{\mathbf{v}}^{*}\right]\right\} d x .
\end{align*}
$$

We use (6.6) to reduce the first line of (6.11), (6.4) for the second line and (6.5) for the third line. Thus we find

$$
\begin{align*}
0=\int_{0}^{L}\{ & \left(-q+2 \eta_{2} D_{22}[\mathbf{v}]\right)\left(\bar{v}_{2}^{*}-\bar{u}_{2}^{*}\right)-T \delta^{\prime \prime} \bar{u}_{2}^{*}  \tag{6.12}\\
& +u_{2}\left(\bar{q}^{*}-2 \eta_{2} D_{22}\left[\overline{\mathbf{v}}^{*}\right]-\bar{p}^{*}+2 \eta_{1} D_{22}\left[\overline{\mathbf{u}}^{*}\right]\right) \\
& +\left(\bar{v}_{1}^{*}-\bar{u}_{1}^{*}\right) 2 \eta_{1} D_{12}[\mathbf{u}] \\
& \left.+\left(u_{1}-v_{1}\right) \cdot 2 \eta_{1} D_{12}\left[\overline{\mathbf{u}}^{*}\right]+v_{1}\left(2 \eta_{1} D_{12}\left[\overline{\mathbf{u}}^{*}\right]-2 \eta_{2} D_{12}\left[\overline{\mathbf{v}}^{*}\right]\right)\right\} d x
\end{align*}
$$

We next write

$$
\int_{0}^{L} \delta^{\prime \prime} \bar{u}_{2}^{*} d x=\int_{0}^{L} \delta \bar{u}_{2}^{* \prime \prime} d x
$$

and set $\delta=k\left(u_{1}-v_{1}\right), u_{2}=\left(\lambda+\hat{u}\left(h_{0}\right) \partial / \partial x\right) k\left(u_{1}-v_{1}\right)$.
This leads to

$$
\begin{aligned}
& 0=\int_{0}^{L}\left\{\left(-q+2 \eta_{2} D_{22}[\mathbf{v}]\right)\left(\bar{v}_{2}^{*}-\bar{u}_{2}^{*}\right)\right. \\
& +\left(u_{1}-v_{1}\right)\left\langle-T k \bar{u}_{2}^{* \prime \prime}+\left(\lambda-\hat{u}\left(h_{0}\right) \frac{\partial}{\partial x}\right) k\left(\bar{q}^{*}-2 \eta_{2} D_{22}\left[\overline{\mathbf{v}}^{*}\right]\right.\right. \\
& \left.\left.-\bar{p}^{*}+2 \eta_{1} D_{22}\left[\overline{\mathbf{u}}^{*}\right]\right)+2 \eta_{1} D_{12}\left[\overline{\mathbf{u}}^{*}\right]\right\rangle \\
& \left.+\left(\bar{v}_{1}^{*}-\bar{u}_{1}^{*}\right) \cdot 2 \eta_{1} D_{12}[\mathbf{u}]+v_{1}\left(2 \eta_{1} D_{12}\left[\overline{\mathbf{u}}^{*}\right]-2 \eta_{2} D_{12}\left[\overline{\mathbf{v}}^{*}\right]\right)\right\} d x .
\end{aligned}
$$

This yields the following four conditions on $y=h_{0}$ :

$$
\begin{align*}
& 2 \eta_{1} D_{12}\left[\overline{\mathbf{u}}^{*}\right]=2 \eta_{2} D_{12}\left[\overline{\mathbf{v}}^{*}\right],  \tag{6.13}\\
& \bar{u}_{1}^{*}=\bar{v}_{1}^{*},  \tag{6.14}\\
& \bar{u}_{2}^{*}=\bar{v}_{2}^{*},  \tag{6.15}\\
&-T k \bar{u}_{2}^{* \prime \prime}+\left(\lambda-\hat{u}\left(h_{0}\right) \frac{\partial}{\partial x}\right) k\left(\bar{q}^{*}-2 \eta_{2} D_{22}\left[\overline{\mathbf{v}}^{*}\right]\right.  \tag{6.16}\\
&\left.-\bar{p}^{*}+2 \eta_{1} D_{22}\left[\overline{\mathbf{u}}^{*}\right]\right)+2 \eta_{1} D_{12}\left[\overline{\mathbf{u}}^{*}\right]=0 .
\end{align*}
$$

Thus the adjoint problem is given by the differential equations (6.9), (6.10), the Dirichlet conditions $\overline{\mathbf{u}}^{*}=0, \overline{\mathbf{v}}^{*}=0$ on the walls and conditions (6.13)-(6.16) on the interface.

It is easy to establish a necessary and sufficient condition for the solvability of the inhomogeneous problem corresponding to (6.1)-(6.7). Suppose that the zeros on the right of the first equation in (6.1) and (6.2) and on the right of (6.4)-(6.7) are replaced by

$$
\begin{equation*}
\mathbf{g}_{1}(x, y), \quad \mathbf{g}_{2}(x, y), \quad g_{3}(x), \quad g_{4}(x), \quad g_{5}(x), \quad g_{6}(x) \tag{6.17}
\end{equation*}
$$

respectively. This inhomogeneous problem is solvable if and only if the data (6.17) are orthogonal to the kernel of the adjoint, that is, when (6.17) is such that

$$
\begin{align*}
\int_{\Omega_{1}} \mathbf{g}_{1} \cdot \overline{\mathbf{u}}^{*} d x d y & +\int_{\Omega_{2}} \mathbf{g}_{2} \cdot \overline{\mathbf{v}}^{*} d x d y  \tag{6.18}\\
=\int_{0}^{L}\{ & g_{3}\left(\bar{q}^{*}-2 \eta_{2} D_{22}\left[\overline{\mathbf{v}}^{*}\right]\right)+g_{4} \bar{u}_{1}^{*}+g_{5} \bar{u}_{2}^{*} \\
& \left.+g_{6}\left(\bar{q}^{*}-2 \eta_{2} D_{22}\left[\overline{\mathbf{v}}^{*}\right]-\bar{p}^{*}+2 \eta_{1} D_{22}\left[\overline{\mathbf{u}}^{*}\right]\right)\right\} d x .
\end{align*}
$$

We are interested in the neighborhood of a critical point, where a loss of stability occurs. There is a critical plate velocity $V_{0}=\hat{V}_{0}$ such that the real part of $\lambda$ vanishes, and $\lambda=i \omega_{0}$. We put

$$
V_{0}=\hat{V}_{0}(1+R),
$$

so criticality is when $R=0$. We get Hopf bifurcation when the loss of stability is strict

$$
\left.\operatorname{Re} \frac{\partial \lambda}{\partial R}\right|_{R=0} \neq 0
$$

Let

$$
\zeta_{0}= \begin{cases}\mathbf{u} & \text { in } \Omega_{1}\left(y<h_{0}\right) \\ \mathbf{v} & \text { in } \Omega_{2}\left(y>h_{0}\right)\end{cases}
$$

be a right eigenvector satisfying (6.1)-(6.7) at criticality. Then $\bar{\zeta}_{0}$ is the right eigenvector belonging to $-i \omega_{0} . \bar{\zeta}_{0}^{*}$ and $\zeta_{0}^{*}$ are the left eigenvectors belonging to $i \omega_{0}$ and $-i \omega_{0}$.
7. Domain perturbations and Hopf bifurcation. We have already demonstrated that Couette flow can bifurcate into a time-periodic solution in which we have travelling interfacial waves. To compute this solution we would, following Lindstedt, map the solution into a fixed frequency domain ( $2 \pi$ periodic in $s$ )

$$
\omega d t=d s
$$

and replace

$$
\begin{equation*}
(\dot{\mathbf{u}}, \dot{\mathbf{v}}, \dot{\delta}) \quad \text { with } \omega\left(\frac{\partial \mathbf{u}}{\partial s}, \frac{\partial \mathbf{v}}{\partial s}, \frac{\partial \boldsymbol{\delta}}{\partial s}\right) \tag{7.1}
\end{equation*}
$$

in (5.3), (5.4) and (5.10). We then map our problem into a fixed spatial domain, using a one-to-one linear mapping, which takes boundary points into boundary points

$$
y=\left(h(x, t)-h_{0}\right) \frac{y_{0}-1}{h_{0}-1}+y_{0}\left\{\begin{array}{l}
h \leqq y \leqq 1,  \tag{7.2}\\
h_{0} \leqq y_{0} \leqq 1,
\end{array}\right.
$$

and

$$
y=\left(1+\frac{h(x, t)-h_{0}}{h_{0}}\right) y_{0}\left\{\begin{array}{l}
0 \leqq y \leqq h(x, t)  \tag{7.2}\\
0 \leqq y_{0} \leqq h_{0}
\end{array}\right.
$$

We then change variables, putting $x=x_{0}$ and $y=\tilde{y}\left(x_{0}, y_{0}\right)$, where $\tilde{y}$ is defined by (7.2) in (5.3)-(5.10). The form of these equations changes under the change of variables. However, following ideas introduced by Joseph [18], [19] we find many simplifications. We shall now explain these simplifications.

First we introduce an amplitude parameter which is conveniently set as a projection

$$
\varepsilon=\left[\mathbf{u}, \mathbf{z}^{*}\right]
$$

where

$$
[\mathbf{a}, \mathbf{b}] \stackrel{\text { def }}{=} \frac{1}{2 \pi} \int_{0}^{2 \pi}\langle\mathbf{a}, \mathbf{b}\rangle d s
$$

and $\langle\mathbf{a}, \mathbf{b}\rangle$ are integrals over both regions of the type displayed in (6.8). We are working in the frame of Iooss-Joseph [17, §VIII. 3] and

$$
\begin{equation*}
\mathbf{z}^{*}=e^{i s \zeta_{0}^{*}} \tag{7.3}
\end{equation*}
$$

where $\zeta_{0}^{*}$ is the left eigenvector at criticality which was introduced at the end of the last section.

The bifurcating solution may be computed in a series of powers of $\varepsilon$. Thus

$$
\begin{align*}
& \omega(\varepsilon)=\omega_{0}+\frac{\varepsilon^{2}}{2} \omega_{2}+\frac{\varepsilon^{4}}{4!} \omega_{4}+\cdots  \tag{7.4}\\
& V_{0}(\varepsilon)=\hat{V}_{0}\left(1+\frac{\varepsilon^{2}}{2} \hat{V}_{2}+\frac{\varepsilon^{4}}{4!} \hat{V}_{4}+\cdots\right) \tag{7.5}
\end{align*}
$$

It follows from the classical theory of Hopf bifurcation that $\omega$ and $V_{0}$ are even functions of $\varepsilon$. We have assumed this in writing (7.4) and (7.5). Moreover,

$$
\left.\begin{array}{c}
\mathbf{u}(x, y, s, \varepsilon)  \tag{7.6}\\
\mathbf{v}(x, y, s, \varepsilon) \\
p(x, y, s, \varepsilon) \\
q(x, y, s, \varepsilon)
\end{array}\right\}=\sum_{l=0}^{\infty} \frac{\varepsilon^{l+1}}{(l+1)!} \quad \begin{aligned}
& \mathbf{u}^{[l]}\left(x_{0}, y_{0}, s\right) \\
& \mathbf{v}^{[l]}\left(x_{0}, y_{0}, s\right) \\
& p^{[l]}\left(x_{0}, y_{0}, s\right) \\
& q^{[l]}(x, y, s) .
\end{aligned}
$$

The functions of $x$ and $y$ are defined in deformed domains with a wavy interface $h(x, s, \varepsilon)-h_{0}=\delta(x, s, \varepsilon)$. The functions of $x_{0}$ and $y_{0}$ were defined in the reference domain with a flat interface at $y_{0}=h$. The perturbation of the interface $\delta(x, s, \varepsilon)$ can be eliminated from (5.8); that is,

$$
\delta(x, s, \varepsilon)=k\left(u_{1}-v_{1}\right)(x, s, \varepsilon)
$$

is an identity for all $x, s, \varepsilon$. The square brackets on the left of (7.6) indicate differentiation following the mapping evaluated at $\varepsilon=0$. For example,

$$
\begin{align*}
\mathbf{u}^{[n]}\left(x_{0}, y_{0}, s\right) & =\left.\frac{d^{n}}{d \varepsilon^{n}}\right|_{\varepsilon=0} u(x, y, s, \varepsilon)  \tag{7.7}\\
& =\frac{\partial^{n}}{\partial \varepsilon^{n}} u\left(x_{0}, y\left(x_{0}, y_{0}, s, \varepsilon\right), s, \varepsilon\right) .
\end{align*}
$$

There is a simple differential calculus for domain perturbations. The partial derivatives, holding $x_{0}, y_{0}$ fixed, at $\varepsilon=0$ are also important. For these

$$
\begin{equation*}
\mathbf{u}^{\langle n\rangle}\left(x_{0}, y_{0}, s, \varepsilon\right)=\left[\frac{\partial^{n}}{\partial \varepsilon^{n}} u\left(x_{0}, y_{0}, s, \varepsilon\right)\right]_{\varepsilon=0} . \tag{7.8}
\end{equation*}
$$

The two types of derivatives are related by the chain rule

$$
\begin{align*}
& \mathbf{u}^{[1]}=\mathbf{u}^{\langle 1\rangle}+y^{\langle 1\rangle} \frac{\partial \mathbf{u}^{\langle 0\rangle}}{\partial y}, \\
& \mathbf{u}^{[2]}=\mathbf{u}^{[2]}+2 y^{\langle 1\rangle} \frac{\partial \mathbf{u}^{\langle 1\rangle}}{\partial y}+\left(y^{\langle 1\rangle}\right)^{2} \frac{\partial^{2} \mathbf{u}^{\langle 0\rangle}}{\partial y^{2}}+y^{\langle 2\rangle} \frac{\partial \mathbf{u}^{\langle 0\rangle}}{\partial y},  \tag{7.9}\\
& \mathbf{u}^{[n]}\left(x_{0}, y_{0}, s\right)=\mathbf{u}^{\langle n\rangle}\left(x_{0}, y_{0}, s\right)+\text { lower order terms },
\end{align*}
$$

where

$$
y^{\langle n\rangle}\left(x_{0}, y_{0}, s\right)= \begin{cases}\delta^{\langle n\rangle}\left(x_{0}, s\right) \frac{y_{0}-1}{h_{0}-1}, & h_{0} \leqq y_{0} \leqq 1  \tag{7.10}\\ \delta^{\langle n\rangle}\left(x_{0}, s\right) \frac{y_{0}}{h_{0}}, & 0 \leqq y_{0} \leqq h_{0}\end{cases}
$$

On the free surface $y_{0}=h_{0}$ of the reference domain, we have

$$
\begin{equation*}
y^{\langle n\rangle}\left(x_{0}, h_{0}, s\right)=\delta^{\langle n\rangle}\left(x_{0}, s\right) . \tag{7.11}
\end{equation*}
$$

The equations governing the coefficients in (7.6) are very complicated because the differential operators with derivatives with respect to $x$ and $y$ in the field equations must be reexpressed by derivatives with respect to $x_{0}, y_{0}$ under the change of variables $x, y \rightarrow x_{0}, y_{0}$. Since this mapping is invertible we can continue (7.6) as

$$
\left.\begin{array}{l}
\mathbf{u}(x, y, s, \varepsilon)  \tag{7.12}\\
\mathbf{v}(x, y, s, \varepsilon) \\
\text { etc. }
\end{array}\right\}=\sum_{l=0}^{\infty} \frac{\varepsilon^{l+1}}{(l+1)!} \quad \begin{aligned}
& \mathbf{u}^{[l]}\left(x, y_{0}(x, y, s, \varepsilon), s\right) \\
& \mathbf{v}^{[l]}\left(x, y_{0}(x, y, s, \varepsilon), s\right) \\
& \text { etc. }
\end{aligned}
$$

Fortunately it is never necessary to solve the complicated equations which govern the derivatives [ $l$ ] on the right of (7.6). In fact we need only to do much simpler calculations for the partial derivatives $\langle l\rangle$. When the partial derivatives $\langle l\rangle$ are known the total derivatives [ $l$ ] may be computed by the chain rule (7.9). The point of simplicity of partial derivatives is that they do not perturb the operators which are defined on region $\Omega_{1}$ and $\Omega_{2}$, below and above the free surfaces, see [18] and [19]. For example,

$$
\begin{equation*}
\operatorname{div} \mathbf{u}^{\langle n\rangle}\left(x_{0}, y_{0}, s\right)=\frac{\partial u_{1}^{\langle n\rangle}}{\partial x_{0}}+\frac{\partial u_{2}^{\langle n\rangle}}{\partial y_{0}}=0, \tag{7.13}
\end{equation*}
$$

whereas

$$
\operatorname{div} \mathbf{u}^{[n]}\left(x_{0}, y_{0}, s\right) \neq 0
$$

The same type of simplification holds for the perturbation equations which arise from (7.1), (5.3) and (5.4). For example,

$$
\begin{align*}
\rho\left[\omega_{0} \frac{\partial \mathbf{u}^{\langle 2\rangle}}{\partial s}+\right. & \hat{u}_{1} \frac{\partial \mathbf{u}^{\langle 2\rangle}}{\partial x}+\mathbf{e}_{x} u_{2}^{\langle 2\rangle} \hat{u}_{1}^{\prime}+\hat{u}_{1}^{\langle 2\rangle} \frac{\partial \mathbf{u}^{\langle 0\rangle}}{\partial x}  \tag{7.14}\\
& \left.+\mathbf{e}_{x} u_{2}^{\langle 0\rangle} \hat{u}_{1}^{\langle 2\rangle}+\mathbf{u}^{\langle 1\rangle} \cdot \nabla \mathbf{u}^{\langle 1\rangle}+\omega_{2} \frac{\partial \mathbf{u}^{\langle 0\rangle}}{\partial s}\right]=\eta_{1} \Delta \mathbf{u}^{\langle 2\rangle}-\nabla p^{\langle 2\rangle} .
\end{align*}
$$

The unknowns here are $\mathbf{u}^{\langle 2\rangle}, p^{\langle 2\rangle}, \omega_{2}$ and $\hat{V}_{2}$.
It is not possible to avoid the total derivatives [ $l$ ] in (5.6)-(5.10) because these are defined on a manifold, the interface, and not in a region. The interface conditions are of the form

$$
\begin{equation*}
g(x, y=h(x, s, \varepsilon), s, \varepsilon)=0 \tag{7.15}
\end{equation*}
$$

and the perturbation of $y=h$ with $\varepsilon$ cannot be avoided. In fact the interface conditions are identities on the interface so that tangential derivatives on them vanish (see [19]).

The following is a recipe for perturbations of the domain in bifurcation problems. First, we introduce the frequency $\omega(\varepsilon)$ into (5.3), (5.4) and (5.10) using (7.1). We then insert the series (7.4), (7.5) and the series

$$
\left.\begin{array}{l}
\mathbf{u}\left(x_{0}, y_{0}, s, \varepsilon\right)  \tag{7.16}\\
\mathbf{v}\left(x_{0}, y_{0}, s, \varepsilon\right) \\
p\left(x_{0}, y_{0}, s, \boldsymbol{\varepsilon}\right) \\
q\left(x_{0}, y_{0}, s, \varepsilon\right) \\
\delta\left(x_{0}, s, \varepsilon\right)
\end{array}\right\}=\sum_{l=0} \frac{\boldsymbol{\varepsilon}^{l+1}}{(l+1)!} \quad \begin{aligned}
& \mathbf{u}^{\langle l\rangle}\left(x_{0}, y_{0}, s\right), \\
& \mathbf{v}^{\langle l\rangle}\left(x_{0}, y_{0}, s\right), \\
& p^{\langle l\rangle}\left(x_{0}, y_{0}, s\right), \\
& \begin{array}{l}
q^{\langle l\rangle}\left(x_{0}, y_{0}, s\right), \\
\delta^{\langle l\rangle}\left(x_{0}, s\right)
\end{array}
\end{aligned}
$$

into $\operatorname{div} \mathbf{u}=\operatorname{div} \mathbf{v}=0$, (5.3), (5.4) and (5.5) and identify the perturbation equations. These equations hold in the reference domain. To get the equations which govern the interface conditions (5.6)-(5.10) we insert the series (7.6) and identify. Then we express the derivatives [ $l$ ] with partial derivatives $\langle l\rangle$, using the chain rule. The perturbation equations arising from interface conditions are thus defined on the flat interface $y=h_{0}$.

The series on the right of (7.16) may be expressed on the deformed domain by inverting the mapping, as in (7.12). In fact, the series on the right of (7.16) is equal to the series on the right of (7.6), though the partial sums of these two series are not equal (see equations of [18]).
8. Solvability of the perturbation equations. We must solve perturbation problems of the following form:
(i) All functions of $s$ are $2 \pi$ periodic in $s$.
(ii) All functions of $x=x_{0}$ are $L$ periodic in $x_{0}$.
(iii) In the region $0 \leqq y_{0} \leqq h_{0}$,

$$
\begin{align*}
& \frac{\partial u_{1}^{\langle n\rangle}}{\partial x_{0}}+\frac{\partial u_{2}^{\langle n\rangle}}{\partial y_{0}}=0,  \tag{8.1}\\
& \rho\left[\omega_{0} \frac{\partial u_{1}^{\langle n\rangle}}{\partial s}+\hat{u} \frac{\partial \mathbf{u}^{\langle n\rangle}}{\partial x_{0}}+\mathbf{e}_{x} u_{2}^{\langle n\rangle} \hat{u}^{\prime}\right]-\eta_{1} \Delta \mathbf{u}^{\langle n\rangle}+\nabla p^{\langle n\rangle}=\theta_{1}\left(\omega_{n}, \hat{V}_{n}, x_{0}, s\right) .
\end{align*}
$$

(iv) In the region $h_{0} \leqq y_{0} \leqq 1$ we have the same equations with $\mathbf{v}^{\langle n\rangle}\left(x_{0}, y_{0}, s\right)$, $\hat{v}\left(y_{0}\right), q^{\langle n\rangle}$ and $\boldsymbol{\theta}_{2}$ replacing $\mathbf{u}^{\langle n\rangle}, \hat{u}, p^{\langle n\rangle}$ and $\boldsymbol{\theta}_{1}$.
(v) $u^{\langle n\rangle}=0$ at $y_{0}=0, v^{\langle n\rangle}=0$ at $y_{0}=1$.
(vi) On the interface $y=h_{0}+\delta$, we have by (5.8)

$$
\begin{equation*}
\delta=k\left[\left[u_{1}\right]\right],\left[\left[u_{1}\right]\right] \stackrel{\operatorname{def}}{=} u_{1}-v_{1} . \tag{8.3}
\end{equation*}
$$

We have eliminated $\delta$ from the interface equations (5.6), (5.7) and (5.10) with (8.3). Of course

$$
\delta^{\langle n\rangle}=k\left[\left[u_{1}^{\langle n\rangle}\right]\right] \quad \text { on } y_{0}=h_{0} .
$$

(vii) The four interface conditions on $y_{0}=h_{0}$ are of the form

$$
\begin{aligned}
& u_{2}^{\langle n\rangle}-v_{2}^{\langle n\rangle}=\theta_{3}\left(\hat{V}_{n}, x_{0}, s\right), \\
& \eta_{1} D_{12}\left[\mathbf{u}^{\langle n\rangle}\right]-\eta_{2} D_{12}\left[\mathbf{v}^{\langle n\rangle}\right]=\theta_{4}\left(\hat{V}_{n}, x_{0}, s\right), \\
& -p^{\langle n\rangle}+2 \eta_{1} D_{22}\left[\mathbf{u}^{\langle n\rangle}\right]+q^{\langle n\rangle}-2 \eta_{2} D_{22}\left[\mathbf{v}^{\langle n\rangle}\right]-k T \frac{\partial^{2}}{\partial x_{0}^{2}}\left[\left[u_{1}^{\langle n\rangle}\right]\right]=\theta_{5}\left(\hat{V}_{n}, x_{0}, s\right), \\
& k\left(\omega_{0} \frac{\partial}{\partial s}+\hat{u}_{1}\left(k_{0}\right) \frac{\partial}{\partial x_{0}}\right)\left[\left[u_{1}^{\langle n\rangle}\right]\right]-u_{2}^{\langle n\rangle}=\theta_{6}\left(\omega_{n}, \hat{V}_{n}, x_{0}, s\right) .
\end{aligned}
$$

The inhomogeneous terms $\theta$ are linear in the unknown parameters $\omega_{n}$ and $\hat{V}_{n}$ and are otherwise known from computations at orders $l<n$.

These inhomogeneous problems can be solved uniquely in the space orthogonal to the null space of the adjoint operator introduced at the begining of $\S 6$. This null space is two-dimensional and is spanned by

$$
\mathbf{z}^{*} \text { and } \overline{\mathbf{z}}^{*}
$$

defined by (7.3) and explained in Iooss and Joseph [17, §VIII.3]. There are therefore two solvability conditions to be used in the determination of the parameters $\omega_{n}$ and $\hat{V}_{n}$.

## REFERENCES

[1] S. Agmon, A. Douglis and L. Nirenberg, Estimates near the boundary for solutions of elliptic partial differential equations satisfying general boundary conditions, Comm. Pure Appl. Math., 12 (1959), pp. 623-727 and 17 (1964), pp. 35-92.
[2] J. T. Beale, Large time regularity of viscous surface waves, Arch. Rational Mech. Anal., 84 (1984), pp. 307-352.
[3] , The initial value problem for the Navier-Stokes equations with a free surface, Comm. Pure Appl. Math., 34 (1980), pp. 359-392.
[4] M. G. Crandall and P. H. Rabinowitz, The Hopf bifurcation theorem in infinite dimensions, Arch. Rational Mech. Anal., 67 (1978), pp. 53-72.
[5] C. E. Hickox, Instability due to viscosity and density stratification in axisymmetric pipe flow, Phys. Fluids, 14 (1971), pp. 251-262.
[6] A. P. Hooper and W. G. C. Boyd, Shear-flow instability at the interface between two viscous fluids, J. Fluid Mech., 128 (1983), pp. 507-528.
[7] E. Hopf, Abzweigung einer periodischen Lösung eines Differentialsystems, Ber. Sächs. Akad. Wiss., Math.-nat. K1., 94 (1942), pp. 1-22.
[8] G. Iooss, Existence et stabilité de la solution périodique secondaire intervenant dans les problèmes d'évolution du type Navier-Stokes, Arch. Rational Mech. Anal., 47 (1972), pp. 301-329.
[9] V. I. Iudovich, The onset of auto-oscillations in a fluid, J. Appl. Math. Mech., 35 (1971), pp. 587-603.
[10] D. D. Joseph and D. H. Sattinger, Bifurcating time periodic solutions and their stability, Arch. Rational Mech. Anal., 45 (1972), pp. 75-109.
[11] D. D. Joseph, M. Renardy and Y. Renardy, Instability of the flow of two immiscible liquids with different viscosities in a pipe, J. Fluid Mech., 141 (1984), pp. 309-317.
[12] T. Kato, Perturbation Theory for Linear Operators, 2nd ed., Springer, Berlin, 1976.
[13] Y. Renardy and D. D. Joseph, Two-fluid Couette flow between concentric cylinders, J. Fluid Mech., 150 (1985), pp. 381-394.
[14] D. H. Sattinger, Bifurcation of time periodic solutions of the Navier-Stokes equations, Arch. Rational Mech. Anal., 41 (1971), pp. 66-80.
[15] R. Temam, Navier-Stokes Equations, North-Holland, Amsterdam, 1979.
[16] C. S. Yıh, Instability due to viscosity stratification, J. Fluid Mech., 27 (1967), pp. 337-352.
[17] G. Iooss and D. D. Joseph, Elementary Stability and Bifurcation Theory, Springer, Berlin, 1980.
[18] D. D. Joseph, Domain perturbations. The higher order theory of infinitesimal water waves, Arch. Rational Mech. Anal., 51 (1973), pp. 295-303.
[19] $\qquad$ , Free surface problems in rheological fluid mechanics, Rheol. Acta, 16 (1977), pp. 169-189.

# GLOBAL HOPF BIFURCATION FOR VOLTERRA INTEGRAL EQUATIONS* 
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#### Abstract

This paper investigates global bifurcation of time periodic orbits for autonomous systems of integral equations of convolution type depending on a real parameter $\lambda$. An easy criterion for global bifurcation is derived: if - for simplicity-there exists only one stationary, nondegenerate solution for all $\lambda$, then it is sufficient that the linear unstable dimensions for $\lambda$ near $-\infty$ resp. $+\infty$ differ from each other.

The theorem requires the integral kernels to be integrable with some exponential weight. The proof then relies on approximation by ordinary differential equations.

Applications are given to oscillations in a model for epidemics, and to a model for circular neural nets.
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Introduction. Periodic oscillations are a quite common feature of many models in mathematical biology which take the form of integral equation systems

$$
\begin{equation*}
x(t)=\int_{0}^{\infty} a_{\lambda}(s) f_{\lambda}(x(t-s)) d s, \quad x \in \mathbb{R}^{m}, \quad \lambda \in I=[\alpha, \beta] \tag{0.1}
\end{equation*}
$$

see e.g. [10], [11], [16], [22], [33], or of integro-differential systems

$$
\begin{equation*}
x^{\prime}(t)=\int_{0}^{\infty} a_{\lambda}(s) f_{\lambda}(x(t-s)) d s \tag{0.2}
\end{equation*}
$$

see e.g. [4], [8], [9], [22], [23], [26], [30], [31], [34]. A frequent approach to detect such oscillations is local Hopf bifurcation theory with respect to a parameter $\lambda$ : the stationary (i.e. $t$-independent) solutions $x$ are computed first and various conditions on the linearized equation for some $\lambda=\lambda_{0}$ yield small amplitude periodic solutions. Such theorems are available at a considerable level of generality and technical perfection [5], [8], [12], [16], [20], [21], [26], [32]. However, there are two main drawbacks to this approach:

- the assumptions on the linearization are difficult to check, restricting applicability to very special kernels, and
- conclusions are obtained only in a small neighborhood of the bifurcation point.

Taking a global point of view we attack both problems simultaneously, concentrating on integral equation (0.1). We define a global Hopf index $H$ (see Definition 1.6) which requires only some information on the linearizations at $\lambda=\alpha$ and $\lambda=\beta$. Our Main Theorem 3.1 states: if

$$
\begin{equation*}
H \neq 0 \tag{0.3}
\end{equation*}
$$

[^78]then there is a global continuum $Z$ of pairs $(\lambda, x)$ with $x$ a periodic solution of (0.1). Here "global" means that

- $Z$ is unbounded, or
- the virtual periods of the nonstationary periodic solutions on $Z$ are unbounded, or
- $Z$ contains $(\lambda, x)$ with $x$ nonstationary periodic, $\lambda=\alpha$ or $\lambda=\beta$.

We call $q$ a virtual period of $x$, if $q$ is the minimal period of a pair $(x, y)$ where $y$ solves the linearized equation

$$
\begin{equation*}
y(t)=\int_{0}^{\infty} a_{\lambda}(s) f_{\lambda}^{\prime}(x(t-s)) y(t-s) d s \tag{0.1}
\end{equation*}
$$

see Definition 2.1. Note that $x$ may have several virtual periods, but at least the minimal period of $x$ is always a virtual period. Unlike the set of all periods, the set of all virtual periods of $x$ is bounded (Lemma 2.3).

We briefly outline the proof to clarify the role of virtual periods. Our starting point is a corresponding theorem for ordinary differential equations. This theorem relies heavily on ideas of Alligood, Chow, Mallet-Paret and Yorke [2], [3], [7], [27], who also introduced a notion of virtual period. A global theorem involving the Hopf index $H$ was proved by the author [15] in an analytic semigroup setting using generic approximations-a method where virtual periods seem both natural and indispensable. To extend our theory to integral equations we avoid flow concepts like [12], [18] because we were unable to develop a generic theory for equations of the form (0.1). Rather, in $\S 1$ we approximate the kernel $a_{\lambda}(s)$ by exponential sums. For exponential sum kernels ( 0.1 ) reduces to an ordinary differential equation and [15] applies. Limits of periodic solutions yield periodic solutions of (0.1). In §2 we establish the crucial fact that limits of virtual periods are again virtual periods. If we replace "virtual" by "minimal", this is no longer true. In $\S 3$ we piece everything together and comment on our result.

Of course, there are also some drawbacks to our theorem. In applications, it seems to be difficult to obtain upper bounds on (minimal) periods, in general. Actually this difficulty goes back to the original paper by Alexander and Yorke [0] who started global Hopf bifurcation for ODEs. The problem persists in more recent work [6], [24], [25] and is only slightly diminished in our approach: there is an example of a bifurcation which is global in the sense of [0] but not in ours, see [1]. At present there is one other method to avoid this difficulty, using Poincaré return maps of cones and some fixed point theory, see [4], [19], [20], [30], [31], [34] for example. This method requires detailed information on the nonlinear flow; it works for scalar equations and a very few special systems. Another serious drawback, which we hope to overcome soon, is the following: we cannot allow for stationary bifurcations, because we exclude characteristic value zero of the linearization.

There are many applications of our theorem. For $\S 4$, we selected just two to demonstrate the necessary adaptations of our theory and the comparative ease in computing the global Hopf index $H$. We can also treat integro-differential systems ( 0.2 ), but only for kernels which are $L^{1}$ with respect to an exponential weight. At present our results do not include delay equations, or the claims of [6].

1. Approximation by ordinary differential equations. In this section we analyze approximations of the integral equation (IE)

$$
\begin{equation*}
x(t)=\int_{0}^{\infty} a_{\lambda}(s) f_{\lambda}(x(t-s)) d s=:\left(a_{\lambda} * f_{\lambda}(x)\right)(t), \quad \lambda \in I=[\alpha, \beta] \tag{1.1}
\end{equation*}
$$

by ordinary differential equations in $\mathbb{R}^{n}$

$$
\begin{equation*}
\dot{y}=g_{\lambda}^{n}(y) \tag{1.2}
\end{equation*}
$$

letting the dimension $n$ tend to infinity. In particular we relate eigenvalues of the linearization of the $\operatorname{ODE}(1.2)_{n}$ to the characteristic roots of the linearization of IE (1.1). As a consequence we can define a Hopf index $H(a, f)$ of (1.1) as the limit

$$
H(a, f):=\lim _{n \rightarrow \infty} H\left(g^{(n)}\right)
$$

of the Hopf indices $H\left(g^{(n)}\right)$ of equations (1.2) $)_{n}$. Along our way, we develop the technical frame and state a compactness result for later reference.

We fix some notation. For kernels $a_{\lambda}, b \in L^{1}\left(\mathbb{R}^{+}, M(m, \mathbb{R})\right), a_{\lambda}$ depending continuously on $\lambda$, and for $\gamma \geqq 0, I=[\alpha, \beta]$ a compact interval, $\alpha<\beta$, we define

$$
|b|_{\gamma}:=\int_{0}^{\infty}|b(s)| \exp (\gamma s) d s, \quad\|a\|_{\gamma}:=\sup _{\lambda \in I}\left|a_{\lambda}\right|_{\gamma}
$$

as weighted norms with corresponding spaces

$$
\begin{aligned}
& L_{\gamma}^{1}:=\left\{\left.b \in L^{1}\left(\mathbb{R}^{+}, M(m, \mathbb{R})\right)| | b\right|_{\gamma}<\infty\right\} \\
& A_{\gamma}(I):=\left\{a: I \times \mathbb{R}^{+} \rightarrow M(m, \mathbb{R}) \mid\|a\|_{\gamma}<\infty\right\}
\end{aligned}
$$

We assume that

$$
\begin{align*}
& a \in A_{\gamma}(\mathbb{R}) \text { with some } \gamma>0 \text { and } \\
& f \in F:=C^{0}\left(I, B C^{1}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)\right) \text {, i.e., }  \tag{1.3}\\
& f_{\lambda} \in B C^{1}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right) \text { depends continuously on } \lambda \in I .
\end{align*}
$$

Here $C^{k}\left(B C^{k}\right)$ denotes the space of functions with (uniformly bounded) continuous derivatives up to order $k$, endowed with the standard sup-norm. By $C_{0}$, we will denote continuous functions with compact support. As a solution space of equation (1.1) we consider

$$
x \in X:=B C^{0}\left(\mathbb{R}, \mathbb{R}^{m}\right)
$$

We call $x \in X$ periodic if $x(t+p)=x(t)$ for some $p>0$ and all real $t$, including stationary solutions which admit any real $p$ as a period. By assumption (1.3), all periodic solutions of (1.1) are in $X$. It is not necessary to introduce a phase space of past histories for IE (1.1) if we concentrate on periodic solutions only. Thus, we avoid the technicalities of defining semiflows for (1.1) but we also lose concepts like Poincaré-maps and Floquet-multipliers.

Let us state compactness. Using [28] we know the following.
Lemma 1.1. Let $y_{n} \in X$ of period $p_{n}$ satisfy the (not necessarily autonomous) equation

$$
\begin{equation*}
y_{n}(t)=b^{n} * g^{n}\left(\cdot, y_{n}\right)(t):=\int_{0}^{\infty} b^{n}(s) g^{n}\left(t-s, y_{n}(t-s)\right) d s \tag{1.4}
\end{equation*}
$$

and assume
(i) $b^{n}$ converges to $b$ in $L^{1}$;
(ii) $g^{n}$ converges to $g$ in $B C^{0}\left(\mathbb{R} \times \mathbb{R}^{m}, \mathbb{R}^{m}\right)$ and $g^{n}(\cdot, y)$ are periodic with periods independent of $y$ and uniformly bounded with respect to $n$;
(iii) $p_{n}$ converges to $p_{\infty}<\infty$.

Then $\left(y_{n}\right)$ has a subsequence converging in $X$ to $y$ with period $p_{\infty}$ and $y$ satisfies the limiting equation

$$
\begin{equation*}
y=b * g(\cdot, y) \tag{1.4}
\end{equation*}
$$

We turn to approximation of kernels by exponential sums. Let $e_{j}$ be the exponential $e_{j}(s):=\exp (-j s)$, and $P_{\gamma}(I) \subset A_{\gamma}(I)$ be the subset of finite sums of functions

$$
(\lambda, s) \rightarrow p_{j}(\lambda) e_{\gamma+j}(s)
$$

with $p_{j} \in C^{0}(I, M(m, \mathbb{R})), j \in \mathbb{N}$.
Lemma 1.2. $P_{\gamma}(I)$ is dense in $A_{\gamma}(I)$.
Proof. Because multiplication by $e_{\gamma}$ is an isomorphism from $L^{1}$ to $L_{\gamma}^{1}$, we prove only the case $\gamma=0$. Further we may restrict our attention to $m=1 . I$ is compact and we allow for continuous $p_{j}(\lambda)$, hence, fixing $\lambda$, we only have to prove: for any $b \in L^{1}\left(\mathbb{R}^{+}, \mathbb{R}\right)$ and for any $\varepsilon>0$ there exist real coefficients $p_{j}, j=1, \cdots, n$ such that $p:=\sum p_{j} e_{j}$ satisfies

$$
\begin{equation*}
|b-p|_{L^{1}\left(\mathbf{R}^{+}, \mathbf{R}\right)}<\varepsilon . \tag{1.5}
\end{equation*}
$$

To prove (1.5), we note that $C_{0}\left(\mathbb{R}^{+}, \mathbb{R}\right)$ is dense in $L^{1}\left(\mathbb{R}^{+}, \mathbb{R}\right)$; hence we may assume that $b$ is continuous and has compact support in $\mathbb{R}^{+}$. Let

$$
b^{*}(\sigma):=\sigma^{-1} b(-\log \sigma) \in C^{0}([0,1], \mathbb{R})
$$

with the obvious definition $b^{*}(0):=0$. By the Stone-Weierstraß approximation theorem, there exists a polynomial $p^{*}(\sigma):=\sigma^{-1} \sum p_{j} \sigma^{j}$ such that

$$
\max _{\sigma \in[0,1]}\left|b^{*}(\sigma)-p^{*}(\sigma)\right|<\varepsilon .
$$

For $s=-\log \sigma$ this implies

$$
|b(s)-p(s)|=\left|\sigma b^{*}(\sigma)-\sigma p^{*}(\sigma)\right|<\varepsilon \exp (-s)
$$

and integration over $s \in \mathbb{R}^{+}$yields (1.5).
In the next lemma we show that IE (1.1) is equivalent to an ODE, if the kernel $a$ is an exponential sum (i.e. if $a \in P_{\gamma}(I)$ ).

Lemma 1.3. Let $a_{\lambda}=\sum p_{j}(\lambda) e_{j+\gamma} \in P_{\gamma}(I), \quad j=1, \cdots, n, \quad \xi=\left(\xi_{1}, \cdots, \xi_{n}\right), \quad g_{\lambda}^{n}=$ $\left(g_{1, \lambda}, \cdots, g_{n, \lambda}\right)$ with

$$
\begin{equation*}
g_{j, \lambda}(\xi):=p_{j}(\lambda) f_{\lambda}\left(\xi_{1}+\cdots+\xi_{n}\right)-(j+\gamma) \xi_{j} . \tag{1.6}
\end{equation*}
$$

Define the respective transformations

$$
\begin{equation*}
x:=\sum \xi_{j}, \quad \xi_{j}:=p_{j}(\lambda) \cdot\left(e_{j+\gamma} * f_{\lambda}(x)\right) \tag{1.7}
\end{equation*}
$$

Then, for each $\lambda \in I, x \in X$ is a solution of IE (1.1) iff $\xi$ is a bounded solution of ODE (1.2) ${ }_{n}$.

The proof consists of an obvious calculation and is omitted.
Combining Lemmata 1.1-1.3 the following proposition is immediate.
Proposition 1.4. Let a and fatisfy assumption (1.3). Then, for each $\lambda \in I$, there is a sequence $a_{\lambda}^{n} \in P_{\gamma}(I)$ of exponential sum kernels, converging to $a_{\lambda}$ in $A_{\gamma}(I)$, such that solutions $x^{n} \in X$ of

$$
\begin{equation*}
x^{n}=a_{\lambda}^{n} * f_{\lambda}\left(x^{n}\right) \tag{1.1}
\end{equation*}
$$

correspond by transformation (1.7) to bounded solutions $\xi^{n}$ of

$$
\begin{equation*}
\dot{\xi}^{n}=g_{\lambda}^{n}\left(\xi^{n}\right) \tag{1.2}
\end{equation*}
$$

and the stationary (t-independent) solutions of (1.1) ${ }_{n}$ and (1.1) are the same.

In particular, if $\xi^{n}$ are periodic solutions of $(1.2)_{n}$ with periods $p_{n}$ converging to $p_{\infty} \in \mathbb{R}^{+}$, then there is a subsequence of the $x^{n}$ converging in $X$ to a periodic solution $x$ of (1.1) with period $p_{\infty}$.

Now we investigate the behavior of eigenvalues resp. characteristic roots under the approximation from Proposition 1.4. Let $x(t) \equiv x_{0}$ be a stationary solution of (1.1), then the linearized equation is

$$
\begin{equation*}
y=a_{\lambda} *\left(f_{\lambda}^{\prime}\left(x_{0}\right) \cdot y\right) \tag{1.1}
\end{equation*}
$$

Values $\mu \in \mathbb{C}$, such that (1.1)' has a nontrivial solution

$$
y(t)=e^{\mu t} y_{0}
$$

are called characteristic roots of $\left(\lambda, x_{0}\right)$. Let $\hat{a}_{\lambda}(\mu):=\int_{0}^{\infty} \exp (-\mu s) a_{\lambda}(s) d s$ denote the Laplace transform of $a_{\lambda}$ (defined for $\operatorname{Re} \mu \geqq-\gamma$ ); then characteristic roots (with $\operatorname{Re} \mu>$ $-\gamma)$ are the zeros of the characteristic function

$$
\begin{equation*}
\chi(\mu)=\operatorname{det}\left(1-\hat{a}_{\lambda}(\mu) \cdot f_{\lambda}^{\prime}\left(x_{0}\right)\right) \tag{1.8}
\end{equation*}
$$

By analyticity of $\chi(\mu)$, we may assign a multiplicity to each characteristic root $\mu$. For $a_{\lambda} \in P_{\lambda}(I)$, linearization commutes with the equivalence transformation from IE (1.1) to ODE (1.2), by Lemma 1.3. Hence we may also associate the linearization

$$
\begin{equation*}
\dot{\eta}=g_{\lambda}^{\prime}\left(\xi_{0}\right) \eta \tag{1.2}
\end{equation*}
$$

to ( $\lambda, x_{0}$ ) and consider the eigenvalues of $g_{\lambda}^{\prime}\left(\xi_{0}\right)$, where $\xi_{0}$ corresponds to $x_{0}$ by (1.7).
Lemma 1.5. In the situation described above, the characteristic roots $\mu$ of (1.1) at ( $\lambda, x_{0}$ ) with $\operatorname{Re} \mu>-\gamma$ are exactly the eigenvalues $\mu^{\prime}$ of (1.2)' with $\operatorname{Re} \mu^{\prime}>-\gamma$, with equal algebraic multiplicities.

Proof. The considerations above prove the lemma except for the claim that algebraic multiplicities are equal. To complete the proof, we directly compute $\chi$ and the characteristic polynomial $\pi$ of $g_{\lambda}^{\prime}\left(\xi_{0}\right)$. Absorbing $f_{\lambda}^{\prime}\left(x_{0}\right)$ into $a_{\lambda}$, we may assume $f_{\lambda}^{\prime}\left(x_{0}\right)=i d$. Further, we may omit the index $\lambda$.

With $a=\sum p_{j} e_{j+\gamma}, q_{j}(\mu):=(j+\gamma+\mu)^{-1} p_{j}=p_{j} \cdot \hat{e}_{j+\gamma}$ we first obtain

$$
\chi(\mu)=\operatorname{det}\left(1-\sum q_{j}(\mu)\right)
$$

Next we compute $\pi$, doing some determinant manipulations:

$$
\begin{aligned}
\pi(\mu) & =\operatorname{det}\left(g^{\prime}\left(\xi_{0}\right)-\mu\right)=\operatorname{det}\left(p_{i}-(j+\gamma+\mu) \delta_{i j}\right)_{i, j} \\
& =\prod_{k}(k+\gamma+\mu) \cdot \operatorname{det}\left(q_{i}-1 \cdot \delta_{i j}\right)_{i, j} \\
& = \pm \prod_{k}(k+\gamma+\mu) \cdot \operatorname{det}\left(\sum_{j} q_{j}-1\right) \\
& = \pm \prod_{k}(k+\gamma+\mu) \cdot \chi(\mu),
\end{aligned}
$$

and the lemma is proved.
Finally, we introduce the Hopf index, using our ODE approximations. First we need some more notation and assumptions. Let $\left(\lambda_{0}, x_{0}\right)$ be a stationary solution of IE (1.1) with corresponding linearization (1.1)' and characteristic function $\chi$; cf. (1.8). We assume

$$
\begin{equation*}
\chi(0) \neq 0 \text { at any stationary solution }\left(\lambda_{0}, x_{0}\right) . \tag{1.9}
\end{equation*}
$$

In particular, this excludes secondary bifurcation of stationary solutions; the stationary solutions are given as branches $\left(\lambda, x^{j}(\lambda)\right)$, parametrized by $\lambda$ with $j$ labeling the branches. On occasion, we also denote the characteristic function at $\left(\lambda, x^{j}(\lambda)\right)$ by $\chi_{\chi}^{\dot{\lambda}}(\mu)$. Further we call $\left(\lambda_{0}, x_{0}\right)$ a center if $\chi=0$ has pure imaginary roots; let $C \subset I \times X$ denote the set of centers of (1.1). We assume
the set $C$ of centers does not contain points $(\lambda, x)$ with
$\lambda \in \partial I=\{\alpha, \beta\}$.
Let
$E^{j}(\lambda): \quad$ number of characteristic roots with positive real part at $\left(\lambda, x^{j}(\lambda)\right)$, counting multiplicities.

Definition 1.6. We define the global Hopf index of integral equation (1.1) to be

$$
\begin{equation*}
H=H(I):=\frac{1}{2} \cdot \sum_{j}(-1)^{E^{j}(\alpha)} \cdot\left(E^{j}(\beta)-E^{j}(\alpha)\right) . \tag{1.11}
\end{equation*}
$$

Choose an exponential approximation of $a$ by $a^{n} \in_{\gamma}(\mathbb{R})$ such that

$$
a_{n}^{n} \rightarrow a \quad \text { in } A_{\gamma}(I)
$$

and Proposition 1.4 holds. We define $H_{n}(I)$ by (1.11), corresponding to $a^{n}$, for $n \geqq n_{0}$ large enough that assumptions (1.9) and (1.10) above hold for equation (1.1) ${ }_{n}$, too. By Lemma 1.5 we may equivalently interpret the characteristic roots contributing to $E_{n}^{j}(\lambda)$ for $a^{n}$ as eigenvalues of the associated ODE.

Proposition 1.7. Under assumptions (1.3), (1.9) and (1.10), the global Hopf index is well-defined and satisfies

$$
H(I)=\lim _{n \rightarrow \infty} H_{n}(I)
$$

Proof. By definition, we only have to show

$$
E(\lambda)=\lim _{n \rightarrow \infty} E_{n}(\lambda)
$$

at any stationary solution $\left(\lambda, x_{0}\right)$ of (1.1), $\lambda \in \partial I$ (by Proposition 1.4, (1.1) has the same stationary solutions as $\left.(1.1)_{n}\right)$. Suppressing the argument $\lambda$, we note that $E_{n}$ is the number of roots of

$$
\chi_{n}=\operatorname{det}\left(1-\hat{a}_{n}(\cdot)\right)
$$

with positive real part, if we put $f_{\lambda}^{\prime}\left(x_{0}\right)=1$ without loss of generality. For any $\varepsilon>0$, by continuity, there exists $n_{0}(\varepsilon)$ such that for all $n \geqq n_{0}(\varepsilon)$

$$
\left|\chi_{n}(\mu)-\chi(\mu)\right|<\varepsilon \quad \text { for } \operatorname{Re} \mu \geqq 0 .
$$

Now $\chi \neq 0$ on the imaginary axis, and $\lim _{|\mu| \rightarrow \infty} \chi(\mu)=1$ for $\operatorname{Re} \mu \geqq 0$, by the Riemann-Lebesgue lemma, hence zeros of $\chi$ in $\{\operatorname{Re} \mu \geqq 0\}$ are in some compact subset of $\{\operatorname{Re} \mu>0\}$. By uniform convergence of the analytic functions $\chi_{n}$ to $\chi$,

$$
E_{n}=E
$$

for $\varepsilon>0$ small enough and $n \geqq n_{0}(\varepsilon)$, and the proof is complete.
2. Virtual periods. We develop a notion of virtual periods for periodic solutions of integral equations, without referring to flow concepts, Poincaré maps etc.. Our definition is consistent with the virtual periods introduced by Alligood, Mallet-Paret and

Yorke [2], [3], [27] in an ODE setting. We show that virtual periods are well behaved under limits, i.e. the limit of virtual periods is again a virtual period. Then we prove that any orbit has only finitely many virtual periods, and finally we analyze the behavior of virtual periods on branches of stationary solutions, using analyticity. Throughout this section let assumptions (1.3) on $a, f$ and (1.9): $\chi(0) \neq 0$ be satisfied.

Definition 2.1. Given a periodic solution $x(\cdot)$ of integral equation

$$
\begin{equation*}
x=a * f(x) \tag{1.1}
\end{equation*}
$$

we call $q>0$ a virtual period of $x$ if $q$ is the prime (minimal) period $p(x, y)$ of a pair $(x, y)$, where $y$ is a periodic solution of the linearized equation

$$
\begin{equation*}
y=a *\left(f^{\prime}(x(\cdot)) y\right) \tag{1.1}
\end{equation*}
$$

Recall that we regard stationary solutions as periodic with "minimal period" $p:=0$. Setting $y:=0$, the prime period is always a virtual period; however, $x(\cdot)$ may have several virtual periods (see Proposition 2.2 below). Floquet-theory, along with Lemma 1.3 on the correspondence between ODEs and IEs, tells us that our definition of virtual periods coincides with the one given in [2], [3], [27] for ODEs, if $a \in P_{\gamma}$ is an exponential sum kernel.

In [7], [27] it was shown that a limit of minimal periods is a virtual period. The most useful property of virtual periods in our approach is a generalization of this result: we prove that a limit of virtual periods is again a virtual period. Because of the independent significance of the next proposition, we emphasize that the proof does not use Assumption (1.9) $\chi(0) \neq 0$; but this fact is not exploited in the present paper.

Proposition 2.2. Let $x_{n}$ be periodic solutions of

$$
\begin{equation*}
x_{n}=a_{n} * f_{n}\left(x_{n}\right) \tag{1.1}
\end{equation*}
$$

with a virtual period $q_{n}>0$. For $n \rightarrow \infty$ assume that

$$
\begin{array}{ll}
a_{n} \rightarrow a & \text { in } L^{1}, \\
f_{n} \rightarrow f & \text { in } B C^{1}, \\
x_{n} \rightarrow x & \text { in } X=B C^{0}, \\
q_{n} \rightarrow q_{\infty} & \text { in } \mathbb{R} .
\end{array}
$$

Then $q_{\infty}$ is a virtual period of $x$, in particular $q_{\infty}$ is positive.
Proof. The proof is rather involved; we give an outline first. We construct two solutions $\eta_{1}$ and $\eta_{2}$ of the linearized equation (1.1)' such that ( $x, \eta_{1}, \eta_{2}$ ) has minimal period $p\left(x, \eta_{1}, \eta_{2}\right)=q_{\infty}>0$. This is sufficient because $p\left(\eta_{1}, \eta_{2}\right)=p\left(\alpha_{1} \eta_{1}+\alpha_{2} \eta_{2}\right)$ for almost every $\alpha_{1}, \alpha_{2} \in \mathbb{R}$. In the first step we construct $\eta_{1}$, involving limits of $x_{n}$, such that

$$
p\left(x, \eta_{1}\right)=p_{\infty},
$$

where $p_{\infty}=\lim p_{n}, p_{n}:=p\left(x_{n}\right)$. In our second step we construct $\eta_{2}$. This involves limits of solutions $y_{n}$ of the linearized equation (1.1)' with $p\left(x, y_{n}\right)=q_{n},\left|y_{n}\right|=0$ or 1 . Finally we prove that indeed

$$
p\left(x, \eta_{1}, \eta_{2}\right)=q_{\infty}>0
$$

Note that in our proof we may assume that $p_{n}>0$ eventually; otherwise, for $x_{n}$ stationary, we consider the linearized equations for $y_{n}$ directly replacing $x_{n}$ by $y_{n}$ in the proof.

For later reference we introduce some notation. For periodic $\phi \in X$ we denote

$$
\begin{aligned}
& p(\phi): \text { the minimal period of } \phi, \\
& P(\phi): \text { the set of all periods of } \phi, \\
& S(t) \phi:=\phi(\cdot+t), \text { the shift on } X, \\
& \delta_{n}^{\sigma}:=\left|\left(S\left(\sigma p_{n}\right) x_{n}-x_{n}\right)\right|_{X}>0 \text { for } p_{n}>0, \sigma \in \mathbb{Q} \backslash \mathbb{Z}, \\
& x_{n}^{\sigma}:=\left(S\left(\sigma p_{n}\right) x_{n}-x_{n}\right) / \delta_{n}^{\sigma}, \\
& z_{n}:=\left(x_{n}, y_{n}\right), \\
& \varepsilon_{n}^{\tau}:=\left|S\left(\tau q_{n}\right) z_{n}-z_{n}\right|_{X \times X}>0 \text { for } \tau \in \mathbb{Q} \backslash \mathbb{Z}, \\
& y_{n}^{\tau}:=\left(S\left(\tau q_{n}\right) y_{n}-y_{n}\right) / \varepsilon_{n}^{\tau} .
\end{aligned}
$$

Step 1: Construction of $\eta_{1}$. We claim that, after restriction to an appropriate subsequence,

$$
\begin{equation*}
x^{\sigma}:=\lim _{n} x_{n}^{\sigma} \tag{2.1}
\end{equation*}
$$

exists and satisfies the linearized equation (1.1)' at $x$, provided that $\sigma \in \mathbb{Q} \backslash \mathbb{Z}$ satisfies the admissibility condition

$$
\begin{equation*}
\sigma p_{\infty} \in P(x) . \tag{2.2}
\end{equation*}
$$

For admissible $\sigma$ (possibly an empty set) we then show

$$
\begin{equation*}
\sigma p_{\infty} \notin P\left(x^{\sigma}\right) \tag{2.3}
\end{equation*}
$$

We choose $\eta_{1}$ as a finite linear combination

$$
\eta_{1}:=\sum_{\sigma} \alpha_{\sigma} x^{\sigma}
$$

with admissible $\sigma$, such that $p\left(\eta_{1}\right)=p\left(x^{\sigma}, \sigma\right.$ admissible) and we finally show

$$
p\left(x, \eta_{1}\right)=p_{\infty} .
$$

Existence of $x^{\sigma}$ follows from our compactness Lemma 1.1: by admissibility (2.2) we have $\lim _{n} \delta_{n}^{\sigma}=0$ and therefore

$$
x_{n}^{\sigma}=a_{n} *\left(f_{n}^{\prime}\left(x_{n}\right) x_{n}^{\sigma}\right)+o(1),
$$

which yields convergence and

$$
x^{\sigma}=a *\left(f^{\prime}(x) x^{\sigma}\right) .
$$

We prove indirectly that $\sigma p_{\infty} \notin P\left(x^{\sigma}\right)$ : choose $k \in \mathbb{N}$ such that $k \sigma \in \mathbb{Z}$ and compute

$$
\begin{aligned}
0 & =\lim _{n}\left(S\left(k \sigma p_{n}\right) x_{n}-x_{n}\right) / \delta_{n}^{\sigma} \\
& =\lim _{n} \sum_{j=0}^{k-1}\left(S\left((j+1) \sigma p_{n}\right) x_{n}-S\left(j \sigma p_{n}\right) x_{n}\right) / \delta_{n}^{\sigma} \\
& =\sum S\left(j \sigma p_{\infty}\right) x^{\sigma}=k x^{\sigma},
\end{aligned}
$$

if we assume $\sigma p_{\infty} \in P\left(x^{\sigma}\right)$ in the last equality. This is a contradiction to $\left|x^{\sigma}\right|_{X}=1$. Note that (2.3) implies $p_{\infty}>0$, hence $q_{\infty}>0$. Further, $x^{\sigma}$ cannot be stationary.

We show that $p\left(x, \eta_{1}\right)=p_{\infty}$. If there is no admissible $\sigma$, then $\sigma p_{\infty} \in P(x)$ implies $\sigma \in \mathbb{Z}$, i.e. $p_{\infty}$ is the minimal period of $x$ and we may choose $\eta_{1} \equiv 0$. If there are admissible $\sigma$ then (2.2), (2.3) imply that

$$
\begin{equation*}
\mathbb{Z} p_{\infty}=P(x) \cap \bigcap_{\sigma \mathrm{adm}} P\left(x^{\sigma}\right) \tag{2.4}
\end{equation*}
$$

To see that, note that $p_{\infty}$ is contained in the right-hand side by construction. Vice versa: $\mathbb{Q} p_{\infty}$ contains the right-hand side; but if $\alpha p_{\infty} \in P(x) \cap \cap P\left(x^{\sigma}\right), \alpha \in \mathbb{Q}$, then $\alpha \in \mathbb{Z}$, or else $\alpha \in \mathbb{Q} \backslash \mathbb{Z}$ is admissible and therefore $\alpha p_{\infty} \notin P\left(x^{\alpha}\right)$ : a contradiction. This proves (2.4). Now $P\left(x^{\sigma}\right)$ is discrete for all $\sigma$, therefore a finite intersection over $\sigma$ is sufficient in (2.4). The corresponding $\sigma$ provide $\eta_{1}$, as desired.

Step 2: Construction of $\eta_{2}$. This step is somewhat similar to the last one, replacing $x_{n}$ by $y_{n}$. We claim that

$$
\begin{equation*}
y:=\lim y_{n}, \quad y^{\tau}:=\lim y_{n}^{\tau} \tag{2.1}
\end{equation*}
$$

exist, $y$ satisfies (1.1)', and $y^{\tau}$ satisfies (1.1)' if $\tau \in \mathbb{Q} \backslash \mathbb{Z}$ is admissible, i.e.

$$
\begin{equation*}
\tau q_{\infty} \in \mathbb{Z} p_{\infty} \cap P(z) \tag{2.2}
\end{equation*}
$$

where $z=(x, y)$. For admissible $\tau$ we show

$$
\begin{equation*}
\tau q_{\infty} \notin P\left(y^{\tau}\right) \tag{2.3}
\end{equation*}
$$

and choose $\eta_{2}$ as a finite linear combination of $z^{\tau}$ such that finally

$$
p\left(x, \eta_{1}, \eta_{2}\right)=q_{\infty} .
$$

Convergence of $y_{n}$ is trivial. However, some care is needed with $y^{\tau}$ to insure that $y^{\tau}$ satisfies the linearization (1.1)'; this explains the $\mathbb{Z} p_{\infty}$ in condition (2.2)' which in turn made step 1 indispensable. By $\tau q_{\infty} \in P(z)$ the $\varepsilon_{n}^{\tau}$ go to zero. In addition $\tau q_{\infty} \in \mathbb{Z} p_{\infty}$, $p_{\infty}>0$ implies that $\tau q_{n} \in \mathbb{Z} p_{n}$, eventually. Therefore,

$$
S\left(\tau q_{n}\right) x_{n}=x_{n}, \quad \varepsilon_{n}^{\tau}=\left|S\left(\tau q_{n}\right) y_{n}-y_{n}\right|_{X}, \quad\left|y_{n}^{\tau}\right|=1
$$

and we may compute that

$$
\begin{aligned}
y_{n}^{\tau} & =a_{n} *\left(S\left(\tau q_{n}\right)\left(f_{n}^{\prime}\left(x_{n}\right) y_{n}\right)-f_{n}^{\prime}\left(x_{n}\right) y_{n}\right) / \varepsilon_{n}^{\tau} \\
& =a_{n} *\left(f_{n}^{\prime}\left(S\left(\tau q_{n}\right) x_{n}\right) S\left(\tau q_{n}\right) y_{n}-f_{n}^{\prime}\left(x_{n}\right) y_{n}\right) / \varepsilon_{n}^{\tau} \\
& =a_{n} *\left(f_{n}^{\prime}\left(x_{n}\right) y_{n}^{\tau}\right)
\end{aligned}
$$

indeed satisfies the linearization (1.1)'.
We prove (2.3)' as in Step 1, replacing ( $p, x, \delta, \sigma$ ) by $(q, y, \varepsilon, \tau)$.
Finally we show that $p\left(x, \eta_{1}, \eta_{2}\right)=q_{\infty}$. If there is no admissible $\tau$, then

$$
\tau q_{\infty} \in \mathbb{Z} p_{\infty} \cap P(z)
$$

implies $\tau \in \mathbb{Z}$ and we may choose $\eta_{2}=y$ to obtain $p\left(x, \eta_{1}, y\right)=q_{\infty}$. If there are admissible $\tau$, (2.2)' and (2.3)' imply

$$
\mathbb{Z} q_{\infty}=\mathbb{Z} p_{\infty} \cap P(z) \cap \bigcap_{\tau \operatorname{adm}} P\left(y^{\tau}\right)
$$

as before. By $p_{\infty}>0$, there are only finitely many admissible $\tau \in(0,1)$ anyway. Choosing $\eta_{2}$ as an appropriate linear combination of the corresponding $y^{\tau}$ and $y$ completes the proof.

In view of Lemma 1.3 on the correspondence between integral equations and ordinary differential equations, the virtual period Proposition 2.2 also holds for ODEs, of course.

In §3 we consider global bifurcation and one alternative will be that arbitrarily large virtual periods occur. Such a statement is significant only if we show that for any single orbit the virtual periods are bounded.

Lemma 2.3. Let $x$ be a periodic or stationary solution of

$$
\begin{equation*}
x=a * f(x) \tag{1.1}
\end{equation*}
$$

Then the virtual periods of $x$ are a bounded set.
Moreover, suppose $x$ is stationary. Then $x$ has $a$ (positive) virtual period iff $x$ is $a$ center. More precisely: $q$ is a virtual period of $x$, iff $q$ is the (positive) least common multiple of numbers $2 \pi / \beta_{k}$, where $\left\{ \pm i \beta_{\nu} \mid \nu=1, \cdots, j\right\}$ are the pure imaginary characteristic roots of $x$ and $k$ ranges over a subset of $\{1, \cdots, j\}$. In particular, $x$ has at most $2^{j}-1$ distinct virtual periods.

Proof. Let $y$ be a periodic solution of the linearized equation

$$
\begin{equation*}
y=a * f^{\prime}(x) y \tag{1.1}
\end{equation*}
$$

such that $p$ is the period of $x$ and $q=p(x, y)$ is a virtual period of $x$. The case $p=0$, i.e. $x$ stationary, is elementary and well be treated first. For nonstationary $x$, we use that (1.1)' defines a linear evolution system on an exponentially weighted history space, i.e. we rely on a (linear) flow concept. The evolution will be $\alpha$-condensing, thus proving boundedness of the virtual periods.

For stationary $x$, let

$$
y(t)=\sum_{r \in \mathbb{Z}} y_{r} \exp (i r \beta t) \quad \beta:=2 \pi / q,
$$

be the Fourier series for $y$. From (1.1)' we see that

$$
y_{r}=0 \quad \text { or } \quad \chi(i r \beta)=0 .
$$

Hence $r$ shows up in the Fourier series, iff $r \beta= \pm \beta_{k}$ for some $k$ and the claims are immediate.

For $x$ with period $p>0$, let $Y$ be the set of continuous functions

$$
y_{0}:(-\infty, 0] \rightarrow \mathbb{R}^{m},
$$

such that for $\gamma$ as in (1.3)

$$
\left\|y_{0}\right\|_{\gamma}:=\sup _{s \leqq 0}\left|y_{0}(s)\right| \exp (\gamma s)<\infty
$$

and let $Y_{s}$ be the set of $y_{0} \in Y$ such that

$$
y_{0}(0)=a *\left(f^{\prime}(S(s) x) y_{0}\right)(0)
$$

Obviously, $Y$ and $Y_{s}$ are Banach spaces and (1.1)' defines a solution operator

$$
U(t, s): Y_{s} \rightarrow Y_{t}
$$

see [28]. Because $x$ is $p$-periodic, $T:=U((j+1) p, j p)$ is independent of $j$, maps $Y_{0}$ into itself, and

$$
\begin{equation*}
y=S(q) y=T^{n} y \tag{2.5}
\end{equation*}
$$

if $n:=q / p$ and $y$ is interpreted, by restriction, as an element of $Y_{0}$.
We claim that the spectral radius $r_{e}$ of the essential spectrum of $T$ is at most $\exp (-p \gamma)<1$. Then $y$ lies in the generalized eigenspaces of $T$ for some eigenvalues which are $n$th roots of unity. But $T$ has at most finitely many eigenvalues on the unit circle; hence $n$ and consequently $q$ is bounded.

To prove the claim, we apply Nussbaum's formula [29] which states

$$
r_{e}=\lim _{n \rightarrow \infty}\left(\alpha\left(T^{n}\right)\right)^{1 / n}
$$

where $\alpha\left(T^{n}\right)$ is the Hausdorff measure of noncompactness of $T^{n}\left(B_{1}\right)$. To compute $\alpha$ we split $T^{n}$ into a sum

$$
T^{n}=S_{n}+K_{n},
$$

where $S_{n}$ is roughly a shift and $K_{n}$ is compact. To be specific, we define

$$
\begin{align*}
& \left(S_{n} y_{0}\right)(t):= \begin{cases}y_{0}(t+n p), & -\infty<t \leqq-n p \\
(-n+1-t / p) y_{0}(0) & \text { for }-n p \leqq t \leqq(-n+1) p \\
0, & (-n+1) p \leqq t \leqq 0\end{cases}  \tag{2.6}\\
& \left(K_{n} y_{0}\right)(t):= \begin{cases}0, & -\infty<t \leqq-n p \\
w(t+n p)-(-n+1-t / p) y_{0}(0) & \text { for }-n p \leqq t \leqq(-n+1) p \\
w(t+n p), & (-n+1) p \leqq t \leqq 0\end{cases}
\end{align*}
$$

where $w$ is the solution of the Volterra equation

$$
\begin{aligned}
& w(t)=\int_{0}^{t} a(t-s) f^{\prime}(x(s)) w(s) d s+h(t) \\
& h(t):=\int_{-\infty}^{0} a(t-s) f^{\prime}(x(s)) y_{0}(s) d s
\end{aligned}
$$

Note that $w$ exists in $B C\left(\mathbb{R}_{0}^{+}\right)$and defines the continuation of $y_{0} \in Y_{0}$ as a solution of (1.1)', hence $S_{n}+K_{n}=T^{n}$. Unfortunately, $S_{n}$ and $K_{n}$ map into $Y$, not necessarily into $Y_{0}$. But choosing a projection $P_{0}$ onto $Y_{0}$ (which has codimension 1 in $Y$ ), we may write

$$
T^{n}=P_{0} S_{n}+P_{0} K_{n}
$$

By compactness of $K_{n}$ [28], and because codim $Y_{0}=1$, we may compute

$$
\alpha\left(T^{n}\right)=\alpha\left(P_{0} S_{n}\right)=\alpha\left(S_{n}\right)
$$

[13], [29]. For $S_{n}$ we estimate

$$
\begin{aligned}
\left|S_{n} y_{0}\right|_{\gamma} & =\sup _{t \leqq 0}\left|\left(S_{n} y_{0}\right)(t)\right| \cdot \exp (\gamma t) \\
& \leqq \max _{\tau \in[0, p]}(1-\tau / p) \exp (\gamma \tau) \cdot \exp (-\gamma n p) \cdot\left|y_{0}\right|_{\gamma} \\
& =c \exp (-\gamma p n) \cdot\left|y_{0}\right|_{\gamma}
\end{aligned}
$$

this implies $\alpha\left(T^{n}\right) \leqq c \exp (-\gamma p n)$, hence

$$
r_{e}=\lim _{n} \alpha\left(T^{n}\right)^{1 / n} \leqq \exp (-p \gamma)<1,
$$

and the proof is complete.
We conclude this section with a technical lemma on virtual periods of branches of stationary solutions. Recall that $\chi \dot{\lambda}(\mu)$ denotes the characteristic function (1.8) at the $j$ th stationary branch $\left(\lambda, x^{j}(\lambda)\right)$. We assume that
(2.7) for each $j$, the map

$$
(\lambda, \mu) \rightarrow \chi_{\dot{\lambda}}^{\dot{\lambda}}(\mu)
$$

is analytic for $\left(\lambda, x^{j}(\lambda)\right)$ in a neighborhood of the set $C$ of centers and for $\operatorname{Re} \mu>-\gamma$.

Lemma 2.4. Let Assumption (2.7) be satisfied. Then there exists a constant $c_{0}$ such that the set

$$
J\left(c_{0}\right):=\left\{(\lambda, x) \in C \mid \text { all virtual periods of }(\lambda, x) \text { are }<c_{0}\right\}
$$

is dense in $C$.
Proof. For simplicity of notation we focus on just one stationary branch $(\lambda, 0)$ and think of $C$ as a subset of $\mathbb{R}$. In [15, Lemma 4.8] we gave a proof which holds for ODEs, where

$$
\chi_{\lambda}(\mu)=\operatorname{det}\left(\mu-f_{\lambda}^{\prime}(0)\right)
$$

We use Lemma 2.3 to rephrase $J\left(c_{0}\right)$ in terms of zeros of $\chi$. By the Riemann-Lebesgue lemma, the imaginary parts of characteristic values are bounded on $C$. The only difference to the ODE case is the fact that $\chi_{\lambda}$ is not polynomial in $\mu$ any more. We remedy this drawback locally by application of the Weierstraß preparation theorem, leaving the zeros unchanged. Then we use the proof of [15, Lemma 4.8] to complete our proof.
3. Global Hopf bifurcation. In this section we present our main abstract result, i.e. we obtain global bifurcation of periodic orbits if the Hopf index $H$ of Definition 1.6 is nonzero

$$
\begin{equation*}
H \neq 0 . \tag{3.1}
\end{equation*}
$$

We discuss our result and indicate some easy generalizations.
Main Theorem 3.1. Let a and fatisfy the following assumptions:
(1.3) $\quad a \in A_{\gamma}$ for some positive exponential weight $\gamma$ and $f \in F$ (differentiability);
(1.9) the stationary branches are parametrized over $\lambda$ in the compact interval $I=[\alpha, \beta]$;
(1.10) $\quad$ there are no centers $(\lambda, x)$ with $\lambda=\alpha$ or $\lambda=\beta$;
(2.7) the characteristic function $\chi_{\lambda}(\mu)$ is analytic in $(\lambda, \mu)$;
and - the most important assumption-
(3.1) the Hopf index $H$ is nonzero.

Then there exists a continuum $Z \subset I \times X$ consisting of stationary centers and nonstationary periodic solutions $(\lambda, x)$ of

$$
\begin{equation*}
x=a_{\lambda} * f_{\lambda}(x) \tag{1.1}
\end{equation*}
$$

such that $Z$ contains both a center and nonstationary periodic solutions and $Z$ is global, i.e. $Z$ contains nonstationary periodic solutions $(\lambda, x)$ with
(3.2) arbitrarily large norm of $x \in X$, or
arbitrarily large virtual period of $x \in X$, or
$\lambda=\alpha$, or $\lambda=\beta$ on the boundary of $I$.
We postpone the proof to give a discussion first. By Definition 2.1 virtual periods are some multiples of the minimal period; however, for each $(\lambda, x)$ in $Z$ the virtual periods of $(\lambda, x)$ are a finite bounded set (Lemma 2.3). It seems unlikely that we may replace " virtual period" by "minimal period" in conclusion (3.3), except for ODEs of dimension $\leqq 4$. Note that we do not require the periods to become unbounded in a continuous fashion, in contrast to [0], [6], [24], [25]. Actually we have to allow for jumps of the virtual periods by factors of 2 as becomes clear from the proof for ODEs (see e.g. [15, Thm. 4.7]). Technically, the advantage of virtual periods is the fact that limits of virtual periods are again virtual periods (Proposition 2.2).

Using Proposition 2.2 for stationary limiting $x$ only, we could also obtain a global Hopf bifurcation result in the spirit of Alexander and Yorke [0] by our approximation process. In contrast to their result, we do not require any detailed analysis at the centers (e.g. concerning multiplicities of pure imaginary eigenvalues, resonance conditions etc.). All the necessary information sits in the index $H$. In [0], a bounded continuum of periodic orbits is also called "global", if it just connects centers. Our conclusion above is stronger: we do not call such a continuum global.

By Assumption (1.9) we exclude bifurcations within the class of stationary solutions. This severe drawback already shows up in the ODE case. It is connected to the fact that the index $H=H(f)$ is not homotopy invariant with respect to the families $f$. We will analyze this problem in a future paper, concentrating on the ODE situation.

Analyticity of the characteristic function $\chi$ may be dropped and the proof simplifies, if we assume e.g. that the set $C$ of centers is discrete. In our abstract result, however, we want to use only minimal information on $C$.

For technical convenience we require $f$ to be bounded and $I$ to be compact. We can drop both restrictions, if we replace Assumption (1.10) by
the set $C$ of centers of $f$ is bounded in $\mathbb{R} \times X$.
We sketch the necessary modifications. Let $\psi_{n} \in C^{1}(\mathbb{R}, \mathbb{R})$ be strictly increasing, $\psi_{n}(\rho)=\rho$ for $|\rho| \leqq n-1$ and $\psi_{n}(\rho)=n$ for $|\rho| \geqq n$. Define cut-off approximations $f_{n}$ of $f: \mathbb{R} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ by

$$
f_{n}(\lambda, x):=f\left(\psi_{n}(\lambda), \psi_{n}(|x|) \cdot \frac{x}{|x|}\right) .
$$

By Assumption (1.10)' the centers $C_{n}$ of $f_{n}$ coincide with $C$ for $n$ large enough. Applying Theorem 3.1 to $f_{n}, I_{n}:=[-n, n]$, we obtain global periodic continua $Z_{n} \subset I_{n}$ $\times X$ bifurcating from $C_{n}=C$. In the proof of our theorem (Step 2) we will indicate how to obtain a limiting global continuum $Z \subset \mathbb{R} \times X$ of $f$ from $Z_{n}$ as $n \rightarrow \infty$. Here global means that $Z$ contains both a center and nonstationary periodic solutions ( $\lambda, x$ ) with arbitrarily large
norm in $\mathbb{R} \times X$ or
virtual period of $x \in X$.
The variants $I=[\alpha, \infty), I=(-\infty, \beta]$ can be treated similarly.

Our theorem holds for various other autonomous integral equations of convolution type as well. Some examples are

$$
\begin{aligned}
& x=g\left(a_{1} * f_{1}(x), \cdots, a_{k} * f_{k}(x)\right), \\
& \dot{x}=a * f(x),
\end{aligned}
$$

and various other combinations. We just have to give a technical frame, where compactness (Lemma 1.1) and an ODE approximation (Proposition 1.4) holds. However, it is not clear how our results extend to abstract integral equations, e.g. in Hilbert space.

Proof (Main Theorem 3.1). We give an outline first. We approximate the original equation

$$
\begin{equation*}
x=a_{\lambda} * f_{\lambda}(x) \tag{1.1}
\end{equation*}
$$

by integral equations with exponential sum kernels

$$
\begin{equation*}
x=a_{\lambda}^{n} * f_{\lambda}(x) \tag{1.1}
\end{equation*}
$$

which in turn are equivalent to ODEs

$$
\begin{equation*}
\dot{y}=g_{\lambda}^{n}(y) \tag{1.2}
\end{equation*}
$$

as summarized in Proposition 1.4. In Step 1 we use a global bifurcation result for ODEs (cf. [15]), to construct large continua $Z_{k}^{n}$ of periodic solutions of (1.1) $)_{n}$; these continua are getting more and more "global" as $k \in \mathbb{N}$ increases. In Step 2 we pass to the limit $n \rightarrow \infty$ and obtain continua $Z_{k}$ of periodic solutions of the original equation (1.1). Step 3 shows that $Z_{k}$ is not contained in the set of centers $C$ for $k$ large enough. Defining

$$
Z:=\bigcup_{k} Z_{k}
$$

will finish the proof.
Step 1: properties of $Z_{k}^{n}$. We consider $k \geqq k_{0}$ with $k_{0}$ large enough that $B_{k_{0}}$ contains $C$. Then, by Proposition 1.7, the Hopf index $H_{n}(k)$ of ODE (1.2) ${ }_{n}$ on $B_{k}$ satisfies

$$
0 \neq H=\lim _{n \rightarrow \infty} H_{\nu}(k)=H_{n}(k) \quad \text { for } n \geqq n_{0}(k)
$$

where, for any $k, B_{k}:=\left\{(\lambda, x) \in I \times\left. X| | x\right|_{x} \leqq k\right\}$ with boundary $\partial B_{k}:=\{(\lambda, x) \in$ $I \times X \mid \lambda=\alpha$ or $\lambda=\beta$ or $|x|=k\}$. Consider $k \geqq k_{0}$ with $k_{0}$ large enough, such that $B_{k_{0}}$ contains all stationary solutions of $f$ and $C$ is contained in the interior $B_{k_{0}}-\partial B_{k_{0}}$. Note that $k_{0}$ exists by Assumptions (1.3) and (1.10). By Proposition 1.7 the Hopf index $H_{n}$ of ODE (1.2) ${ }_{n}$ satisfies

$$
0 \neq H=\lim _{v \rightarrow \infty} H_{v}=H_{n} \quad \text { for } n \geqq n_{0} .
$$

The approximation leaves the set of stationary solutions unchanged, no eigenvalues zero occur in $B_{k}$ for $n \geqq n_{0}$. From the proof of [15, Thm. 4.7] we conclude that there exist continua $Z_{k}^{n} \subset I \times X$ of centers and nonstationary periodic solutions of $(1.1)_{n}$ with the following properties:
(3.8) if $Z_{k}^{n} \cap \partial B_{k}$ is empty, then there is a continuum $Z_{k}^{\prime n} \subset Z_{k}^{n}$ such that

$$
\begin{equation*}
Z_{k}^{n} \subset B_{k} \text { and the prime periods on } Z_{k}^{n} \text { are } \leqq 2 k, \tag{3.5}
\end{equation*}
$$

$Z_{k}^{n}$ contains a center $z^{n}$ of (1.1) $)_{n}$, independently of $k$, $Z_{k}^{n}$ is compact and connected,
(i) any element of $Z_{k}^{\prime n}$ has some virtual period $\geqq c_{0}$ where $c_{0}$ was defined in Lemma 2.4, and
(ii) any interval $[\tau, 2 \tau] \subset\left[c_{0}, 2 k\right]$ contains a virtual period of an element of $Z_{k}^{\prime n}$.

The $Z_{k}^{n}, Z_{k}^{\prime n}$ correspond to the continua $Z_{k}, Z_{k}^{\prime}$ which were constructed in [15]: any element $(\lambda, y) \in I \times \mathbb{R}^{m}$ of $Z_{k}$ is reinterpreted as an element $(\lambda, y(t)) \in I \times X$, attaching the orbit to it. Properties (3.5), (3.6), (3.8) are read off from properties [15, (4.9)-(4.12)] of the corresponding snakes. The assumption [15, (1.2)] on $C^{4}$ differentiability of $g^{n}$ may be dropped for ODEs, using smoothed generic approximations. Assumption [15, (4.5)] on analyticity was not used in the construction of $Z_{k}, Z_{k}^{\prime}$. Thus existence of $Z_{k}^{n}$ is established.

Step 2: construction of $Z_{k}=$ " lim" $Z_{k}^{n}$. We define

$$
\begin{aligned}
Z_{k} & :=\bigcap_{\nu \geqq n_{0}}\left(\overline{\bigcup_{n \geqq \nu} Z_{k}^{n}}\right) \\
& =\left\{z \mid z=\lim z_{n_{j}} \text { for some sequences } n_{j} \rightarrow \infty, z_{n_{j}} \in Z_{k}^{n_{j}}\right\} .
\end{aligned}
$$

Obviously, $Z_{k} \subset B_{k}$ is closed. By (3.5) and compactness Lemma 1.1, the set $Z_{k}$ consists of periodic solutions of IE (1.1) with period $\leqq 2 k$, and $Z_{k}$ is compact. Restricting the whole approximation process to a subsequence of $n \in \mathbb{N}$ from now on, we may also assume that the $z^{n} \in Z_{k}^{n}$ from (3.6) converge to

$$
z_{0}:=\lim _{n \rightarrow \infty} z^{n} \in C,
$$

which implies $z_{0} \in Z_{k}$ for all $k \geqq k_{0}$.
Moreover $Z_{k}$ is connected: otherwise we would have a partition $Z_{k}=Z^{\prime} \cup Z^{\prime \prime}$ into disjoint, nonempty, compact subsets with $z_{0} \in Z^{\prime \prime}$ and $\alpha:=\frac{1}{2} \operatorname{dist}\left(Z^{\prime}, Z^{\prime \prime}\right)>0$. By definition of $Z_{k}$ there exists $\nu_{0}$ such that for all $\nu>\nu_{0}$ we have

$$
\alpha>\operatorname{dist}\left(Z_{k}^{\nu}, Z_{k}\right)=\operatorname{dist}\left(Z_{k}, Z^{\prime} \cup Z^{\prime \prime}\right)
$$

Now $z_{0} \in Z^{\prime \prime}$ implies that $z^{\nu} \in Z_{k}^{\nu} \cap N_{\alpha}\left(Z^{\prime \prime}\right)$ for large $\nu$ and the open $\alpha$-neighborhood $N_{\alpha}\left(Z^{\prime \prime}\right)$. Hence $Z_{k}^{\nu} \cap N_{\alpha}\left(Z^{\prime}\right)=\varnothing$, because $Z_{k}^{\nu}$ is connected. This is a contradiction to $Z^{\prime} \neq \varnothing$, therefore $Z_{k}$ is connected.

Step 3: centers in $Z_{k}$. We claim that $Z_{k}$ is not contained in the set of centers $C$. Analyticity is used only in this step. We consider two cases.

CASE 1. There exists a sequence $n_{j} \rightarrow \infty$ (which may depend on $k$ ) such that $Z_{k}^{n_{j}} \cap \partial B_{k}$ is nonempty.

Then $Z_{k} \cap \partial B_{k}$ is nonempty and $Z_{k}$ is not contained in $C \subset B_{k}-\partial B_{k}$, for $k \geqq k_{0}$.
CASE 2. For all $n \geqq n_{0}(k), Z_{k}^{n} \cap \partial B_{k}$ is empty.
Then (3.8), (i) and (ii) are satisfied, i.e. the virtual periods are large on a continuum $Z_{k}^{\prime n}$. Analogously to $Z_{k}$, we construct a continuum $Z_{k}^{\prime}$ of solutions of (1.1) with large virtual periods: by (3.8), (ii) there exist $z_{k}^{n}$ in $Z_{k}^{\prime n}$ with some virtual period in $\left[c_{0}, 2 c_{0}\right]$. Passing to subsequences we may assume that

$$
z_{k}:=\lim _{n \rightarrow \infty} z_{k}^{n}
$$

exists. We define

$$
Z_{k}^{\prime}:=\bigcap_{\nu \geqq n_{0}(k)} \overline{\bigcup_{n \geqq \nu} Z_{k}^{\prime n}}
$$

and $z_{k}$ is an element of the compact connected set $Z_{k}^{\prime}$. Moreover the virtual period Proposition 2.2 implies that (3.8), (i)-(ii) remains valid if we replace $Z_{k}^{\prime n}$ by $Z_{k}^{\prime} \subset Z_{k}$.

We show that $Z_{k}^{\prime} \not \subset C$, by contradiction. If $Z_{k}^{\prime} \subset C$ then $Z_{k}^{\prime}$ consists of just one point $z_{k}$ because, by Lemma 2.4, the set $J\left(c_{0}\right)$ defined there is dense in $C$ and has empty intersection with the connected set $Z_{k}^{\prime}$, by (3.8)(i). But then, by (3.8)(ii), the point $z_{k}$ has at least $2^{j}$ different virtual periods for $k \geqq k_{0}$ if we choose

$$
k_{0}>2^{2^{j}} c_{0}
$$

This is a contradiction to Lemma 2.3, if we choose $2 j$ to be a uniform bound on $C$ for the number of characteristic roots of $\chi$ on the imaginary axis: then $z_{k} \in C$ has less than $2^{j}$ distinct virtual periods.

Step 4: finale for $Z$. We define the set $Z$ of centers and nonstationary periodic solutions of IE (1.1) as

$$
Z:=\bigcup_{k \geqq k_{0}} Z_{k} .
$$

By Step 2, the connected sets $Z_{k}$ have the center $z_{0}$ in common, hence $Z$ is connected. By Step 3, $Z$ is not contained in $C$. Again by Step 3, $Z_{k}$ contains a nonstationary periodic solution $z$ which lies on $\partial B_{k}$ (Case 1 ), or has a virtual period between $2^{-2^{j-1}} k$ and $2 k$ (Case 2). Therefore $Z$ is global, i.e. $Z$ satisfies (3.2) or (3.3), and the proof is complete.
4. Applications. We indicate applications of our abstract global bifurcation Theorem 3.1 to two problems arising in mathematical biology. We compute the Hopf index on suitably chosen intervals $I$ of the parameter $\lambda$. In the first problem we have to adapt the solution space $X$ to the biological situation. Our results are stated as corollaries to Theorem 3.1.

The first example is drawn from Diekmann, Montijn [11] and Gripenberg [16], [17] and was the original motivation of our work. The scalar equation, arising in epidemiology, reads [11]

$$
\begin{equation*}
x(t)=\lambda \cdot\left(1-\int_{t-1}^{t} x(s) d s\right) \cdot \int_{-\infty}^{t} b(t-s) x(s) d s \tag{4.1}
\end{equation*}
$$

and we assume $b \geqq 0$ has integral 1 and is in $A_{\gamma}$ for some $\gamma>0$. The parameter $\lambda$ relates to the total population size, $x(s) \geqq 0$ counts the individuals which are newly infected at time $s$, and $b(\tau)$ measures the infective force of an individual, which was infected $\tau$ units of time ago, on susceptible individuals (see [11] for more details and references). Let

$$
\begin{aligned}
& \xi_{1}(t):=\int_{t-1}^{t} x(s) d s \\
& \xi_{2}(t):=\int_{-\infty}^{t} b(t-s) x(s) d s \\
& g\left(\xi_{1}, \xi_{2}\right):=\left(1-\xi_{1}\right) \xi_{2}
\end{aligned}
$$

Use (4.1) to replace $x=\lambda g\left(\xi_{1}, \xi_{2}\right)$ in the definition of $\xi_{1}, \xi_{2}$ to obtain the equivalent system

$$
\begin{align*}
& \xi=\lambda a * f(\xi), \quad \text { where }  \tag{4.2}\\
& \xi=\binom{\xi_{1}}{\xi_{2}}, \quad f=\binom{g}{g}, \quad a=\left(\begin{array}{cc}
1_{[0,1]} & 0 \\
0 & b
\end{array}\right) .
\end{align*}
$$

Thus (4.1) is put into the general form (1.1) discussed before. As a solution space for (4.1) we consider the subset

$$
x \in X:=B C^{0}\left(\mathbb{R}, \mathbb{R}^{+}\right)
$$

of the Banach space $B C^{0}(\mathbb{R}, \mathbb{R})$ i.e. we admit positive solutions $x$ only.
Let us analyze the stationary solutions and characteristic equation of (4.1). In $X$, the only stationary solution is

$$
x^{0}(\lambda)=1-1 / \lambda, \quad \lambda>1
$$

(we exclude the branch $x(\lambda) \equiv 0 \notin X$ ), with corresponding characteristic function

$$
\chi_{\lambda}(\mu)=1+(\lambda-1) \mu^{-1} \cdot(1-\exp (-\mu))-\hat{b}(\mu) .
$$

We discuss the limits $\lambda \searrow 1$ and $\lambda \rightarrow \infty$ in order to compute the Hopf index along $x^{0}(\lambda)$. The limit $\lambda \searrow 1$ is regular, $\mu=0$ is the only zero of $\chi_{1}(\mu)$ with $\operatorname{Re} \mu \geqq 0$. This simple zero continues to $\mu=\mu(\lambda)$ near $\lambda=1$ and from

$$
\mu^{\prime}(1)=\left(\hat{b}^{\prime}(0)\right)^{-1}=-\left(\int_{0}^{\infty} s b(s) d s\right)^{-1}<0
$$

we conclude that

$$
\begin{equation*}
\lim _{\lambda \searrow 1} E^{0}(\lambda)=0 \tag{4.3}
\end{equation*}
$$

(the "unstable dimensions" $E^{j}(\lambda)$ were introduced just before Definition 1.6). The limit $\lambda \rightarrow \infty$ is also easy [11]: with $\beta:=1 /(\lambda-1), \chi=0$ is equivalent to

$$
\begin{equation*}
\eta(\beta, \mu):=\beta(1-\hat{b}(\mu))+\mu^{-1}(1-\exp (-\mu))=0 \tag{4.4}
\end{equation*}
$$

where $\eta: \mathbb{R} \times \mathbb{C} \rightarrow \mathbb{C}$ is analytic. Note that $\eta\left(0, \mu_{k}\right)=0$ at the simple zeros $\mu_{k}=k \cdot 2 \pi i$, $k \in \mathbb{Z} \backslash\{0\}$. By the implicit function theorem, these zeros have continuations $\mu_{k}(\beta)$ for small $|\beta|$ with derivative

$$
\mu_{k}^{\prime}(0)=-\left(D_{\mu} \eta\left(0, \mu_{k}\right)\right)^{-1} D_{\beta} \eta\left(0, \mu_{k}\right)=-\mu_{k}^{-1}\left(1-\hat{b}\left(\mu_{k}\right)\right) .
$$

In the notation of [11], $b_{k}:=2 \operatorname{Im} \hat{b}\left(\mu_{k}\right)$, we obtain

$$
\operatorname{Re} \mu_{k}^{\prime}(0)=\frac{b_{k}}{4 k \pi}
$$

This implies that

$$
\begin{equation*}
E^{0}\left(\lambda_{0}\right)>0 \quad \text { for large } \lambda_{0}>1, \tag{4.5}
\end{equation*}
$$

if at least one of the numbers $b_{k}$ is positive.
We check the assumptions of our Main Theorem 3.1 for $\lambda \in I:=\left[1+\varepsilon, \lambda_{0}\right]$ and $\varepsilon>0$ sufficiently small. We get around the boundedness assumption on $f$ as in our remarks on Theorem 3.1. Obviously, $b \in A_{\gamma}$ implies $a \in A_{\gamma}$. Assumption (1.9) is satisfied: we obtain a stationary branch $x^{0}(\lambda)$ with $\chi_{\lambda}(0)=\lambda-1 \neq 0$. The set $C$ of centers is discrete. To see that we write $\mu=i \tau$ and solve equation (4.4) for $\beta$, obtaining

$$
\beta=\Phi(\tau)
$$

with $\Phi(\tau):=-(1-\exp (-i \tau)) \cdot(i \tau(1-\hat{b}(i \tau)))^{-1}$. The curve $\Phi$ is analytic for $\tau>0$ and $\operatorname{Im} \Phi \not \equiv 0$ because $\Phi(2 \pi k)=0, \operatorname{Im} \Phi^{\prime}(2 \pi k) \neq 0$ provided that $b_{k} \neq 0$. Together with $\Phi(\tau) \rightarrow 0$ for $\tau \rightarrow \infty$ this proves $C$ is discrete. Hence we may pick $\lambda_{0}$ large enough such that (4.5) is valid and no centers occur on $\partial I$, i.e. Assumption (1.10) holds. By Definition 1.6 of the Hopf index, (4.3) and (4.5) imply

$$
H=\frac{1}{2}(-1)^{E^{0}(1+\varepsilon)} \cdot\left(E^{0}\left(\lambda_{0}\right)-E^{0}(1+\varepsilon)\right)=\frac{1}{2} E^{0}\left(\lambda_{0}\right)>0,
$$

i.e. Assumption (3.1) holds. Analyticity of $\chi_{\lambda}(\mu)$ (cf. (2.7)) is trivial. Applying Theorem 3.1 we obtain the following.

Corollary 4.1. Let the kernel $b$ in equation (4.1) be nonnegative with integral normalized to one, $b \in A_{\gamma}$ for some positive $\gamma$, and

$$
b_{k}:=2 \int_{0}^{\infty} b(s) \sin (2 \pi k s) d s>0
$$

for some $k \in \mathbb{N}$.
Then one of the following holds:
(4.6) For any large enough $\lambda_{0}$ which does not occur in the discrete set $C$ of centers there exists a nonstationary periodic solution $x \in X=B C^{0}\left(\mathbb{R}, \mathbb{R}^{+}\right)$of equation (4.1); or
(4.7) there exists $a \lambda_{0}>1$ and a continuum $Z \subset\left(1, \lambda_{0}\right) \times X$ consisting of centers and nonstationary periodic solutions of (4.1) such that $Z$ is global, i.e. $Z$ contains nonstationary periodic solutions $(\lambda, x)$ with

- arbitrarily large norms of $x$, or
- arbitrarily large virtual periods.

Proof. Our previous remarks prove that a global continuum $Z_{\varepsilon} \subset\left[1+\varepsilon, \lambda_{0}\right] \times X$ exists, if we can exclude the possibility that $Z_{\varepsilon}$ terminates at a periodic orbit in $\left[1+\varepsilon, \lambda_{0}\right] \times \partial X$. From Gripenberg [17] it is immediate that 0 is the only periodic orbit in $\partial X$.

If $(\lambda, 0)$ is in $\bar{Z}_{\varepsilon}$ with virtual periods staying bounded on $Z$, then $(\lambda, 0)$ is a center, $\lambda \neq 1$ and there is a periodic solution $y \geqq 0,|y|=1$ of the linearized equation

$$
y=\lambda b * y .
$$

Taking averages over a period, we obtain a contradiction to $\lambda \neq 1, \int b=1$. Thus $(\lambda, 0) \notin \bar{Z}$ and Theorem 3.1 applies on $\left[1+\varepsilon, \lambda_{0}\right] \times X$.

Letting $\varepsilon \rightarrow 0$, we can in fact obtain a global continuum $Z=$ " $\lim$ " $Z_{\varepsilon}$ in $\left[1, \lambda_{0}\right] \times X$ as was indicated in our remarks following Theorem 3.1; cf. also Step 2 in the proof of Theorem 3.1.

Note that (4.1) cannot have nontrivial periodic orbits at $\lambda=1$, to complete the proof of the corollary.

Under the stronger but epidemiologically reasonable assumption that there is a constant $C$ such that $b \leqq C \cdot 1_{[0,1]}$ it is easy to see that all periodic solutions in $X$ have norm at most $\lambda \cdot C$. Then Corollary 4.1 holds even if we drop the alternative " $Z$ is unbounded" in (4.7).

Our second example concerns a model for circular neural nets, cf. an der Heiden [22]. The system reads

$$
\begin{equation*}
x_{j}=\lambda h_{j} * f_{j}\left(x_{j-1}\right), \quad j=1, \cdots, m \tag{4.8}
\end{equation*}
$$

with $x_{0}:=x_{m}$. We assume
(4.9) the kernels $h_{j} \geqq 0$ have integral normalized to 1 , and $h_{j} \in A_{\gamma}$ for some $\gamma>0$ and all $j$; the $C^{1}$-nonlinearities $f_{j}$ satisfy $f_{j}(\xi) \neq 0$ for $\xi \neq 0, f_{j}(0)=0$ and $c:=\Pi_{j} f_{j}^{\prime}(0)<0$.
Systems (4.8) with $\lambda>0>c$ are called "repressible" in [22]. We give a general discussion of the Hopf index $H$ first and specify kernels $h_{j}$ later. Our result shows how delays in the kernels cause global Hopf bifurcation.

This time we work directly in the setting of equation (1.1), $I=\left[0, \lambda_{0}\right]$. The only stationary solution of system (4.8) is the zero solution (by Assumption 4.9), and the characteristic equation reads

$$
\chi_{\lambda}(\mu)=1-\lambda^{m} \cdot c \prod_{j} \hat{h}_{j}(\mu)=0
$$

Obviously, $\chi_{\lambda}(0)=1-\lambda^{m} c \neq 0$.
For $\lambda=0$ we trivially obtain $\chi(\mu) \equiv 1$, hence

$$
\begin{equation*}
E(\lambda=0)=0 . \tag{4.10}
\end{equation*}
$$

Obviously, nonstationary periodic solutions do not exist for $\lambda=0$.
Analysis for $\lambda=\lambda_{0}>0$ is much more involved. Introducing $\beta:=\lambda^{-m}, \mu=i \tau$ and $\Phi(\tau):=c \cdot \Pi \hat{h}_{j}(i \tau)$, the characteristic equation reads

$$
\begin{equation*}
\Phi(\tau)=\beta \tag{4.11}
\end{equation*}
$$

As before, $\Phi$ is analytic. Therefore $\Phi(0)=c, \operatorname{Im} \Phi^{\prime}(0) \neq 0$ implies that $\operatorname{Im} \Phi \not \equiv 0$ and the set $C$ of centers is discrete, by real analyticity of $\tau \rightarrow \operatorname{Im} \Phi(\tau)$. However, $C$ may be unbounded.

In our first example, we have discussed the case that $\Phi$ has a real zero. This time, let us assume $\Phi(\tau) \neq 0$ for all real $\tau$. To compute

$$
E\left(\lambda_{0}\right)
$$

we may perturb $\Phi$ slightly, such that $\Phi^{\prime}(\tau) \neq 0$ whenever $\Phi(\tau) \in \mathbb{R}^{+}$. In that case, all imaginary characteristic roots $\mu=i \tau$ are simple and (4.11) may be solved for $\mu=\mu(\beta)$, locally, with

$$
\begin{equation*}
\operatorname{sgn} \operatorname{Re} \mu^{\prime}(\beta)=-\operatorname{sgn} \operatorname{Im} \tau^{\prime}(\beta)=\operatorname{sgn} \operatorname{Im} \Phi^{\prime}(\tau) \tag{4.12}
\end{equation*}
$$

This equality tells us how $E(\lambda)$ relates to the winding number $n(\Phi, 0)$ around 0 of the complex valued curve $\Phi: \mathbb{R} \rightarrow \mathbb{C} \backslash\{0\}$. For $\left(\lambda_{0}, 0\right) \notin C$ and $\beta_{0}:=\lambda_{0}^{-m}$ let $\tau_{0}>0$ be maximal (Riemann-Lebesgue lemma) such that $\Phi\left(\tau_{0}\right) \in\left[\beta_{0}, \infty\right)$. Then all imaginary characteristic roots $\mu=i \tau$ on $C \cap\left(\left[0, \lambda_{0}\right] \times\{0\}\right)$ satisfy $|\tau| \leqq \tau_{0}$ and contribute to the left-hand side of (4.12) for some $\tau \in\left[-\tau_{0}, \tau_{0}\right]$, adding up to $E\left(\lambda_{0}\right)$. The right-hand sides add up almost to the winding number $n\left(\Phi\left(\left[-\tau_{0}, \tau_{0}\right]\right), 0\right)$ with a possible difference of at most one. Thus we have proved

$$
\begin{equation*}
\left|E\left(\lambda_{0}\right)-n\left(\Phi\left(\left[-\tau_{0}, \tau_{0}\right]\right), 0\right)\right| \leqq 1 \tag{4.13}
\end{equation*}
$$

We apply our Main Theorem 3.1 with $\lambda \in I=\left[0, \lambda_{0}\right]$ just as with our first example. By (4.10), we know that on $\left[0, \lambda_{0}\right] \times X$

$$
H=\frac{1}{2} E\left(\lambda_{0}\right)
$$

and (4.13) helps us to compute this quantity.

Before we specify particular kernels we summarize our result as follows.
Corollary 4.2. Let Assumption (4.9) be satisfied for the repressible system (4.8). In addition suppose that for $\lambda=\lambda_{0}>0$ the winding number $n(\Phi, 0)$ satisfies

$$
\begin{equation*}
\left|n\left(\Phi\left(\left[-\tau_{0}, \tau_{0}\right]\right), 0\right)\right|>1 \tag{4.14}
\end{equation*}
$$

Then the conclusion of Theorem 3.1 holds for system (4.8) on $\left[0, \lambda_{0}\right] \times X$. Obviously, (3.4) $\lambda=\alpha=0$ is impossible, i.e. nonstationary periodic orbits do not exist at $\lambda=0$.

As a simple example we specify the following delaying kernels

$$
\begin{align*}
h_{j}(s) & = \begin{cases}0 & \text { for } 0 \leqq s<\zeta_{j}, \\
b_{j}\left(s-\zeta_{j}\right) & \text { for } \zeta_{j} \leqq s<\infty,\end{cases}  \tag{4.15}\\
b_{j}(s) & =p_{j}(s) \exp \left(-\gamma_{j} s\right),
\end{align*}
$$

with $\gamma_{j}>0, \zeta_{j} \geqq 0, \Sigma \zeta_{j}>0$ and nonzero polynomials $p_{j} \geqq 0$ on $[0, \infty)$. We check Assumption (4.14) on the winding number of $\Phi$. We compute

$$
\begin{aligned}
\Phi(\tau) & =\prod_{j} f_{j}^{\prime}(0) \hat{h}_{j}(i \tau) \\
& =c \cdot \prod_{j} \hat{b}_{j}(i \tau) \cdot \exp \left(-i \tau \sum_{j} \zeta_{j}\right) \\
& =c \cdot \prod_{j} \hat{p}_{j}\left(\gamma_{j}+i \tau\right) \cdot \exp \left(-i \tau \sum_{j} \zeta_{j}\right) \\
& =c \cdot \prod_{j} q_{j}\left(1 /\left(\gamma_{j}+i \tau\right)\right) \cdot \exp \left(-i \tau \sum_{j} \zeta_{j}\right),
\end{aligned}
$$

where $q_{j}$ are polynomials related to $p_{j}$. Thus

$$
\Phi(\tau)=c q(\tau) \exp \left(-i \tau \sum_{j} \zeta_{j}\right)
$$

with $\arg (q(\tau))$ being uniformly bounded for $\tau \in \mathbb{R}$ (we take $\arg (q(\tau))$ continuous as a function of $\tau$ ). By equation (4.11), the set $C$ of centers is therefore unbounded and

$$
\lim _{\tau_{0} \rightarrow \infty} n\left(\Phi\left(\left[-\tau_{0}, \tau_{0}\right]\right), 0\right)=-\infty
$$

Hence Corollary 4.2 applies for all sufficiently large $\lambda_{0}>0$. This result is not affected by a possible finite number of real zeros of $\Phi$.

Following our previous analysis we could treat other kernels (e.g. step functions) as well. Also, small self-inhibition or self-excitation in (4.8) does not change our results.

Finally, we note that Gripenberg's example [16], [17] can be treated along the lines of our second example. With regard to $\Phi(\tau),(4.1)$ is rather special because it yields infinitely many zeros of $\Phi$.
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Note added in proof. Above we announce a result on global Hopf bifurcation if Assumption (1.9) is violated. This accounts for degenerate stationary solutions and their bifurcations. The corresponding ODE theory is developed in B. Fiedler, Global Hopf bifurcation of two parameter flows, Arch. Rational Mech. Anal., to appear. By ODE-approximation, this theory carries over to Volterra integral equations as considered in the present paper.
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#### Abstract

A general abstract model of time-independent kinetic equations on the half-line is presented. The existence and uniqueness of the solution is proved under specified incoming flux and nonmultiplying boundary reflection processes. An iterative method is formulated for computing in principle the solution by using the solution of the analogous problem without reflection. In many concrete cases (e.g. neutron transport, BGK model in rarefied gas dynamics, etc.) the available explicit expression for the latter provides the actual solution of the general problem. Possible generalizations and open problems are briefly discussed.
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1. Introduction. In recent years substantial progress has been reported on the existence and uniqueness theory for the solution of boundary value problems of the type

$$
\begin{align*}
& T \psi^{\prime}(x)=-A \psi(x), \quad x \in \mathbb{R}_{+},  \tag{1.1}\\
& Q_{+} \psi(0)=\mathscr{R} J Q_{-} \psi(0)+\phi_{+},  \tag{1.2}\\
& \|\psi(x)\|=O(1) \quad(x \rightarrow \infty), \tag{1.3}
\end{align*}
$$

where $T$ is an injective self-adjoint operator, $Q_{+}$and $Q_{-}$the orthogonal projections onto the maximal positive and negative $T$-invariant subspaces and $A$ a positive self-adjoint (bounded or unbounded) Fredholm operator. The operators $\mathscr{R}$ and $J$ as well as the precise meaning of the norm in (1.3) will be specified later. This boundary value problem models a variety of time-independent transport phenomena in semi-infinite media with boundary conditions appropriate to incoming flux specification and, if $\mathscr{R}$ is nonzero, to a (partial) reflection at the boundary. In most instances, however, it has been assumed that $\mathscr{R}=0$ (absence of reflection), and in this case the solution $\psi$, whenever unique, is represented in the form

$$
\begin{equation*}
\psi(x)=e^{-x T^{-1} A} E \phi_{+}, \quad x \in \mathbb{R}_{+} . \tag{1.4}
\end{equation*}
$$

In this direction we note the important contributions of Hangelbroek [14], Lekkerkerker [16], Beals [1, 2], van der Mee [19] and Greenberg et al. [13]. Only recently such a theory has been developed with full account of boundary reflection processes $(R \equiv 0)$. Namely, Beals and Protopopescu [3], [4] obtained an existence and uniqueness theory

[^79]for the Fokker-Planck equation
\[

$$
\begin{align*}
& v \frac{\partial \psi}{\partial x}(x, v)=\frac{\partial^{2} \psi}{\partial v^{2}}(x, v)-v \frac{\partial \psi}{\partial x}(x, v), \quad x \in \mathbb{R}_{+}, \quad v \in \mathbb{R},  \tag{1.5}\\
& \psi(0, v)=\alpha \psi(0,-v)+\beta \int_{-\infty}^{0} \sigma\left(v^{\prime} \rightarrow v\right) \psi\left(0, v^{\prime}\right) d v^{\prime}+\phi_{+}(v), \quad v \in \mathbb{R}_{+},  \tag{1.6}\\
& \lim _{x \rightarrow \infty}\{\psi(x, v) / x\}=b . \tag{1.7}
\end{align*}
$$
\]

For general $\sigma$ 's the existence proof required a condition which will turn out to be automatically satisfied. Maslova [17], [18] published related results on the linearized Boltzmann equation with a sufficiently regular intermolecular potential. Greenberg and van der Mee [12] formulated a related radiative transfer problem in an abstract setting, but their result deals with (1.1) on a finite interval. The abstract approach was recently followed by van der Mee [20], who announced some results on this problem.

The paper is organized as follows. For the reader's convenience in §2 we provide a brief but fairly complete review of the existence and uniqueness theory for the solution of (1.1)-(1.3). Section 3 contains the procedure of computing the solution of the problem with reflection from the solution of the same problem without reflection $(\mathscr{R}=0)$. This iterative scheme can be implemented whenever the albedo operator $E$ in (1.4) is known explicitly, which is actually the case for a large class of problems. Namely, if $A$ is a compact perturbation of the identity, an expression for $E$ in terms of generalized Chandrasekhar $\mathbf{H}$-functions [9] has been given by van der Mee [21], thereby generalizing a plethora of results obtained before for specific models (neutron transport, radiative transfer, BGK models, etc.). In some cases the iterative procedure can also be derived from a half-range completeness result involving $\mathbf{H}$-functions (cf. [7], for instance). At present, no explicit representation is known for the albedo operator $E$ in the case of the Fokker-Planck model (1.5)-(1.7) and more general Sturm-Liouville problems.
2. Existence and uniqueness theory. In the present section we provide a brief but fairly complete review of the existence and uniqueness theory for the solution of (1.1)-(1.3). In order to explain the later introduction of a number of concepts, we present the overall flavor of the theory by first considering $T$ bounded and $A$ strictly positive and neglecting reflection processes, which is relevant to radiative transfer in absorbing atmospheres [9] and neutron transport in submultiplying reactors [7]. Using semigroup theory, one may naturally write solutions to (1.1) in the form

$$
\psi(x)=e^{-x T^{-1} A} \psi(0), \quad 0 \leqq x<\infty,
$$

where $\psi(0)$ must be chosen in the subspace corresponding to the nonnegative part of the spectrum of the evolution operator $T^{-1} A$ in order that the above semigroup expression makes sense and condition (1.3) is fulfilled. On fitting the boundary condition (1.2) where $\mathscr{R}=0$, one must require $Q_{+} \psi(0)=\varphi_{+}$. If one would formulate an analogous boundary value problem for $x \in(+\infty, 0)$, one should require that $\psi(0)$ be chosen in the subspace corresponding to the nonpositive part of the spectrum of $T^{-1} A$ and $Q_{-} \psi(0)=\varphi_{-}$. In a natural way one may thus express the unique solvability of both half-space problems, for $x \in(0, \infty)$ and for $x \in(-\infty, 0)$, in terms of the invertibility of the operator $V$, which maps the nonnegative (resp. nonpositive) spectral subspace of $T^{-1} A$ into the ranges of the projections $Q_{ \pm}$onto forward (resp. backward) "fluxes". As a matter of fact, $V \psi(0)=\varphi_{+}, E=V^{-1}$ is called the albedo operator and formula (1.4) arises as the obvious result. Below we shall review the existence and uniqueness theory
along the above set up (which originates from Hangelbroek [14]) in some detail, since the unboundedness of $T$, the appearance of a nonzero null space of $A$ and the absence of compactness assumptions on $A$ cause technical difficulties and necessitate the introduction of some novel notions.

Let us now drop the above restrictions on $T$ and $A$. Let $T$ be an injective self-adjoint operator and $A$ a positive self-adjoint operator with closed range $\operatorname{Ran} A$ and null space $\operatorname{Ker} A$ of finite dimension, both defined on the complex Hilbert space $H$. For the sake of convenience we assume $A$ to be bounded, but at the end of this work we shall discuss how to remove this restriction. We then define the zero root subspace

$$
\begin{equation*}
Z_{0}=\left\{h \in H / \exists n \in \mathbb{N}:\left(T^{-1} A\right)^{n} h=0\right\} \tag{2.1}
\end{equation*}
$$

and assume $Z_{0} \subset D(T)$. It can then be proved (cf. [13]; the result there extends to unbounded $T$ ) that $Z_{0}$ has a finite dimension and $Z_{0}=\operatorname{Ker}\left(T^{-1} A\right)^{2}$. Here we also assume that $Z_{0}$ is nondegenerate in the following sense:

$$
\left\{h \in Z_{0} /(T h, k)=0 \text { for all } k \in Z_{0}\right\}=\{0\}
$$

In fact, this assumption is automatically satisfied. (If $T$ is bounded, see [13]).
Proposition 2.1. We have the following decompositions:

$$
\begin{align*}
& Z_{0} \oplus\left(T\left[Z_{0}\right]\right)^{\perp}=H  \tag{2.2}\\
& T\left[Z_{0}\right] \oplus Z_{0}^{\perp}=H  \tag{2.3}\\
& Z_{0}^{\perp}=T\left\{\left(T\left[Z_{0}\right]\right)^{\perp}\right\}=A\left\{\left(T\left[Z_{0}\right]\right)^{\perp}\right\} \tag{2.4}
\end{align*}
$$

Moreover, $Z_{0}$ and $\left(T\left[Z_{0}\right]\right)^{\perp}$ are $T^{-1} A$-invariant subspaces and there exists a unique operator $S$ on $\left(T\left[Z_{0}\right]\right)^{\perp}$ such that

$$
\begin{equation*}
T^{-1} A=\left(T^{-1} A \mid z_{0}\right) \oplus S^{-1} \tag{2.5}
\end{equation*}
$$

The operator $S$ is self-adjoint with respect to the positive definite inner product on $\left(T\left[Z_{0}\right]\right)^{\perp}$ given by

$$
\begin{equation*}
(h, k)_{A}=(A h, k) \tag{2.6}
\end{equation*}
$$

For isotropic neutron transport in a conservative medium, where $Z_{0}$ can be constructed explicitly, this Proposition 2.1 is due to Lekkerkerker [16]. It later appeared in more abstract form in [19], [13], [2].

Let us introduce $H_{T}$ as the Hilbert space obtained by completing $D(T)$ with respect to the inner product

$$
(h, k)_{T}=(|T| h, k)
$$

Let us assume that there exists a unitary and self-adjoint operator $J$ on $H$, which leaves invariant $D(T)$ and satisfies

$$
T J=-J T, \quad A J=J A .
$$

Then $J$ extends from $D(T)$ to a unitary and self-adjoint operator on $H_{T}$, as also do the orthogonal projections $Q_{+}$and $Q_{-}$of $H$ onto the maximal positive and negative $T$-invariant subspaces, respectively. We shall require the reflection operator to be a bounded operator on $Q_{+}[H]$, which leaves invariant $D(T)$, and satisfies the identity

$$
\begin{equation*}
T \mathscr{R}=\mathscr{R}^{\dagger} T \tag{2.7}
\end{equation*}
$$

for some bounded operator $\mathscr{R}^{+}$on $H$. Putting

$$
\mathscr{R} h \stackrel{\text { def }}{=} J \mathscr{R} J h, \quad h \in Q_{-}[H]
$$

we extend $\mathscr{R}$ to a bounded operator on $H$, which automatically commutes with $J$, leaves invariant $D(T)$ and extends from $D(T)$ to a bounded operator on $H_{T}$. In order that the operator $\mathscr{R}$ models a nonmultiplying reflection process at the boundary, we also assume that $\mathscr{R}$ extends to a contraction on $H_{T}$ :

$$
(|T| \mathscr{R} h, \mathscr{R} h) \leqq(|T| h, h), \quad h \in D(T)
$$

For later use we include the following result, derived by Beals [1] for injective and certain noninjective $A$, and generalized by Greenberg et al. [13].

Theorem 2.2. For every $\phi_{+} \in Q_{+}\left[H_{T}\right]$ there exists at least one continuous function $\psi:[0, \infty) \rightarrow H_{T}$, which is continuously differentiable on $(0, \infty)$ and satisfies the equations

$$
\begin{align*}
& T \psi^{\prime}(x)=-A \psi(x), \quad x \in \mathbb{R}_{+},  \tag{2.8}\\
& Q_{+} \psi(0)=\phi_{+},  \tag{2.9}\\
& \|\psi(x)\|_{T}=O(1) \quad(x \rightarrow \infty) . \tag{2.10}
\end{align*}
$$

The number of linearly independent solutions of the homogeneous ( $\phi_{+}=0$ ) problem coincides with the maximal number of linearly independent vectors $h_{1}, \cdots, h_{k} \in \operatorname{Ker} A$ satisfying $\left(T h_{i}, h_{j}\right)=0$ for $i \neq j$ and $\left(T h_{i}, h_{i}\right)<0$ for $i=1,2, \cdots, k$.

In fact, it is possible to construct at least one "albedo operator" $E$, which is a bounded strictly positive self-adjoint operator on $H_{T}$, such that

$$
\begin{equation*}
\psi(x)=e^{-x T^{-1} A} P E \phi_{+}+(I-P) E \phi_{+} \tag{2.11}
\end{equation*}
$$

is a solution of (2.8)-(2.10). Here $P$ is the continuous extension from $D(T)$ to $H_{T}$ of the projection of $H$ onto $\left(T\left[Z_{0}\right]\right)^{\perp}$ along $Z_{0}$ (cf. (2.1)), while

$$
\begin{equation*}
\|I-E\|_{H_{T}}<1 \tag{2.12}
\end{equation*}
$$

(cf. [13], where it is shown that $\sigma(E) \subset(0,2)$ ). Evidently we must then have $(I-P) E \phi_{+}$ $\in \operatorname{Ker} A$ for all $\phi_{+} \in Q_{+}\left[H_{T}\right]$.

The solution of the existence problem for (1.1)-(1.3) is provided by the following
Theorem 2.3. For every $\phi_{+} \in Q_{+}\left[H_{T}\right]$ there exists at least one continuous function $\psi:[0, \infty) \rightarrow H_{T}$, which is continuously differentiable on $(0, \infty)$ and satisfies the equations

$$
\begin{align*}
& T \psi^{\prime}(x)=-A \psi(x), \quad x \in \mathbb{R}_{+},  \tag{2.13}\\
& Q_{+} \psi(0)=\mathscr{R} J Q_{-} \psi(0)+\phi_{+},  \tag{2.14}\\
& \|\psi(x)\|_{T}=O(1) \quad(x \rightarrow \infty) \tag{2.15}
\end{align*}
$$

Proof. Consider the operator

$$
S_{\mathscr{R}}=I+\mathscr{R} J(I-E)
$$

Because of the estimate

$$
\begin{equation*}
\left\|S_{\mathscr{R}}-I\right\|_{H_{T}} \leqq\|\mathscr{R}\|_{H_{T}}\|J\|_{H_{T}}\|I-E\|_{H_{T}}<1 \tag{2.16}
\end{equation*}
$$

the operator $S_{\mathscr{R}}$ is bounded and invertible on $H_{T}$. Consider the function

$$
\psi(x)=e^{-x T^{-1} A} P E S_{\mathscr{R}}^{-1} \phi_{+}+(I-P) E S_{\mathscr{R}}^{-1} \phi_{+}, \quad 0 \leqq x<\infty .
$$

Then $\psi$ is a continuous function from $[0, \infty)$ into $H_{T}$, which is bounded and continuously differentiable on $(0, \infty)$ and satisfies (2.13), since $(I-P) E S_{\mathscr{R}}^{-1} \phi_{+} \in \operatorname{Ker} A$. Notice that $S_{\mathscr{R}}$ maps $Q_{+}\left[H_{T}\right]$ onto itself. We now have

$$
\begin{aligned}
\left(Q_{+}-\mathscr{R} J Q_{-}\right) \psi(0) & =\left(Q_{+}-\mathscr{R} J Q_{-}\right) E S_{\mathscr{R}}^{-1} \phi_{+} \\
& =\left(Q_{+}-\mathscr{R} J Q_{-}\right) E Q_{+} S_{\mathscr{R}}^{-1} \phi_{+}=\left(Q_{+}-\mathscr{R} J Q_{-} E Q_{+}\right) S_{\mathscr{R}}^{-1} \phi_{+} \\
& =\left(Q_{+}+\mathscr{R} J Q_{-}(I-E) Q_{+}\right) S_{\mathscr{R}}^{-1} \phi_{+}=Q_{+} S_{\mathscr{R}} Q_{+} S_{\mathscr{R}}^{-1} \phi_{+}=\phi_{+},
\end{aligned}
$$

and therefore (2.14) is satisfied.
Remark. As far as one considers only operators $A$ which do not have negative definite parts and whose kernel is finite-dimensional, the most general boundary condition to be imposed at infinity reads

$$
\begin{equation*}
\exists n \geqq 0:\|\psi(x)\|_{T}=0\left(x^{n}\right)(x \rightarrow \infty) \tag{2.17}
\end{equation*}
$$

This is the case for conservative neutron transport [16] and for the Fokker-Planck equation [4], where the root subspace as defined by (2.1) is two-dimensional and $n=1$. This implies that for large $x$ the solution behaves as $f_{1}+f_{2} x$. (Here the vectors $f_{1}$ and $f_{2}$ are functions depending on the angular (for neutron transport) or velocity (for the Fokker-Planck equation) variable, but in more general cases they may contain some other variables as well, depending on the complexity of the operators $T$ and $A$.) For the kinetic (transport) problems usually occurring in physical situations the solution $f_{1}+f_{2} x$ is called normal (or Chapman-Enskog) and the vectors in the root subspace are related to the (reduced) hydrodynamical description, valid far from the boundary. Because the boundary condition (2.17) is more general than (2.15), existence of solutions is clear. For the two types of boundary condition at infinity the number of linearly independent solutions might be different if normal solutions occur.

Let us now define $P$ as the projection onto $\left(T\left[Z_{0}\right]\right)^{\perp}$ along $Z_{0}$ and $P P_{+}$(resp. $P P_{-}$) as the projection onto the maximal positive (resp. negative) $S$-invariant subspace along the direct sum of $Z_{0}$ and the maximal negative (resp. positive) $S$-invariant subspace. Here positivity and negativity relate to the inner product (2.6) and essential use has been made of the Spectral Theorem for $S$ (cf. Proposition 2.1). As a consequence,

$$
\begin{equation*}
\left(T P P_{+} h, h\right)=\left(S P P_{+} h, h\right)_{A} \geqq 0, \quad\left(T P P_{-} k, k\right)=\left(S P P_{-} k, k\right)_{A} \leqq 0 \tag{2.18}
\end{equation*}
$$

where strict positivity and negativity hold for $h \in \operatorname{Ran} P P_{+}$and $k \in \operatorname{Ran} P P_{-}$. Then $P P_{+}$and $P P_{-}$extend to bounded projections on $H_{T}$ (cf. [1],[13]). Next put

$$
\begin{equation*}
M_{\mp},=\left[\operatorname{Ran} P P_{ \pm} \oplus \operatorname{Ker}\left(Q_{ \pm}-\mathscr{R} J Q_{\mp}\right)\right] \cap Z_{0} \tag{2.19}
\end{equation*}
$$

for the notions concerning indefinite inner product spaces we are going to use we refer to [5].

Lemma 2.4. We have

$$
(T h, h) \leqq 0, \quad h \in M_{-, \mathscr{R}} .
$$

If $\|\mathscr{R}\|_{H_{T}}<1$, or under the weaker assumption

$$
\begin{equation*}
\operatorname{Ker}\left(Q_{+}-\mathscr{R} J Q_{-}\right) \cap Z_{0}=\{0\}, \tag{2.20}
\end{equation*}
$$

we have

$$
(T h, h)<0, \quad 0 \neq h \in M_{-, \mathscr{R}} .
$$

Proof. For $h \in M_{-, \mathscr{R}}$ we first determine $g \in \operatorname{Ran} P P_{+}$and $k \in \operatorname{Ker}\left(Q_{+}-\mathscr{R} J Q_{-}\right)$ such that $h=g+k$. Since $h \in Z_{0}$ and $g \in\left(T\left[Z_{0}\right]\right)^{\perp}$, we have $(T h, g)=0$. Hence,

$$
\begin{aligned}
(T h, h)+(T g, g) & =(T k, k)=\left\|Q_{+} k\right\|_{T}^{2}-\left\|Q_{-} k\right\|_{T}^{2} \\
& =\left\|\mathscr{R} J Q_{-} k\right\|_{T}^{2}-\left\|Q_{-} k\right\|_{T}^{2} \leqq-\left(I-\|\mathscr{R}\|_{H_{T}}^{2}\right)\left\|Q_{-} k\right\|_{T}^{2}
\end{aligned}
$$

Since $(T g, g)=(S g, g)_{A} \geqq 0$ (cf. (2.18)), we have $(T h, h) \leqq 0$. Moreover, if $(T h, h)=0$, then $g=0$ and either $\|\mathscr{R}\|_{h_{T}}=1$ or $Q_{-} k=0$; the latter would imply $k=\mathscr{R} J Q_{-} k+Q_{-} k$ $=0$ and $h=0$. Hence, if $\|\mathscr{R}\|_{H_{T}}<1$, we have $(T h, h)<0$ for $0 \neq h \in M_{-, \mathscr{R}}$. The latter conclusion can also be drawn under the weaker assumption (2.20).

In the same way we can prove that

$$
(T h, h)<0, \quad h \in M_{-, \mathscr{R}} \cap \operatorname{Ker} A,
$$

provided

$$
\begin{equation*}
\operatorname{Ker}\left(Q_{+}-\mathscr{R} J Q_{-}\right) \cap \operatorname{Ker} A=\{0\} . \tag{2.21}
\end{equation*}
$$

Theorem 2.5. Under the condition (2.21) the number of linearly independent solutions of the homogeneous $\left(\phi_{+}=0\right)$ problem (2.13)-(2.15) coincides with the maximal number of linearly independent vectors $h_{1}, \cdots, h_{k} \in \operatorname{Ker} A$ satisfying $\left(T h_{i}, h_{j}\right)=0$ for $i \neq j$ and $\left(T h_{i}, h_{i}\right)<0$ for $i=1,2, \cdots, k$.

Proof. Denoting by $\mathscr{R}^{*}$ the adjoint of $\mathscr{R}$ in $H$, we easily compute

$$
\begin{aligned}
\left(T\left[M_{\mp, \mathscr{R}}\right]\right)^{\perp} & =\left[\left(T \operatorname{Ran} P P_{ \pm}\right)^{\perp} \cap \operatorname{Ran} T^{-1}\left(Q_{ \pm}-Q_{\mp} J \mathscr{R} *\right)\right]+\left(T\left[Z_{0}\right]\right)^{\perp} \\
& =\left[\left(\operatorname{Ran} P P_{\mp} \oplus Z_{0}\right) \cap \operatorname{Ran}\left(Q_{ \pm}+Q_{\mp} J\left(\mathscr{R}^{\dagger}\right)^{*}\right) T^{-1}\right]+\left(T\left[Z_{0}\right]\right)^{\perp} \\
& =\left\{\left[\operatorname{Ran} P P_{\mp} \oplus \operatorname{Ran}\left(Q_{ \pm}+Q_{\mp} J\left(\mathscr{R}^{\dagger}\right)^{*}\right)\right] \cap Z_{0}\right\} \cap\left(T\left[Z_{0}\right]\right)^{\perp} .
\end{aligned}
$$

Here we have used the intertwining property $T \mathscr{R}=\mathscr{R}^{\dagger} T$ and the fact that the operator $Q_{ \pm}+Q_{\mp} J\left(\mathscr{R}^{\dagger}\right)^{*}$ is a bounded projection on $H$ and therefore has closed range. For $g \in \operatorname{Ran} P P_{-}$and $k=\left(Q_{+}+Q_{-} J\left(\mathscr{R}^{\dagger}\right)^{*}\right) l$ we obtain

$$
\begin{aligned}
(T h, h)+(T g, g)=(T k, k) & =\left\|Q_{+} k\right\|_{T}^{2}-\left\|Q_{-} k\right\|_{T}^{2}=\left\|Q_{+} l\right\|_{T}^{2}-\left\|Q_{-} J\left(\mathscr{R}^{\dagger}\right)^{*} l\right\|_{T}^{2} \\
& \geqq\left(1-\left\|\left(\mathscr{R}^{\dagger}\right)^{*}\right\|_{H_{T}}^{2}\right)\left\|Q_{+} l\right\|_{T}^{2} \geqq 0,
\end{aligned}
$$

because $\left(\mathscr{R}^{\dagger}\right) *$ is a contraction in $H_{T}$ :

$$
0 \leqq\left(\left(\mathscr{R}^{\dagger}\right)^{*} h, h\right)_{T}=\left(\left(Q_{+}-Q_{-}\right) h, \mathscr{R}\left(Q_{+}-Q_{-}\right) h\right)_{T} \leqq\|\mathscr{R}\|_{H_{T}}^{2}\|h\|_{T}^{2} \leqq\|h\|_{T}^{2}
$$

We now obtain

$$
(T h, h) \geqq 0, \quad h \in\left(T\left[M_{-, \mathscr{R}}\right]\right)^{\perp} \cap Z_{0} .
$$

Since $Z_{0}$ is nondegenerate with respect to the indefinite inner product

$$
\begin{equation*}
[h, k]=(T h, k) \tag{2.22}
\end{equation*}
$$

$M_{-, \mathscr{R}}$ is negative and $\left(T\left[M_{-, \mathscr{R}}\right]\right)^{\perp} \cap Z_{0}$ is positive, the subspace $M_{-, \mathscr{R}}$ is maximal negative with respect to this inner product. Under the condition (2.21) the subspace $M_{-, \mathscr{R}} \cap \operatorname{Ker} \boldsymbol{A}$ then is strictly negative and maximal in this respect among the subspaces
of $\operatorname{Ker} A$. Because the linear span of the vectors $h_{1}, \cdots, h_{k}$ in the statement of this theorem is also a maximal strictly negative subspace of $\operatorname{Ker} A$ and the dimension of such a subspace does not depend on its specific choice, we must have $\operatorname{dim}\left(M_{-, \mathscr{R}} \cap\right.$ $\operatorname{Ker} A)=k$. Finally, if $\psi$ is a solution of (2.13)-(2.15) with $\phi_{+}=0$, then necessarily $(I-P) \psi(0) \in M_{-, \mathscr{R}} \cap \operatorname{Ker} A$.

Under the condition (2.21) we find the same existence and uniqueness result as for $\mathscr{R}=0$, which we easily see on comparing Theorems 2.2 and 2.5 . If one would drop condition (2.21), the homogeneous ( $\phi_{+}=0$ ) problem (2.13)-(2.15) in general has more linearly independent solutions than is to be expected from the above theorem. As an example, consider the case $\mathscr{R}=I$, which describes purely specular reflection. First we observe that every $k \in H_{T}$, which satisfies $Q_{+} k-\mathscr{R} J Q_{-} k$ for $\mathscr{R}=I$, has the property

$$
(T k, k)=\left\|Q_{+} k\right\|_{T}^{2}-\left\|Q_{-} k\right\|_{T}^{2}=\left\|J Q_{-} k\right\|_{T}^{2}-\left\|Q_{-} k\right\|_{T}^{2}=0
$$

since $J$ is a unitary operator on $H_{T}$. If such a vector $k$ would belong to the space $\operatorname{Ran} P P_{+} \oplus \operatorname{Ker} A$, as it should be if it were the initial value of a solution $\psi$, then $k=-g+h$ for some $g \in \operatorname{Ran} P P_{+}$and $h \in \operatorname{Ker} A$. Since $Q_{+} k=J Q_{-} k$ implies

$$
J k=J Q_{+} k+J Q_{-} k=J\left(J Q_{-} k\right)+Q_{+} k=k,
$$

and therefore $J g=g$ and $J h=h$, the property $g=J g \in \operatorname{Ran} P P_{-}$would give rise to $g=0$ and thus $k \in \operatorname{Ker} A$, whence $k \in \operatorname{Ker} A \cap \operatorname{Ker}(I-J)$. Conversely, every such $k$ would fulfill the condition $J Q_{-} k=Q_{+} J k=Q_{+} k$ and therefore be an initial value of some solution $\psi$. Thus the constant functions $\psi(x)=k$, where $k=J k \in \operatorname{Ker} A$, are the solutions of the homogeneous $\left(\phi_{+}=0\right)$ problem (2.13)-(2.15) with $\mathscr{R}=I$.

Remark. The analogue of Theorem 2.5 for the kinetic equation (2.13) with boundary conditions (2.14) and (2.17) can easily be obtained by repeating the arguments with $Z_{0}$ instead of $\operatorname{Ker} A$. It then appears that under the assumption (2.20) the number of linearly independent solutions of the homogeneous $\left(\phi_{+}=0\right)$ problem coincides with the maximal number of linearly independent vectors $h_{1}, \cdots, h_{k} \in Z_{0}$ satisfying $\left(T h_{i}, h_{j}\right)=0$ for $i \neq j$ and $\left(T h_{i}, h_{i}\right)<0$ for $i=1,2, \cdots, k$, which is the same result as for $\mathscr{R}=0$. In the case of purely specular reflection $(\mathscr{R}=I)$ this number generally is larger and in fact equals the dimension of the subspace $Z_{0} \cap \operatorname{Ker}(I-J)$ of "even" root subspace vectors. In general, for $Z_{0} \neq \operatorname{Ker} A$ one will find a larger measure of nonuniqueness of the solution than for the problem (2.13)-(2.15), which can be accounted for by considering the normal solutions $f_{1}+f_{2} x$.
3. An iteration procedure. Let us consider a suitable bounded strictly positive albedo operator $E$ on $H_{T}$, such that $\psi(0)=E \phi_{+}$yields a solution of (2.8)-(2.10). Such an operator always exists and satisfies (2.12). It is unique, if and only if $(T h, h) \geqq 0$ for all $h \in \operatorname{Ker} A$ (cf. Theorem 2.2). Using the norm estimate (2.16), we may write a solution of (2.13)-(2.15) as follows:

$$
\psi(x)=e^{-x T^{-1} A} P E g_{+}^{+}(I-P) E g_{+}, \quad x \in \mathbb{R}_{+},
$$

where

$$
\begin{equation*}
g_{+}=S_{\mathscr{R}}^{-1} \phi_{+}=\sum_{n=0}^{\infty}(-1)^{n}[\mathscr{R} j(I-E)]^{n} \phi_{+} ; \tag{3.1}
\end{equation*}
$$

the series is absolutely convergent in the norm of $H_{T}$, uniformly in $\phi_{+}$on bounded subsets of $Q_{+}\left[H_{T}\right]$. We may therefore compute $g_{+}$by iterating the vector equation

$$
\begin{equation*}
g_{+}+\mathscr{R} J(I-E) g_{+}=\phi_{+} \tag{3.2}
\end{equation*}
$$

on $Q_{+}\left[H_{T}\right]$. Depending on the choice of the albedo operator $E$-unique if and only if $(T h, h) \geqq 0$ for $h \in \operatorname{Ker} A$-, different solutions are generated. In order to find all solutions, especially in the cases where they are nonunique, one should still solve the homogeneous ( $\phi_{+}=0$ ) problem (2.13)-(2.15). For instance, if $\operatorname{Ker} A \neq\{0\}$ and $J h=h$ for all $h \in \operatorname{Ker} A$, which occurs for the Fokker-Planck example (1.5)-(1.7) (disregarding for the moment that this model does not satisfy the boundedness assumption on $A$ ), we would have $(T h, h)=(T J h, J h)=-(J T h, J h)=-(T h, h)=0$ for all $h \in \operatorname{Ker} A$. This would imply existence of a unique albedo operator and therefore the generation by iteration of one solution only. Nevertheless the problem is nonuniquely solvable and the homogeneous problem should be solved as well. A similar remark applies to the solution of (2.13) with boundary conditions (2.14) and (2.17).

Let us consider the case when $A$ is a compact perturbation of the identity satisfying

$$
\begin{equation*}
\exists 0<\alpha<1: \operatorname{Ran}(I-A) \subset \operatorname{Ran}|T|^{\alpha}, \quad Z_{0} \subset D\left(|T|^{2+\alpha}\right) \tag{3.3}
\end{equation*}
$$

which occurs in one-speed and symmetric multigroup neutron transport (cf. [19]), and several BGK models in rarefied gas dynamics. If we choose a closed subspace $\mathbb{B} \supset$ $\operatorname{Ran}(I-A)$, which may be chosen finite-dimensional if $I-A$ has finite rank, and operators $\pi: H \rightarrow \mathbb{B}$ and $j: \mathbb{B} \rightarrow H$ such that $\pi j$ is the identity on $\mathbb{B}$ and $j \pi$ the orthogonal projection of $H$ onto $\mathbb{B}$, a representation for $E$ can be found in terms of generalized Chandrasekhar H-functions. More precisely, if $\sigma(\cdot)$ denotes the resolution of the identity of the self-adjoint operator $T$, we have (see [21])

$$
\begin{equation*}
E \phi_{+}=\phi_{+}+\int_{-\infty}^{0} \int_{0}^{\infty} \frac{\nu}{\nu-\mu} \sigma(d \mu)(I-A) j \mathbf{H}_{l}(-\mu) \mathbf{H}_{r}(\nu) \pi \sigma(d \nu) \phi_{+}, \tag{3.4}
\end{equation*}
$$

where $\mathbf{H}_{l}(-\mu)$ and $\mathbf{H}_{r}(\nu)$ are solutions of the nonlinear integral equations

$$
\begin{align*}
& \mathbf{H}_{l}(z)^{-1}=I-z \int_{0}^{\infty}(z+t)^{-1} \mathbf{H}_{r}(t) \pi \sigma(d t)(I-A) j,  \tag{3.5}\\
& \mathbf{H}_{r}(z)^{-1}=I-z \int_{0}^{\infty}(z+t)^{-1} \pi \sigma(-d t)(I-A) j \mathbf{H}_{l}(t) . \tag{3.6}
\end{align*}
$$

The solutions and their inverses must be analytic for $\operatorname{Re} z>0$ and continuous for $\operatorname{Re} z \geqq 0$. If $\operatorname{Ker} A \neq\{0\}$, the continuity of $\mathbf{H}_{l}$ and $\mathbf{H}_{r}$ at infinity must be replaced by a weaker requirement. (The precise description of such requirements was not given in [21].) Equation (3.2) then has the form

$$
\begin{equation*}
g_{+}-\int_{\substack{-\infty \\(\mu)}}^{0} \int_{(\nu)}^{\infty} \frac{\nu}{\nu-\mu} \mathscr{R} J \sigma(d \mu)(I-A) j \mathbf{H}_{l}(-\mu) \mathbf{H}_{r}(\nu) \pi \sigma(d \nu) g_{+}=\phi_{+} . \tag{3.7}
\end{equation*}
$$

On solving the $\mathbf{H}$-equations (3.5)-(3.6) we may compute $g_{+}$by iteration. It should be noted that the above expression (3.4) for $E$ was formulated for $\phi_{+} \in Q_{+}[H]$, but allows continuous extension to $\phi_{+} \in Q_{+}\left[H_{T}\right]$.

Let us consider the specific example of the scalar BGK model. The existence and uniqueness theory for this example without reflection is immediate from [1], and has also been published by Kaper [15]. For a combination of specular and diffuse reflection (no absorption) solutions were obtained before by Cercignani [8], using expansion with respect to increasing powers of the accommodation coefficient $\alpha$. Let $L_{2}(\mathbb{R})_{\delta}$ be the Hilbert space of complex measurable functions on $\mathbb{R}$ with inner product

$$
(h, k)=\int_{-\infty}^{\infty} h(v) \overline{k(v)} d \delta(v), \quad d \delta(v)=\pi^{-1 / 2} e^{-v^{2}} d v
$$

and define $T, Q_{+}, Q_{-}, A, \mathscr{R}$ and $J$ as follows:

$$
\begin{aligned}
& (T h)(v)=v h(v), \quad(A h)(v)=h(v)-\pi^{-1 / 2} \int_{-\infty}^{\infty} h\left(v^{\prime}\right) e^{-\left(v^{\prime}\right)^{2}} d v^{\prime}, \\
& \left(Q_{+} h\right)(v)=\left\{\begin{array}{ll}
h(v), & v>0, \\
0, & v<0,
\end{array} \quad\left(Q_{-} h\right)(v)= \begin{cases}0, & v>0, \\
h(v), & v<0,\end{cases} \right. \\
& (J h)(v)=h(-v), \quad(\mathscr{R} h)(v)=\alpha h(v)+2 \beta \pi^{-1 / 2} \int_{0}^{\infty} v^{\prime} h\left(v^{\prime}\right) e^{-\left(v^{\prime}\right)^{2}} d v^{\prime},
\end{aligned}
$$

where $\mathscr{R}$ is defined on $\operatorname{Ran} Q_{+}$and $\alpha, \beta \geqq 0$ with $\alpha+\beta \leqq 1$. This model satisfies the assumptions of the previous section and existence is assured. First we solve the $\mathbf{H}$ equation (i.e., (3.5)-(3.6) with $\mathbf{H}_{l}=\mathbf{H}_{r}$ and $\mathbb{B}=\{$ constant functions $\}$ )

$$
\mathbf{H}(z)^{-1}=1-\frac{z}{\sqrt{\pi}} \int_{0}^{\infty}(z+t)^{-1} \mathbf{H}(t) e^{-t^{2}} d t
$$

requiring a solution such that $\mathbf{H}$ and $\mathbf{H}^{-1}$ are analytic for $\operatorname{Re} z>0$, continuous for $\operatorname{Re} z \geqq 0$ and satisfying $\mathbf{H}(z)=O(z)$ for $z \rightarrow \infty$ with $\operatorname{Re} z \geqq 0$. We find

$$
\left(E \phi_{+}\right)(v)=\left\{\begin{array}{l}
\phi_{+}(v), \quad v>0 \\
\frac{1}{\sqrt{\pi}} \int_{0}^{\infty} \frac{v^{\prime}}{b^{\prime}-v} \mathbf{H}(-v) \mathbf{H}\left(v^{\prime}\right) \phi_{+}\left(v^{\prime}\right) e^{-\left(v^{\prime}\right)^{2}} d v^{\prime}, \quad v<0 .
\end{array}\right.
$$

Therefore, we write (3.2) in the form

$$
\begin{aligned}
& g_{+}(v)-\frac{\alpha}{\sqrt{\pi}} \int_{0}^{\infty} \frac{v^{\prime}}{v^{\prime}+v} \mathbf{H}(v) \mathbf{H}\left(v^{\prime}\right) g_{+}\left(v^{\prime}\right) e^{-\left(v^{\prime}\right)^{2}} d v^{\prime} \\
&-\frac{2 \beta}{\pi} \int_{0}^{\infty} \int_{0}^{\infty} \frac{v v^{\prime}}{v^{\prime}+v} \mathbf{H}(v) \mathbf{H}\left(v^{\prime}\right) g_{+}\left(v^{\prime}\right) e^{-\left[v^{2}+\left(v^{\prime}\right)^{2}\right]} d v^{\prime} d v=\phi_{+}(v)
\end{aligned}
$$

which has to be solved by iteration. The initial value of the solution is then given by $\psi(0, v)=g_{+}(v)$ for $v>0$ and by

$$
\psi(0, v)=\frac{1}{\sqrt{\pi}} \int_{0}^{\infty} \frac{v^{\prime}}{v^{\prime}-v} \mathbf{H}(-v) \mathbf{H}\left(v^{\prime}\right) g_{+}\left(v^{\prime}\right) e^{-\left(v^{\prime}\right)^{2}} d v^{\prime}
$$

for $v<0$.
For the isotropic Lorentz gas (neutron transport) the calculation has been carried out for various combinations of selective, specular and diffuse boundary conditions (cf. [10], [11]) yielding interesting and sometimes striking conclusions about their influence on the boundary layer structure, density profile at the wall, validity of Fick's law, etc. For instance, the selective reflection of slow particles and absorption of fast ones leads to an accumulation of particles near the wall and a reversal of the density gradient (interpreted in terms of Fick's law, as equivalent to a negative diffusion coefficient [11]). For the Fokker-Planck equation such selective boundary conditions have been investigated numerically by Burschka and Titulaer [6]. We remark that in general (e.g. for so-called selective boundary conditions [6], [11]) the operator $\mathscr{R}$ is not self-adjoint in $H_{T}$. Since only the contraction property of $\mathscr{R}$ plays a role in all derivations and not whether it is self-adjoint, our existence, uniqueness and iteration results also apply to selective boundary conditions.

## 4. Discussion.

4.1. Generalization to unbounded $\boldsymbol{A}$. Hitherto we have assumed that $A$ is a bounded operator. For many applications, especially the ones involving BGK models in rarefied gas dynamics, this is sufficient. The Fokker-Planck model (1.5)-(1.7), however, does not satisfy these assumptions. We shall therefore point out what type of hypotheses on $T$ and $A$, with $A$ unbounded, would entail a repetition of the previous arguments.

Let us assume that $T$ is (bounded or unbounded) injective self-adjoint on $H$, and let us define $Q_{+}, Q_{-}$and $H_{T}$ as before. Suppose $A$ is a positive self-adjoint operator with closed range and finite-dimensional kernel, possibly unbounded, such that $D(T)$ $\cap D(A)$ is dense in $H$. On defining $Z_{0}$ as before and repeating the previous hypotheses on $Z_{0}$, we may derive Proposition 2.1. It should be noted that $T^{-1} A$, with $D\left(T^{-1} A\right)=$ $\{h \in D(A) / A h \in \operatorname{Ran} T\}$, is closable, but not necessarily closed. Still we may derive the decompositions (2.2) and (2.3) where $\left.T^{-1} A\right|_{Z_{0}}$ is closed (and even bounded) and $T^{-1} A$ and $S^{-1}$ should be replaced by their respective closures. As a result, $S$ will be a closed symmetric operator with respect to the inner product (2.6). We shall assume that $S$ is, in fact, self-adjoint on the completion of $\left(T\left[Z_{0}\right]\right)^{\perp} \cap D(A)$ (which is dense in $H$, due to the density of $D(T) \cap D(A))$ with respect to (2.6). By $H_{A}$ we shall denote the direct sum of this completion and $Z_{0}$. Since $A$ has a closed range and a finite-dimensional kernel, $H_{A}$ is densely imbedded in $H$. We define $H_{K}$ as the direct sum of $Z_{0}$ and the completion of $D(T) \cap H_{A}(\supset D(T) \cap D(A))$ with respect to the inner product

$$
(h, k)_{K}=(|S| h, k)_{A},
$$

where the absolute value of $S$ is taken in $H_{A}$. As before, we define the projections $P$, $P P_{+}$and $P P_{-}$on $H_{A}$ (and not on $H$ ) and extend them continuously to projections on $H_{K}$ (and not on $H_{T}$ ).

If $A$ is bounded, we may identify $H_{A}$ and $H$ (which is a trivial observation) as well as $H_{K}$ and $H_{T}$ (see [1]; cf. [13] for a different proof). The existence and uniqueness theory has then been developed in $\S 2$. For a large class of models on $L_{2}(a, b)$, where $T$ is a multiplication by an indefinite weight function and $A$ is a Sturm-Liouville type differential operator, it has been proved by Beals [2] that the Hilbert spaces $H_{T}$ and $H_{K}$ are completions of $D(T) \cap D(A)$ with respect to equivalent inner products and can be identified. Moreover, for the models Beals considered the previous assumptions on $T$ and $A$, including the self-adjointness assumption on $S$, are satisfied. As for bounded $A$, we may then develop the theory of $\S 2$ and the first paragraph of $\S 3$ for these indefinite Sturm-Liouville problems and essentially the same results are found. Moreover, for these cases the operator $S$ is bounded self-adjoint on $H_{A} \cap\left(T\left[Z_{0}\right]\right)^{\perp}$ (which is due to more specific assumptions on $T$ and $A$ ) and even compact. A specific example of such a model is the Fokker-Planck equation (1.5)-(1.7). For this example the equivalence proof of $H_{T}$ and $H_{K}$ is contained in [3]. It should be noticed that Theorem 2.3 answers in the affirmative the existence issue raised in [4], thereby making redundant the condition imposed there to enforce existence of solutions (namely, the condition $\mathrm{Bl} \in$ $\operatorname{cls}\left\{B u_{n}: n>0\right\}$ in [4]).
4.2. The albedo operator for indefinite Sturm-Liouville problems. It is by no means clear how to proceed finding the albedo operator $E$ for (1.5)-(1.7) and other Sturm-Liouville type models. One way, suggested by the approach in [4], is to use the completeness of the eigenfunctions $\left(u_{n}\right)_{0 \neq n \in \mathbb{Z}}$ of $T^{-1} A$ at the nonzero eigenvalues $\left(\lambda_{n}\right)_{0 \neq n \in \mathbb{Z}}$, where we order these by $\ldots \leqq \lambda_{-2} \leqq \lambda_{-1}<0<\lambda_{1} \leqq \lambda_{2} \leqq \ldots$ and take
account of multiplicities. (It should be noted that under weak oscillation conditions on $A$ these eigenvalues are simple). We add an orthogonal basis $u_{0,1}, \cdots, u_{0, l}$ of a given maximal positive subspace $N_{+}$of $\operatorname{Ker} A$ (i.e., $\left.\left(T u_{0, i}, u_{0, i}\right) \geqq 0\right)$. The full-range completeness property implies that every vector $h \in P P_{+}\left[H_{K}\right] \oplus N_{+}$can be expanded as the series

$$
\begin{equation*}
h=\sum_{i=1}^{l} \xi_{0, i} u_{0, i}+\sum_{n=1}^{\infty} \xi_{n} u_{n} . \tag{4.1}
\end{equation*}
$$

Half-range completeness (for the problem without reflection) amounts to the possibility of expanding every vector $g_{+} \in Q_{+}\left[H_{T}\right]$ (where $H_{K} \simeq H_{T}$ ) as

$$
g_{+}=\sum_{i=1}^{l} \eta_{0, i} Q_{+} u_{0, i}+\sum_{n=1}^{\infty} \eta_{n} Q_{+} u_{n}
$$

here $Q_{+}$is the restriction to the interval $I_{+}$where the indefinite weight is positive. (For (1.5)-(1.7) we have $I_{+}=\mathbb{R}_{+}$). Assuming the existence of a nonnegative weight function H on $I_{+}$satisfying

$$
\begin{align*}
& \int_{I_{+}} u_{0, i}(v) u_{0, j}(v) \mathbf{H}(v) d v=\delta_{i, j} \theta_{0, i} \quad \theta_{0, i}>0  \tag{4.2}\\
& \int_{I_{+}} u_{n}(v) u_{m}(v) \mathbf{H}(v) d v=\delta_{n, m} \theta_{n}, \quad \theta_{n}>0  \tag{4.3}\\
& \int_{I_{+}} u_{0, i}(v) u_{n}(v) \mathbf{H}(v) d v=0 \tag{4.4}
\end{align*}
$$

we can easily evaluate the (unique) albedo operator $E$ such that

$$
E Q_{+}\left[H_{T}\right]=P P_{+}\left[H_{K}\right] \oplus N_{+} .
$$

Indeed, on expanding $h=E g_{+}$with $g_{+} \in Q_{+}\left[H_{T}\right]$ as the series (4.1) we obtain

$$
\begin{equation*}
g_{+}=Q_{+} E g_{+}=\sum_{i=1}^{l} \xi_{0, i} Q_{+} u_{0, i}+\sum_{n=1}^{\infty} \xi_{n} Q_{+} u_{n} . \tag{4.5}
\end{equation*}
$$

Using (4.2)-(4.4), we then easily derive

$$
\begin{aligned}
E g_{+}= & \sum_{i=1}^{l} \theta_{0, i}^{-1}\left(\int_{I_{+}} u_{0, i}(v) g_{+}(v) \mathbf{H}(v) d v\right) u_{0, i} \\
& +\sum_{n=1}^{\infty} \theta_{n}^{-1}\left(\int_{I_{+}} u_{n}(v) g_{+}(v) \mathbf{H}(v) d v\right) u_{n}
\end{aligned}
$$

If the weight function $\mathbf{H}$ on $I_{+}$is known, the boundary value problem with reflection can again be solved by iterating (3.2), using (4.6). At present even the existence (let alone the computation) of such a weight function is an open problem.
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# ON A PROBLEM IN THE POLYMER INDUSTRY: THEORETICAL AND NUMERICAL INVESTIGATION OF SWELLING* 
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#### Abstract

A recent model for the penetration of solvents into polymers leads to a parabolic free boundary problem with unusual boundary conditions. It is shown that the model equations are well posed, and some qualitative features of the free boundary are established. A numerical method for the free boundary problem is suggested and its convergence is proved. A numerical calculation is included to illustrate the theoretical results.


1. Introduction. This paper deals with a mathematical model proposed in [2] for the penetration of solvents into polymers. Further comments on this model may be found in [1], [3] and [4]. ${ }^{1}$ A related but more involved and mathematically unresolved model for swelling may be found in [10] where multiple phases are allowed.

While we confine our analysis to the particular case of constant solvent concentration at the polymer surface, the one-dimensional theory presented here is comprehensive and includes existence, uniqueness, regularity and other qualitative properties of the solution, asymptotic estimates and a convergent numerical algorithm. These analytic results may prove useful for model verification.

Let us sketch the physical problem.
Consider a slab of a glassy polymer (e.g., poly (methyl methacrylate)) in contact with a solvent ( n -alkyl alcohol). It is observed that if the solvent concentration exceeds some threshold value, then the solvent moves into the polymer, creating a swollen layer in which the solvent diffuses according to Fick's law. The boundary between the swollen region and the glassy region obeys an empirical penetration law, relating its velocity with the (unknown) value assumed on it by the solvent concentration. An additional condition on the free boundary is obtained imposing mass conservation, i.e., equating the mass density current to the product of the solvent concentration and the velocity of the free boundary.

Assuming that the swelling process occurs instantaneously at the penetration surface and choosing a frame of reference in which the swollen region is at rest, the above scheme leads to the following statement.

Problem (P). Find a triple ( $T, s, c$ ) such that $T>0, s \in C^{1}[0, T], c \in C^{2,1}\left(D_{T}\right) \cap$ $C\left(\bar{D}_{T}\right), D_{T}=\{(x, t): 0<x<s(t), 0<t<T\}, c_{x}$ continuous up to $x=s(t)$, and such that

$$
\begin{align*}
& c_{x x}-c_{t}=0, \quad(x, t) \in D_{T},  \tag{1.1}\\
& s(0)=0,  \tag{1.2}\\
& c(0, t)=1, \quad 0<t<T,  \tag{1.3}\\
& \dot{s}(t)=f[c(s(t), t)], \quad 0<t<T,  \tag{1.4}\\
& c_{x}(s(t), t)=-\dot{s}(t)[c(s(t), t)+q], \quad 0<t<T . \tag{1.5}
\end{align*}
$$

[^80]In (1.1)-(1.5) nondimensional variables are used and physical constants are normalized to 1 . In (1.5) $q$ is a given nonnegative constant, representing the threshold concentration for penetration. By $c(x, t)$ we denote the excess concentration, normalized to 1 at $x=0$, so that the normalized solvent concentration is represented by $c+q$. Condition (1.4) describes the penetration law. Throughout the paper the function $f$ will be supposed to satisfy the following assumptions:

$$
\begin{equation*}
f \in C^{1}(0,1], \quad f^{\prime}(c)>0 \quad \text { for } c \in(0,1], \quad f(0)=0 . \tag{F}
\end{equation*}
$$

(Indeed the form for $f(c)$ proposed in [2] is $\alpha c^{m}, m>0$.)
As a consequence, (1.4) can be written as

$$
c(s(t), t)=\Phi(\dot{s}(t))
$$

where $\Phi=f^{-1}$ also satisfies (F).
The plan of the paper is the following. In §2 a priori estimates are obtained for a class of auxiliary problems. Such estimates are used in $\S 3$ to prove local existence of a smooth solution. A general uniqueness theorem is then proved in the same section. In $\S 4$ it is proved that the solution can be continued over an arbitrarily large time interval, that it depends continuously on the data $f, q$, and that the free boundary is a $C^{2}$ convex curve. The asymptotic behavior of the free boundary is investigated in §5, showing its crucial dependence on $q$ and on the modulus of continuity of $f(c)$ near $c=0$. Section 6 is devoted to setting up a numerical scheme based on the sweep method introduced in [8] for a time discretization of (1.1)-(1.5). Numerical results are presented in §7.

Of course, it makes sense to consider different boundary conditions for the model studied here and also to investigate different models which have been proposed for the same phenomenon. This will be the objective of further research.
2. An auxiliary problem. Let $r(t) \in C^{1}[0, T] \cap C^{2}(0, T)$ be such that

$$
\begin{array}{ll}
r(0)=0, & \\
\dot{r}(0)=f(1), & \\
0 \leqq \dot{r}(t) \leqq f(1) & \text { in }[0, T], \\
|\ddot{r}(t)| \leqq K & \text { in }(0, T), \tag{2.4}
\end{array}
$$

and consider the problem of finding $c \in C^{2,1}(D) \cap C(\bar{D}), c_{x}$ continuous up to $x=r(t)$, $t \in(0, T)$, such that

$$
\begin{align*}
& c_{x x}-c_{t}=0 \quad \text { in } D \equiv\{(x, t): 0<x<r(t), 0<t<T\}  \tag{2.5}\\
& c(0, t)=1, \quad 0<t<T,  \tag{2.6}\\
& c_{x}(r(t), t)=-\dot{r}(t)[q+\Phi(\dot{r}(t))], \quad 0<t<T \tag{2.7}
\end{align*}
$$

We have immediately
Proposition 2.1. Problem (2.5)-(2.7) has a unique solution.
Proof. See, e.g. [5].
Next, we prove
Proposition 2.2. Under assumptions (2.1)-(2.4), the solution of (2.5)-(2.7) is such that

$$
\begin{align*}
& 1>c(x, t), \quad 0<x \leqq r(t), \quad 0<t \leqq T  \tag{2.8}\\
& 0>c_{x}(x, t)>-f(1)[q+1] \quad \text { in } \bar{D} \backslash\{0,0\} . \tag{2.9}
\end{align*}
$$

Proof. To prove (2.8), it suffices to recall the maximum principle and the sign of $c_{x}(r(t), t)$. Since $c(x, t)$ attains its maximum on $x=0$, we have $c_{x}(0, t)<0$ and the first inequality (2.8) follows from the maximum principle. Moreover, $c_{x x}(0, t)=0$. Thus $c_{x}$ attains its minimal value on $x=r(t)$, and this proves (2.9).

At this point we note $\dot{r}(t) \geqq f(1)-K T$, we fix $\dot{r}_{0}<f(1)$ and we reduce $T$, if necessary, in order to have

$$
\begin{equation*}
\dot{r}(t) \geqq \dot{r}_{0}, \quad 0 \leqq t \leqq T \tag{2.10}
\end{equation*}
$$

We prove
Proposition 2.3. Under assumptions (2.1)-(2.4) $c \in C^{2,1}(\bar{D}), c_{x t} \in C(\bar{D} \backslash(0,0))$, and there exists a constant $M$ depending on $f$, and on $K$ such that

$$
\begin{equation*}
\left|c_{t}(x, t)\right| \leqq M t \quad \text { in } D \tag{2.11}
\end{equation*}
$$

Proof. Note that $c_{t}$ coincides with the solution $w(x, t)$ of the heat equation in $D$ with boundary conditions

$$
\begin{align*}
& w(0, t)=0, \quad 0<t<T  \tag{2.12}\\
& {\left[w_{x}+\dot{r}(t) w\right]_{x=r(t)}=-\ddot{r}(t)\left[q+\Phi(\dot{r}(t))+\Phi^{\prime}(\dot{r}(t)) \dot{r}(t)\right] \equiv F(t)} \tag{2.13}
\end{align*}
$$

$$
0<t<T .
$$

We have that $w \in C(\bar{D})$ and that

$$
\begin{equation*}
\min \left[0, \inf _{0<t<T} F(t) / \dot{r}_{0}\right] \leqq w(x, t) \leqq \max \left[0, \sup _{0<t<T} F(t) / \dot{r}_{0}\right] \text { in } D . \tag{2.14}
\end{equation*}
$$

But this implies

$$
\begin{equation*}
\left|w_{x}(r(t), t)\right| \leqq \sup |F(t)|+f(1) \sup |F(t)| / \dot{r}_{0} \equiv \Psi \tag{2.15}
\end{equation*}
$$

and finally

$$
\begin{equation*}
|w(x, t)| \leqq \Psi r(t) \leqq \Psi f(1) t \quad \text { in } D . \tag{2.16}
\end{equation*}
$$

This proves (2.11).
Now, we investigate how the solution of (2.5)-(2.7) depends on $r(t)$. Let $r_{1}(t)$, $r_{2}(t)$ satisfy (2.1)-(2.4) and let $c_{1}(x, t), c_{2}(x, t)$ be the corresponding solutions of (2.5)-(2.7). We have

Proposition 2.4. Under the assumptions above, constants $T_{0}>0$ and $N>0$ can be found such that for any $T \in\left(0, T_{0}\right)$

$$
\begin{equation*}
\left|c_{1}\left(r_{1}(t), t\right)-c_{2}\left(r_{2}(t), t\right)\right| \leqq N\left\|r_{1}-r_{2}\right\|_{C^{1}(0, T)} T, \quad 0<t<T \tag{2.17}
\end{equation*}
$$

Proof. Let

$$
\begin{aligned}
& \lambda(t)=\inf \left(r_{1}(t), r_{2}(t)\right), \\
& \mu(t)=\sup \left(r_{1}(t), r_{2}(t)\right)
\end{aligned}
$$

and

$$
D^{*} \equiv\{(x, t): 0<x<\lambda(t), 0<t<T\} .
$$

Moreover we reduce, if necessary, $T$ in order to have

$$
\dot{r}_{i}(t) \geqq \dot{r}_{0}, \quad t \in[0, T], \quad i=1,2
$$

The absolute value of the difference $v(x, t)=c_{1}(x, t)-c_{2}(t x, t)$ is dominated in $D^{*}$ by the solution $V(x, t)$ of the heat equation with boundary data

$$
\begin{aligned}
& V(0, t)=0, \quad 0<t<T \\
& V_{x}(\lambda(t), t)=C\left\|r_{1}-r_{2}\right\|_{C^{\prime}(0, T)}+M t\left\|r_{1}-r_{2}\right\|_{C[0, T]^{\prime}} \quad 0<t<T,
\end{aligned}
$$

where $C=q+\max _{y \in\left[\dot{r}_{0}, f(1)\right]} \Phi^{\prime}(y)$. This implies

$$
\begin{equation*}
|v(\lambda(t), t)| \leqq(C+M t)\left\|r_{1}-r_{2}\right\|_{C^{1}(0, T)} \cdot f(1) t, \quad 0<t<T . \tag{2.18}
\end{equation*}
$$

As a consequence of (2.18) we have in $(0, T)$

$$
\left|c_{1}\left(r_{1}(t), t\right)-c_{2}\left(r_{2}(t), t\right)\right| \leqq(C+M t) f(1)\left\|r_{1}-r_{2}\right\|_{C^{1}(0, T)}+f(1)(1+q)\left\|r_{1}-r_{2}\right\|_{C(0, T)}
$$

thus proving (2.17).
3. Local existence. Uniqueness. Let $\gamma(t)$ be a positive nonincreasing function defined for $t>0$ and possibly diverging for $t \rightarrow 0^{+}$. Denote by $X(K, T, \gamma)$ the set of functions $r(t)$ satisfying (2.1)-(2.4) and such that, for some $\alpha \in(0,1]$

$$
\begin{equation*}
\left|\ddot{r}\left(t_{1}\right)-\ddot{r}\left(t_{2}\right)\right| \leqq \gamma(\tau)\left(t_{1}-t_{2}\right)^{\alpha / 2}, \quad 0<\tau \leqq t_{2} \leqq t_{1} \leqq T . \tag{3.1}
\end{equation*}
$$

Note that the set $X$ is closed in $C^{1}(0, T)$.
For any $r \in X$ let $c$ be the solution of (2.5)-(2.7). Then, define the transformation $\tilde{r}=\mathscr{C} r$ as follows

$$
\begin{equation*}
\tilde{r}(0)=0, \quad \dot{\tilde{r}}(t)=f(c(r(t), t)), \quad 0<t<T . \tag{3.2}
\end{equation*}
$$

Note that the domain of $f$ is $[0,1]$. Thus, (3.2) makes sense only when $c(r(t), t) \geqq 0$ (remember $c<1$ by (2.8)). But from (2.9) and (2.3) we have

$$
c(r(t), t) \geqq 1-[f(1)]^{2}(q+1) t
$$

This means that we can reduce $T$, if necessary, in order to have

$$
\begin{equation*}
c(r(t), t) \geqq c_{0}, \quad 0<t<T \tag{3.3}
\end{equation*}
$$

for some $c_{0}>0$.
Now we prove
Theorem 3.1. There exist $K, T, \gamma$ such that the transformation $\tilde{r}=\mathscr{C} r$ is a contractive mapping of $X(K, T, \gamma) \subset C^{1}(0, T)$ into itself.

Proof. Since (2.1)-(2.3) are satisfied by construction, to prove that $\mathscr{C}$ maps $X$ into itself, we only need to prove that $\tilde{r}$ satisfies (2.4) and (3.1) for suitable $K, T, \gamma$.

We have

$$
\begin{equation*}
\ddot{\ddot{r}}(t)=\left[c_{x}(r(t), t) \dot{r}(t)+c_{t}(r(t), t)\right] f^{\prime}(c(r(t), t)), \quad 0<t<T . \tag{3.4}
\end{equation*}
$$

Using (2.9) and (2.11), we find

$$
\begin{equation*}
|\ddot{\tilde{r}}(t)| \leqq\left\{[f(1)]^{2}(q+1)+M t\right\} C_{1}, \quad 0<t<T \tag{3.5}
\end{equation*}
$$

where $C_{1}=\max _{\left[c_{0}, 1\right]} f^{\prime}(c)$. Take e.g. $K=2 C_{1}[f(1)]^{2}(q+1)$ and $T$ such that

$$
M T \leqq[f(1)]^{2}(q+1) .
$$

Then (3.4) yields

$$
|\ddot{\tilde{r}}(t)| \leqq K, \quad 0<t<T .
$$

To estimate the Hölder norm of $\ddot{\tilde{r}}(t)$ we need to estimate the norm of $c_{x}(x, t)$ in the space $C^{1+\alpha}$. This is accomplished as follows. Define $z(x, t)=c_{x}(x, t)+\dot{r}(t)[q+\Phi(\dot{r}(t))]$, which solves

$$
\begin{align*}
& z_{x x}-z_{t}=-\ddot{r}(t)\left[q+\Phi(\dot{r}(t))+\Phi^{\prime}(\dot{r}(t)) \dot{r}(t)\right] \quad \text { in } D, \\
& z_{x}(0, t)=0, \quad 0<t<T  \tag{3.6}\\
& z(r(t), t)=0, \quad 0<t<T .
\end{align*}
$$

For any $\tau \in(0, T)$ transform the domain $0<x<r(t), \tau / 2<t<T$ into the rectangle $(0,1) \times(\tau / 2, T)$ by the transformation $y=x / r(t)$ and apply the standard Schauder estimates (e.g. [7, Thm. 5.2, p. 561]) to the transformed function $\hat{z}(y, t)$, in the rectangle $(1 / 2,1) \times(\tau / 2, T)$. We find

$$
\begin{equation*}
\|z\|_{C^{\alpha}} \leqq \bar{\gamma}(\tau), \quad \text { in }\left(\frac{1}{2}, 1\right) \times(\tau, T) \tag{3.7}
\end{equation*}
$$

where $\bar{\gamma}$ depends on $K$, on $f$, on $T$, and on $\tau$ (and $\alpha$ ). Thus, defining $\gamma(t)$ as suggested by (3.7), $\tilde{r}$ will satisfy (3.1). The final step in proving Theorem 3.1 is to prove the contractive character of $\mathscr{C}$. But this is an immediate consequence of (2.17) and of (3.2) because

$$
\left\|\tilde{r}_{1}-\tilde{r}_{2}\right\|_{C^{1}(0, T)} \leqq C_{1} N T\left\|r_{1}-r_{2}\right\|_{C^{1}(0, T)}
$$

and it suffices to reduce $T$, if necessary, to conclude the proof.
Hence a $T_{0}>0$ can be found such that the following theorem holds.
Theorem 3.2. Problem ( P ) admits a solution for $T \leqq T_{0}$. Moreover, $c \in C^{2,1}\left(\bar{D}_{T}\right)$, $c_{x t} \in C\left(\bar{D}_{T} \backslash\{0,0\}\right), s \in C^{2}[0, T]$.

Proof. This is a straightforward consequence of Theorem 3.1 and of Banach's fixed point theorem. The regularity properties of $c$ and $s$ follow from Proposition 2.3 and the definition of $X$.

A monotone dependence lemma will be useful in proving the uniqueness theorem. Let $c_{i}, s_{i}, i=1,2$, solve the problems

$$
\begin{equation*}
c_{i x x}-c_{i t}=0, \quad 0<x<s_{i}(t), \quad t_{i}<t<T, \tag{3.8}
\end{equation*}
$$

with initial conditions $s_{i}\left(t_{i}\right)=0$ and satisfying boundary conditions (1.3)-(1.5) in the time intervals $\left(t_{i}, T\right)$. We have

Lemma 3.3. If $t_{1}<t_{2}$, then

$$
\begin{equation*}
s_{1}(t)>s_{2}(t), \quad t_{2}<t<T . \tag{3.9}
\end{equation*}
$$

Proof. Note that the transformation

$$
\begin{equation*}
u(x, t)=-\int_{x}^{s(t)}[c(y, t)+q] d y \tag{3.10}
\end{equation*}
$$

carries (1.1)-(1.5) into the following Stefan-like problem:

$$
\begin{array}{ll}
u_{x x}-u_{t}=0 & \text { in } D_{T}, \\
s(0)=0, & 0<t<T, \\
u_{x}(0, t)=1+q, & 0<t<T, \\
u(s(t), t)=0, & 0<t<T .
\end{array}
$$

Consider the function $u_{i}(x, t)$ obtained from $c_{i}(x, t)$ by means of (3.10). Assume that there exists a first time $t_{0}$ such that $s_{1}\left(t_{0}\right)=s_{2}\left(t_{0}\right)$ and hence

$$
\begin{equation*}
\dot{s}_{1}\left(t_{0}\right) \leqq \dot{s}_{2}\left(t_{0}\right) \tag{3.16}
\end{equation*}
$$

Standard use of the maximum principle applied to the difference $u_{1}-u_{2}$ leads to a contradiction of (3.16).

Now we can prove uniqueness.
Theorem 3.4. Problem (P) cannot have two distinct solutions with the same $T$.
Proof. Let ( $T, s, c$ ) and ( $T, \sigma, \gamma$ ) be two solutions and consider

$$
s_{n}^{ \pm}(t)=s(t \pm 1 / n), \quad c_{n}^{ \pm}(x, t)=c(x, t \pm 1 / n)
$$

Note that $s_{n}^{+}, c_{n}^{+}$and $s_{n}^{-}, c_{n}^{-}$are solutions corresponding to initial data $s_{n}^{+}(-1 / n)=0$ and $s_{n}^{-}(1 / n)=0$, respectively. According to Lemma 3.3

$$
s_{n}^{-}(t)<\sigma(t)<s_{n}^{+}(t), \quad 1 / n<t<T-1 / n .
$$

Letting $n$ tend to infinity concludes the proof to the theorem.
Remark 3.5. As a consequence of Theorems 3.2 and 3.4, we have that for any solution of problem (P) a $T_{0}$ can be found such that $c \in C^{2,1}\left(\bar{D}_{T_{0}}\right), c_{x t} \in C\left(\bar{D}_{T} L T_{0} \backslash\right.$ $\{0,0\}), s \in C^{2}\left[0, T_{0}\right]$.
4. Regularity, convexity, global existence, continuous dependence. Before proving global existence, let us perform an a priori analysis on the solutions of problem (P).

Proposition 4.1. Assume s, c solve problem (P) for a given $T<+\infty$. Then, there exists $c_{0}=c_{0}(T)>0$ such that

$$
\begin{align*}
& c_{0}<c(x, t)<1, \quad 0<x \leqq s(t), \quad 0<t<T  \tag{4.1}\\
& 0<f\left(c_{0}\right) \equiv \dot{r}_{0} \leqq \dot{s}(t) \leqq f(1), \quad 0 \leqq t<T  \tag{4.2}\\
& 0>c_{x}(x, t)>-f(1)[q+1], \quad \text { in } D_{T} \tag{4.3}
\end{align*}
$$

Proof. If $c(x, t)$ attains the value 0 (necessarily at $x=s(t)$ ) for the first time at some point $\left(s\left(t_{0}\right), t_{0}\right)$, one would have $c_{x}\left(s\left(t_{0}\right), t_{0}\right)=0$, contradicting the boundary point principle. This yields $c \geqq c_{0}, \dot{s} \geqq \dot{r}_{0}$. The last inequalities in (4.1), (4.2) follow as in the proof of Proposition 2.2. The same is true for inequality (4.3).

Now we prove
Theorem 4.2. Let $(T, s, c)$ be a solution to problem ( P ). Then $s \in C^{2}[0, T]$. Moreover, if $f \in C^{\infty}(0,1]$ then $s \in C^{\infty}(0, T)$.

Proof. This result can be proved either directly, or by applying the iterative technique introduced in [9] to the equivalent problem (3.11)-(3.15), with (3.15) written more conveniently as $\dot{s}(t)=f\left[u_{x}(s(t), t)-q\right]$. Following the second way, start from $t_{0} \in(0, T)$ and conclude step by step that the derivatives up to $u_{x t}$ are Hölder continuous on $x=s(t)$ for $\left.t \in\left(t_{0}, T\right)\right]$. At this point the continuity of $f^{\prime}$ ensures the continuity of $\dot{s}$. If $f \in C^{\infty}(0,1]$ the same procedure can be iterated indefinitely, thus concluding that $s \in C^{\infty}(0, T]$. The continuity of $\ddot{s}(t)$ at $t=0$ is already known (see Remark 3.5).

At this point, we can prove the convexity of the free boundary.
Theorem 4.3. Assume ( $T, s, c$ ) solve Problem ( P ). Then

$$
\begin{equation*}
\ddot{s}(t)<0, \quad 0 \leqq t \leqq T . \tag{4.4}
\end{equation*}
$$

Proof. Theorem 4.2 yields the continuity of $c_{t}$ in $\bar{D}_{T}$ and the continuity of $c_{x t}$ in $\bar{D}_{T} \backslash\{0,0\}$. Hence the function

$$
v(x, t)=[\ln (c+q)]_{x x}
$$

is continuous in $\bar{D}_{T}$ and $v_{x}$ is continuous in $\bar{D}_{T} \backslash\{0,0\}$. Note that

$$
\begin{equation*}
v_{x x}+2[\ln (c+q)]_{x} v_{x}+2 v^{2}-v_{t}=0 \quad \text { in } D_{T_{0}} \tag{4.5}
\end{equation*}
$$

and that

$$
\begin{gathered}
v(0, t)=-\left.\left[c_{x} /(c+q)\right]^{2}\right|_{x=0}<0 \\
v(s(t), t)=\ddot{s}(t) \Phi^{\prime}(\dot{s}) /(q+\Phi(\dot{s}))
\end{gathered}
$$

Owing to the continuity of $\ddot{s}(t)$ for $t=0$, we can assert that $\ddot{s}(t)$, and consequently $v(s(t), t)$, is negative in some interval $\left[0, t_{0}\right)$ (recall that $\left.\ddot{s}(0)=-f^{1}(1) f^{2}(1)(1+q)<0\right)$.

The maximum principle (e.g in the form of [6, Thm. 5, p. 39]) applied with some care to (4.5) implies that if $v(s(t), t)$ vanishes for the first time at some $t_{0}>0$, then $v(x, t)<0$ in $D_{t_{0}}$. Therefore equation (4.5) is such that the boundary point principle (see e.g. [6, Thm. 14, p. 49]) can be applied, yielding $v_{x}\left(s\left(t_{0}\right), t_{0}\right)>0$. However, $v_{x}(s(t), t)=$ $\dot{s}(t) \Phi^{\prime}(\dot{s}) \ddot{s}(t) /(q+\Phi(\dot{s}))$, contradicting $\ddot{s}\left(t_{0}\right)=0$.

Corollary 4.4. Under the same assumptions

$$
\begin{array}{ll}
c_{t}(x, t)>0, & 0<x \leqq s(t), \quad 0<t<T_{0} \\
c_{x t}(0, t)>0, & 0<t<T_{0} . \tag{4.7}
\end{array}
$$

Proof. Indeed, as in the proof of Proposition 2.3, we write the problem solved by $w=c_{t}$ for which we have the estimate (2.14). But, (4.4) implies $F(t) \geqq 0$, whence $c_{t} \geqq 0$ in $\bar{D}_{T}$. At this point (4.6) follows by the strong maximum principle. Since $c_{t}(0, t)=0$, (4.7) follows by the boundary point principle.

Corollary 4.5. Under the same assumptions

$$
\begin{equation*}
\ddot{s}(t) \geqq-[f(1)]^{2} \cdot[q+1] \cdot \max _{\eta \in\left[c_{0}, 1\right]} f^{\prime}(\eta), \quad 0<t<T_{0} \tag{4.8}
\end{equation*}
$$

Proof. Since

$$
\begin{equation*}
\ddot{s}(t)=f^{\prime}(c(s(t), t))\left[c_{x} \dot{s}+c_{t}\right]_{x=s(t)}, \quad 0<t<T_{0}, \tag{4.9}
\end{equation*}
$$

(4.8) follows from (4.2), (4.3), (4.6).

Remark 4.6. Estimate (4.6) can be obtained independently of (4.4), by simply noting that the use of both the free boundary conditions enables us to write the boundary problem for $w=c_{t}$ replacing (2.13) by

$$
\left[w \dot{s}+w_{x}\right]_{x=s(t)}=-\frac{d}{d t}[f(c)(q+c)]_{s=s(t)}
$$

i.e.

$$
\left[w_{x}+\left(\dot{s}+f+(1+c) f^{\prime}\right) w\right]_{x=s(t)}=-\left[c_{x} \dot{s}\left\{f+(q+c) f^{\prime}\right\}\right]_{x=s(t)}
$$

Since the r.h.s. is nonnegative, (4.6) follows from the maximum principle.
Theorem 4.7. Problem (P) admits a solution for arbitrary $T>0$.
Proof. Assume there exists a $T^{*}>0$ such that the solution (whose local existence was proved in Theorem 3.2) cannot be continued beyond $T^{*}$. We have that

$$
\lim _{t \rightarrow T_{-}^{*}} s(t), \quad \lim _{t \rightarrow T_{-}^{*}} \dot{s}(t)
$$

both exist, because of the monotonicity of $s$ and $\dot{s}$ (see Proposition 4.1 and Theorems $4.2,4.3$ ). Consider the free boundary problem

$$
u_{x x}-u_{t}=0, \quad 0<x<s(t), \quad T^{*}<t<\hat{T},
$$

with boundary data given by (3.13)-(3.15) (in the time interval ( $\left.T^{*}, \hat{T}\right)$ ) and "initial" data given by the limits for $t \rightarrow T^{*}$ - of $s(t)$ and of $\int_{x}^{s(t)}[c(\xi, t)+q] d \xi$. This problem has a unique solution (for suitable $\hat{T}>T^{*}$ ), provided $\Phi^{\prime}\left(\dot{s}\left(T^{*}\right)\right) \neq 0$ (see [5]). This fact is guaranteed by (4.2) and by assumption (F). Hence the theorem.

Finally, we want to investigate the dependence of the solution on the data. Assume $f_{1}, f_{2}$ (both satisfying assumption (F)) and $q_{1}, q_{2}$ (both satisfying $0 \leqq q_{i} \leqq Q$ ) are data for problem (1.1)-(1.5) and let $s_{i}(t), c_{i}(x, t)$ be the corresponding solutions in a given interval $(0, T)$. We know that $s_{1}$ and $s_{2}$ are the fixed points of operators $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$ mapping the same set $X(\bar{K}, \bar{T}, \bar{\gamma})$ into itself.

Now, the contractive character of operator $\mathscr{C}(f, q)$ does not depend on the pair $f_{i}$, $q_{i}$ but only on $Q, \dot{r}_{0}$.

Moreover, $\mathscr{C}$ depends continuously on $\left|q_{1}-q_{2}\right|+\left\|f_{1}-f_{2}\right\|_{C^{1}(0, \bar{T})}$. Beyond $\bar{T}$, the continuous dependence follows from the results of [5], applied to the problem solved by $u(x, t)$ defined according to (4.15). Thus we have proved:

Theorem 4.8. The solution of problem ( P ) depends continuously upon the data $q, f$.
5. Asymptotic estimates. Let $s(t), c(x, t)$ solve problem ( P ) for any $T>0$. Then, Green's identity

$$
0=\iint_{D_{t}} x\left(c_{x x}-c_{t}\right) d x d \tau=\oint_{\partial D_{t}}\left[\left(x c_{x}-c\right) d \tau+x c d x\right], \quad t>0
$$

gives

$$
\begin{equation*}
\frac{1}{2} q s^{2}(t)-t+\int_{0}^{s(t)} x c(x, t) d x+\int_{0}^{t} c(s(\tau), \tau) d \tau=0, \quad t>0 \tag{5.1}
\end{equation*}
$$

Moreover we have
Proposition 5.1. The following estimates hold in $D_{T}, \forall T>0$.

$$
\begin{align*}
& c(x, t) \leqq 1+x[\Phi(\dot{s}(t))-1] / s(t),  \tag{5.2}\\
& c(x, t) \geqq \Phi(\dot{s}(t))-\dot{s}(t)[\Phi(\dot{s}(t))+q](x-s(t)) . \tag{5.3}
\end{align*}
$$

Proof. Both inequalities follow from the convexity of the curve, representing $c(x, t)$ as a function of $x$, for any $t>0$ (see Theorem 4.3).

Now, we prove
Theorem 5.2.

$$
\begin{align*}
& \lim _{t \rightarrow+\infty} s(t)=+\infty,  \tag{5.4}\\
& \lim _{t \rightarrow+\infty} \dot{s}(t)=0 . \tag{5.5}
\end{align*}
$$

Proof. The existence of both limits is a consequence of the monotonicity of $s, \dot{s}$. Also $c(s(t), t)$ and $c(x, t)$ have limits for $t \rightarrow+\infty\left(c_{t}>0, d c(s(t), t) / d t<0\right)$.

Let (5.4) be false; then $-t$ and possibly $\int_{0}^{t} c(s(\tau), \tau) d \tau$ are the only terms in (5.1) going to infinity as $t \rightarrow+\infty$. But $c(s(t), t)$ tends monotonically to zero like $\dot{s}(t)$, and hence the two terms are of different order. This proves (5.4).

To prove (5.5), just note that the compatibility of (5.2) and (5.3) in $x=0$ requires

$$
\begin{equation*}
\Phi(\dot{s}(t))[1+s(t) \dot{s}(t)]+q s(t) \dot{s}(t) \leqq 1 \tag{5.6}
\end{equation*}
$$

Note that this argument applies also when $q=0$.
Theorem 5.3. If $q>0$, then

$$
\begin{equation*}
s(t) \leqq \sqrt{\frac{2 t}{q}} \quad \text { as } t \rightarrow+\infty \tag{5.7}
\end{equation*}
$$

If $q \geqq 0$, then

$$
\begin{equation*}
s(t) \geqq \sqrt{\frac{2}{q+1 / 3}} \sqrt{t}\left[1-\varepsilon^{2}(t)\right] \tag{5.8}
\end{equation*}
$$

where $\lim _{t \rightarrow+\infty} \varepsilon^{2}(t)=0$.
Proof. To prove (5.7), it suffices to use the positivity of $c$ and (5.1). To prove (5.8), we note that (5.2) implies

$$
\int_{0}^{s(t)} x c(x, t) d x \leqq \frac{s^{2}(t)}{2}+\frac{s^{2}(t)}{3}[\Phi(\dot{s}(t))-1] .
$$

Hence, from (5.1) we have

$$
\begin{equation*}
\left[\frac{1}{3} \Phi(\dot{s}(t))+\frac{1}{2} q+\frac{1}{6}\right] s^{2}(t) \geqq t\left[1-\frac{1}{t} \int_{0}^{t} \Phi(\dot{s}(\tau)) d \tau\right] \tag{5.9}
\end{equation*}
$$

But $\Phi(\dot{s}(t))$ and $(1 / t) \int_{0}^{t} \Phi(\dot{s}(\tau)) d \tau$ tend to zero as $t \rightarrow+\infty$; hence (5.8) follows.
Now, we want to investigate the case $q=0$. To this aim, we need to know the behaviour of $\Phi(z)$ near $z=0$. To be specific, we will assume that

$$
\begin{equation*}
\Phi(z)=\alpha z^{1 / m} \quad \text { for some } \alpha, m>0 \tag{5.10}
\end{equation*}
$$

We can prove
Theorem 5.4. Let $q=0$ and (5.10) hold. Then

$$
\begin{equation*}
s(t) \leqq\left(\frac{2}{\alpha}\right)^{m /(2 m+1)}\left(\frac{2 m+1}{m+1}\right)^{1 /(2 m+1)} t^{(m+1) /(2 m+1)} \tag{5.11}
\end{equation*}
$$

Proof. From (5.1) we have

$$
\int_{0}^{s(t)} x c(x, t) d x-t<0
$$

Since $c(x, t)>\Phi(\dot{s}(t))$, this implies

$$
\begin{equation*}
\Phi(\dot{s}(t)) s^{2}(t) \leqq 2 t \tag{5.12}
\end{equation*}
$$

Using (5.9), we have

$$
\alpha^{m} s^{2 m}(t) \dot{s}(t) \leqq 2^{m} t^{m}
$$

whence (5.11) follows by integration.
Numerical calculations (see next section) show that the right-hand side of (5.8) is a good approximation of $s(t)$ for $t$ sufficiently large. In this respect it is of some interest to estimate the term $\varepsilon^{2}(t)$ in (5.8). To this end we can utilize the inequality

$$
\begin{equation*}
\dot{s}(t) \leqq \min \left[(q s(t))^{-1},(\alpha s(t))^{-m /(1+m)}\right] \tag{5.13}
\end{equation*}
$$

following from (5.6), (5.10). From (5.9) it follows that

$$
\begin{equation*}
s(t) \geqq \sqrt{\frac{2}{q+1 / 3}} \sqrt{t}\left\{1-\frac{1}{t} \int_{0}^{t} \Phi(\dot{s}(\tau)) d \tau-2 \Phi(\dot{s}(t)) /(3 q+1)\right\}^{1 / 2} \tag{5.14}
\end{equation*}
$$

For some fixed $t_{0}>0$ the quantity in braces is less than 1 and approaches 1 for $t_{0}$ large. Let us write it $1-\delta$ and use the consequent estimate in (5.13) to get upper bounds for $\dot{s}(t)$. Now use such bounds in turn in (5.14) to conclude the following
(i) If $q=0$, then

$$
\varepsilon^{2}(t) \cong \alpha \frac{m+2}{2 m+1}\left[6 \alpha^{2}(1-\delta) t\right]^{-1 / 2(1+m)} .
$$

(ii) If $q>0$, then

$$
\varepsilon^{2}(t) \cong \alpha\left(\frac{m}{2 m-1}+\frac{1}{3 q+1}\right) q^{-1 / m}\left(\frac{q+1 / 3}{2(1-\delta)}\right)^{1 / 2 m} t^{-1 / 2 m}, \quad m>\frac{1}{2}
$$

for $m=\frac{1}{2}, \varepsilon^{2}(t)$ behaves like $(\log t) / t$ and for $m<\frac{1}{2}$ like $1 / t$.
6. The numerical method. In this section will be shown the convergence of a numerical scheme based on the method introduced in [8] for one-dimensional parabolic free boundary problems with arbitrary implicit or explicit free boundary conditions.

In this method the continuous problem is time discretized and solved at successive time levels as a sequence of free boundary problems for ordinary differential equations. Specifically, at the time level $t=t_{n}$ with $t_{n}-t_{n-1}=\Delta t$ the solution $\left\{C_{n}(x), S_{n}\right\}$ is computed as the exact solution of the discretized equations

$$
\begin{align*}
& C_{n}^{\prime \prime}-\frac{1}{\Delta t}\left(C_{n}-C_{n-1}\right)=0, \quad 0<x<S_{n}  \tag{6.1}\\
& C_{n}(0)=1,  \tag{6.2}\\
& \frac{S_{n}-S_{n-1}}{\Delta t}=f\left(C_{n}\left(S_{n}\right)\right), \quad S_{0}=S(0)=0,  \tag{6.3}\\
& C_{n}^{\prime}\left(S_{n}\right)=-\frac{S_{n}-S_{n-1}}{\Delta t}\left(q+C_{n}\left(S_{n}\right)\right) . \tag{6.4}
\end{align*}
$$

In (6.1) the function $C_{n-1}(x)$ is supposed to be defined over [ $0,+\infty$ ), and $S_{n-1}$ is supposed to be known as well. The free boundary problem (6.1)-(6.4) is conveniently solved with the method of invariant imbedding (sweep method). We write (6.1) as a first order system over $\left(0, S_{n}\right)$

$$
\begin{align*}
& C_{n}^{\prime}=V_{n},  \tag{6.5}\\
& V_{n}^{\prime}=\frac{1}{\Delta t}\left(C_{n}-C_{n-1}\right) \tag{6.6}
\end{align*}
$$

and exploit the observation that $C_{n}$ and $V_{n}$ are related through the Riccati transformation

$$
\begin{equation*}
C_{n}(x)=R(x) V_{n}(x)+W_{n}(x), \tag{6.7}
\end{equation*}
$$

where

$$
\begin{align*}
& R^{\prime}=1-\frac{1}{\Delta t} R^{2}, \quad R(0)=0  \tag{6.8}\\
& W_{n}^{\prime}=-\frac{R(x)}{\Delta t}\left(W_{n}-C_{n-1}(x)\right), \quad W_{n}(0)=1 \tag{6.9}
\end{align*}
$$

The functions $R$ and $W$ are solutions of well defined initial value problems and may be considered available. The free boundary $S_{n}$ is determined such that the triple $C_{n}, V_{n}, S_{n}$ simultaneously satisfies (6.3), (6.4), and (6.7). Elimination of $C_{n}$ and $V_{n}$ from (6.4) and (6.7) shows that $S_{n}$ must be a root of the scalar equation

$$
\begin{align*}
\sigma_{n}(x) \equiv & \left(x-S_{n-1}\right) / \Delta t  \tag{6.10}\\
& -f\left[\left(W_{n}(x)-q R(x)\left(x-S_{n-1}\right) / \Delta t\right)\left(1+R(x)\left(x-S_{n-1}\right) / \Delta t\right)^{-1}\right]=0
\end{align*}
$$

(extend $f$ as an odd function). Given $S_{n}$, we set

$$
\begin{equation*}
C_{n}\left(S_{n}\right)=\frac{W_{n}\left(S_{n}\right)-R\left(S_{n}\right) \dot{S}_{n} q}{1+R\left(S_{n}\right) \dot{S}} \tag{6.11}
\end{equation*}
$$

so that

$$
\begin{equation*}
\dot{S}_{n} \equiv \frac{S_{n}-S_{n-1}}{\Delta t}=f\left(C_{n}\left(S_{n}\right)\right), \tag{6.12}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{n}^{\prime}\left(S_{n}\right) \equiv V_{n}\left(S_{n}\right)=-\frac{S_{n}\left(W_{n}\left(S_{n}\right)+q\right)}{1+R\left(S_{n}\right) \dot{S}_{n}} \tag{6.13}
\end{equation*}
$$

Thus, the triple $\left\{C_{n}\left(S_{n}\right), V_{n}\left(S_{n}\right), S_{n}\right\}$ is an exact solution of (6.3), (6.4) and (6.7). We remark that depending on $\Delta t$ and $q$ the functional $\sigma_{n}(x)$ may have a root smaller than $S_{n-1}$. Such a root would correspond to a negative concentration $C_{n}\left(S_{n}\right)$ and is not admissible. We shall therefore agree to choose for $S_{n}$ the smallest root of $\sigma_{n}(x)=0$ on ( $S_{n-1}, \infty$ ). Such a root will be shown to exist.

Once $S_{n}$ has been determined, one can find $V_{n}$ by integrating backward over $\left[0, S_{n}\right)$ the reverse sweep equation

$$
\begin{equation*}
V_{n}^{\prime}=\frac{1}{\Delta t}\left[R(x) V_{n}+W_{n}(x)-C_{n-1}(x)\right] \tag{6.14}
\end{equation*}
$$

with $V_{n}\left(S_{n}\right)$ given by (6.13). The concentration $C_{n}(x)$ at time level $T_{n}$ is obtained from (6.7). Finally, $C_{n}(x)$ is extended over [ $\left.S_{n}, \infty\right)$ as $C^{1}$ linear function. For the initial concentration we shall use

$$
C_{0}(x)=1+C_{0}^{\prime} x=1-f(1)(q+1) x .
$$

Assuming $f$ satisfies ( F ), $\S 1$, we will derive some estimates of the solution $\left\{C_{n}, S_{n}\right\}$ to (6.1)-(6.4). Such estimates correspond to the bounds obtained in previous sections for the solution of the continuous problem.

Lemma 6.1. There exists a solution $S_{n}$ of (6.10) on $\left(S_{n-1}, \infty\right)$ and $C_{n}$ satisfies $0<C_{n} \leqq 1$ on $\left[0, S_{n}\right]$ and $C_{n}^{\prime}<0$ on $[0, \infty)$.

Proof. We note that $C_{0}\left(S_{0}\right)=1$ and $C_{0}^{\prime}<0$. Assume next that $C_{n-1}\left(S_{n-1}\right)>0$ and $C_{n-1}^{\prime}<0$. We observe from $R(x)>0$ on $(0, \infty)$ and

$$
\left(W_{n}-C_{n-1}\right)^{\prime}=\frac{R(x)}{\Delta t}\left(W_{n}-C_{n-1}\right)-C_{n-1}^{\prime},
$$

$\left(W_{n}-C_{n-1}\right)(0)=0$ that $W>C_{n-1}$ on $(0, \infty)$ and $W_{n}^{\prime} \leqq 0$ on $[0, \infty)$. Moreover $\sigma_{n}\left(S_{n-1}\right)=$ $-f\left(W_{n}\left(S_{n-1}\right)\right) \leqq-f\left(C_{n-1}\left(S_{n-1}\right)\right)<0$ and

$$
\lim _{x \rightarrow \infty} \sigma_{n}(x)=\infty
$$

Thus there must be a point $S_{n}>S_{n-1}$ where $\sigma_{n}\left(S_{n}\right)=0, C_{n}\left(S_{n}\right)>0$ and $C_{n}^{\prime}\left(S_{n}\right)<0$. The linear equation (6.14) now assures that $V_{n}<0$ and that $0<C_{n} \leqq 1$ on $\left[0, S_{n}\right]$. Hence the lemma is true for all $n$.

We remark that the monotonicity of $R(x)$ and $W_{n}(x)$ assures that $\sigma_{n}^{\prime}>0\left(S_{n-1}, \infty\right)$. We also note that

$$
\begin{equation*}
0<S_{n}-S_{n-1}=f\left(C_{n}\left(S_{n}\right)\right) \Delta t \leqq f(1) \Delta t . \tag{6.15}
\end{equation*}
$$

Lemma 6.2. $-f(1)(q+1) \leqq C_{n}^{\prime}(x)<0$ on $[0, \infty)$.
Proof. The upper bound is guaranteed by Lemma 6.1. The lower bound is obtained by applying the maximum principle to

$$
\begin{aligned}
& \left(C_{n}^{\prime}\right)^{\prime \prime}-\frac{1}{\Delta t} C_{n}^{\prime}=-\frac{1}{\Delta t} C_{n-1}^{\prime} \\
& C_{n}^{\prime \prime}(0)=0, \quad C_{n}^{\prime}\left(S_{n}\right)=-f\left(C_{n}\left(S_{n}\right)\right)\left(q+C_{n}\left(S_{n}\right)\right)
\end{aligned}
$$

from which it follows that

$$
\min C_{n}^{\prime} \geqq \min \left\{\min C_{n-1}^{\prime}, C_{n}^{\prime}\left(S_{n}\right)\right\} .
$$

Since $C_{n}^{\prime}\left(S_{n}\right) \geqq-f(1)(q+1)$ and $C_{0}^{\prime}=-f(1)(q+1)$ the lemma is proved.
Lemma 6.3. $0 \leqq C_{n}-C_{n-1} \leqq f(1)^{2}(q+1) \Delta t$ on $\left[0, S_{n}\right]$ for $n=1,2, \cdots$.
Proof. We observe from Lemma 6.2 that $\left(C_{1}-C_{0}\right)^{\prime} \geqq 0$ so that $C_{1}-C_{0} \geqq 0$. Let us assume that $C_{n-1}-C_{n-2} \geqq 0$ and consider the problem satisfied by $C_{n}-C_{n-1}$ on $\left(0, S_{n}\right)$ :

$$
\begin{aligned}
& \left(C_{n}-C_{n-1}\right)^{\prime \prime}-\frac{1}{\Delta t}\left(C_{n}-C_{n-1}\right)= \begin{cases}-\frac{1}{t}\left(C_{n-1}-C_{n-2}\right), & x \in\left(0, S_{n-1}\right) \\
0, & x \in\left(S_{n-1}, S_{n}\right)\end{cases} \\
& \left(C_{n}-C_{n-1}\right)(0)=0, \\
& \left(C_{n}-C_{n-1}\right)^{\prime}\left(S_{n}\right)=-\left.f\left(C_{n}\right)\left(q+C_{n}\right)\right|_{S_{n}}+\left.f\left(C_{n-1}\right)\left(q+C_{n-1}\right)\right|_{S_{n-1}} .
\end{aligned}
$$

The maximum principle assures that its solution has no negative minimum on the half open interval $\left[0, s_{n}\right)$ and no positive maximum on $\left(S_{n-1}, S_{n}\right)$. At a positive maximum on ( $0, S_{n-1}$ ] the maximum principle yields $C_{n}-C_{n-1} \leqq \max \left[C_{n-1}-C_{n-2}\right]$. Let us now consider the remaining case when $C_{n}-C_{n-1}$ has an extremum at $S_{n}$. The boundary condition can be rewritten with the mean value theorem as

$$
\begin{aligned}
\left(C_{n}-C_{n-1}\right)^{\prime}\left(S_{n}\right)=- & {\left[f^{\prime}(\xi)(q+\xi)+f(\xi)\right] } \\
\cdot & {\left[\left(C_{n}-C_{n-1}\right)\left(S_{n}\right)+C_{n-1}\left(S_{n}\right)-C_{n-1}\left(S_{n-1}\right)\right] }
\end{aligned}
$$

for some $\xi>0$. Since $C_{n-1}\left(S_{n}\right)-C_{n-1}\left(S_{n-1}\right)<0$ by Lemma 6.2 this boundary condition rules out a negative minimum at $S_{n}$. Hence $C_{n}-C_{n-1} \geqq 0$ on $\left[0, S_{n}\right]$. Suppose finally that $C_{n}-C_{n-1}$ assumes its maximum at $S_{n}$. Then $\left(C_{n}-C_{n-1}\right)^{\prime}\left(S_{n}\right) \geqq 0$ so that the boundary condition implies that

$$
\begin{aligned}
0 \leqq\left(C_{n}-C_{n-1}\right)\left(S_{n}\right) & \leqq C_{n-1}\left(S_{n-1}\right)-C_{n-1}\left(S_{n}\right)=C_{n-1}^{\prime}(\eta)\left(S_{n-1}-S_{n}\right) \\
& \leqq f(1)^{2}(q+1) \Delta t \quad \text { for some } \eta \in\left(S_{n-1}, S_{n}\right)
\end{aligned}
$$

Since this argument already applies to $C_{1}-C_{0}$ on $\left[0, S_{1}\right]$ the lemma follows by induction.

We note from

$$
C_{n}\left(S_{n}\right)-C_{n-1}\left(S_{n-1}\right)=C_{n}\left(S_{n}\right)-C_{n-1}\left(S_{n}\right)+C_{n-1}\left(S_{n}\right)-C_{n-1}\left(S_{n-1}\right)
$$

that

$$
C_{n-1}\left(S_{n}\right)-C_{n-1}\left(S_{n-1}\right) \leqq C_{n}\left(S_{n}\right)-C_{n-1}\left(S_{n-1}\right) \leqq C_{n}\left(S_{n}\right)-C_{n-1}\left(S_{n}\right)
$$

so that

$$
\begin{equation*}
\left|C_{n}\left(S_{n}\right)-C_{n-1}\left(S_{n-1}\right)\right| \leqq f(1)^{2}(q+1) \Delta t \tag{6.16}
\end{equation*}
$$

Lemma 6.4. $\left|\left(C_{n}-C_{n-1}\right)^{\prime}\right| \leqq K \Delta t$ for $n=1,2, \cdots$.
Proof. Let $Q_{n}=C_{n}^{\prime}$ then it follows from Lemma 6.3 and $f(1)^{2}(q+1) \geqq$ $\left(Q_{n}-Q_{n-1}\right)^{\prime}=(1 / \Delta t)\left(C_{n}-C_{n-1}\right) \geqq 0$ on $\left[S_{n-1}, S_{n}\right)$ that $Q_{n}-Q_{n-1}$ is increasing on [ $S_{n-1}, S_{n}$ ]. We also note that as in Lemma 6.3

$$
\left(Q_{n}-Q_{n-1}\right)\left(S_{n}\right)=-\left[f^{\prime}(\xi)(q+\xi)+f(\xi)\right]\left(C_{n}\left(S_{n}\right)-C_{n-1}\left(S_{n-1}\right)\right)
$$

so that by (6.16)

$$
\mid\left(Q_{n}-Q_{n-1}\left(S_{n}\right) \mid \leqq f(1)^{2}(q+1) \Delta t \cdot \max _{\xi \in[0,1]}\left[f^{\prime}(\xi)(q+\xi)+f(\xi)\right] \equiv K_{1} \Delta t\right.
$$

and

$$
\left|\left(Q_{n}-Q_{n-1}\right)\left(S_{n}\right)\right| \leqq K_{1} \Delta t+f(1)^{3}(q+1) \Delta t \equiv K \Delta t .
$$

These estimates imply in particular that

$$
\left|Q_{1}-Q_{0}\right| \leqq K \Delta t .
$$

Finally, we apply the maximum principle to

$$
\begin{aligned}
& \left(Q_{n}-Q_{n-1}\right)^{\prime \prime}-\frac{1}{\Delta t}\left(Q_{n}-Q_{n-1}\right)=-\frac{1}{\Delta t}\left(Q_{n-1}-Q_{n-2}\right) \quad \text { on }\left(0, S_{n-1}\right) \\
& \left(Q_{n}-Q_{n-1}\right)^{\prime}(0)=0
\end{aligned}
$$

to conclude $\left|Q_{n}-Q_{n-1}\right| \leqq \max \left\{\left|\left(Q_{n}-Q_{n-1}\right)\left(S_{n-1}\right)\right|, \max \left|Q_{n-1}-Q_{n-2}\right|\right\}$ and hence that $\left|Q_{n}-Q_{n-1}\right| \leqq K \Delta t$ for all $n$.

We observe that it is a consequence of these lemmas that

$$
\left|C_{n}-C_{n-1}\right| \leqq \tilde{K} \Delta t
$$

for some $\tilde{K}>0$ on compact subsets of $[0, \infty)$. In fact, suppose $\tilde{x}>S_{n}$ then

$$
C_{n}(\tilde{x})-C_{n-1}(\tilde{x})=C_{n}\left(S_{n}\right)-C_{n-1}\left(S_{n}\right)+\left[C_{n}^{\prime}\left(S_{n}\right)-C_{n-1}^{\prime}\left(S_{n}\right)\right]\left(\tilde{x}-S_{n}\right)
$$

The desired inequality now follows from Lemmas 6.3 and 6.4. For arbitrary but fixed $T$ let us define the interpolating functions $S_{N}(t)$ on $[0, T]$ and $C_{N}(x, t)$ on $[0, f(1)] \times[0, T]$ given by

$$
\begin{aligned}
& S_{N}(t)=S_{n-1}+\frac{S_{n}-S_{n-1}}{\Delta t}\left(t-t_{n-1}\right), \quad t \in\left[t_{n-1}, t_{n}\right) \\
& C_{N}(x, t)=C_{n-1}(x)+\frac{C_{n}(x)-C_{n-1}(x)}{\Delta t}\left(t-t_{n-1}\right), \quad t \in\left[t_{n-1}, t_{n}\right)
\end{aligned}
$$

where $\Delta t=T / N$. It follows from (6.15) and from Lemmas $6.2,6.3$ and 6.4 that both $S_{N}$, $C_{N}$ and $\partial C_{N} / \partial x$ are uniformly bounded and Lipschitz continuous on $[0, T]$ and $[0, f(1) T] \times[0, T]$. By the Ascoli-Arzela theorem a subsequence of $\left\{S_{N}, C_{N}\right\}$ will converge uniformly to Lipschitz continuous limit functions $\{s(t), c(x, t)\}$ defined for $0 \leqq t \leqq T$ and $0 \leqq x \leqq f(1) T$. Moreover, $(\partial c / \partial x)(x, t)$ is Lipschitz continuous and the uniform limit of $\partial C_{N} / \partial x$.

Lemma 6.5. The limit function $s(t)$ has a Lipschitz continuous derivative.
Proof. Let $t \in(0, T]$ be arbitrary and set $\Delta t=t / N$. Define

$$
Q(t)=\int_{0}^{t} f(c(s(\tau), \tau)) d \tau
$$

then $d Q / d t$ is Lipschitz continuous because $f$ is continuously differentiable and $c$ and $s$ themselves are Lipschitz continuous. Let $\left\{C_{n}, S_{N}\right\}$ denote a convergent subsequence. Then by construction

$$
S_{N}(t)=\Delta t \sum_{i=1}^{N}\left(S_{i}-S_{i-1}\right)=\Delta t \sum_{i=1}^{N} f\left(C_{i}\left(S_{i}\right)\right)=\Delta t \sum_{i=1}^{N} f\left(C_{N}\left(S_{N}\left(t_{i}\right), t_{i}\right)\right)
$$

It now follows from

$$
\begin{aligned}
Q(t)-S_{N}(t)= & {\left[\int_{0}^{t} f(c(s(\tau), \tau)) d \tau-\Delta t \sum_{i=1}^{N} f\left(c\left(s\left(t_{i}\right), t_{i}\right)\right)\right] } \\
& +\Delta t \sum_{i=1}^{N}\left[f\left(c\left(s\left(t_{i}\right), t_{i}\right)\right)-f\left(C_{N}\left(S_{N}\left(t_{i}\right), t_{i}\right)\right)\right]
\end{aligned}
$$

that $\lim _{N \rightarrow \infty}\left[Q(t)-S_{N}(t)\right]=0$. Indeed, the first bracket on the right is the difference between the integral and its Riemann sum approximation and hence vanishes as $\Delta t \rightarrow 0$. The second bracket vanishes because $C_{N}$ and $S_{N}$ converge uniformly to Lipschitz continuous limit functions.

We have thus shown that the limit functions $s$ and $c$ satisfy

$$
\dot{s}(t)=f(c(s(t), t))
$$

It also is readily seen that

$$
\frac{\partial c}{\partial x}(s(t), t)=-f(c(s(t), t))(q+c(s(t), t))
$$

since

$$
\frac{\partial C_{N}}{\partial x}\left(S_{N}(t), t\right)=-f\left(C_{N}\left(S_{N}(t), t\right)\right)\left(q+C_{N}\left(S_{N}(t), t\right)\right)
$$

at each point of the partition $\left\{t_{i}\right\}$ associated with $N$. Since these points are dense in $[0, T]$ as $N \rightarrow \infty$ and the convergence of $\partial C_{N} / \partial x, C_{N}$ and $S_{N}$ is uniform, it follows immediately that the limit functions $c, s$ also satisfy the second boundary condition (1.5).

To conclude that the whole sequence of interpolating functions converges, it is enough to recall the uniqueness of the solution to problem (P), see Theorem 3.4.
7. A numerical example. The algorithm of the preceding section is used to examine numerically the asymptotic estimates (5.7), (5.8) for the special case of $m=2$ and $q=1$. All calculations are carried out with the research code of [8] as follows. For a
given interval $[0, X]$ a variable but time independent mesh with grid points $\left\{x_{k}\right\}_{k=0}^{N}$ is imposed with $x_{i}=X(i / N)^{2}$ so that the mesh points cluster near the origin where the free boundary moves fast. The time step $\Delta t$ is variable and increases with time. For the Riccati equation (6.8) the analytic solution

$$
R(x, \Delta t)=\sqrt{\Delta t} \tanh \frac{x}{\sqrt{\Delta t}}
$$

is used, while the linear equation (6.9) is integrated with the trapezoidal rule. The function $\sigma_{n}(x)$ is evaluated at successive mesh points of the grid beyond $S_{n-1}$ until it changes sign between, say, $x_{l}$ and $x_{l+1}$. The free boundary $S_{n}$ is now determined as the root of the quadratic interpolant through $\sigma\left(x_{l-1}\right), \sigma\left(x_{l}\right)$ and $\sigma\left(x_{l+1}\right)$. The equation (6.14) is also integrated with the trapezoidal rule, first from $S_{n}$ to $x_{l}$ and then backward over the fixed mesh. The numerical methods for these equations are known to converge as $\Delta x \rightarrow 0$. The results obtained are reasonably stable with respect to changes in the mesh. However, if run times are to be minimized, then a Crank-Nicolson time discretization and a higher order Adams-Moulton space integration are suggested.


Fig. 1. Plot of the free boundary and its asymptotic behavior for $q=1, m=2 . X=140, N=6000$ with 100 equal time steps for each of the intervals $[0,1],[1,10],[10,100],[100,10000]$, and $[1000,10000]$. Total execution time on the Cyber 855 was 200 s.

Figure 1 shows a plot of the free boundary $s(t)$ for $t \in[0,10000]$ and $\phi(t)=s(t) / \sqrt{t}$. The computed values satisfy the inequalities

$$
\sqrt{1.5}\left(1-\varepsilon^{2}(10000)\right) \leqq \sqrt{1.5} \equiv 1.225 \leqq \phi(10000)=1.24 \leqq \sqrt{2}=1.41
$$

as well as $\phi^{\prime}(10000) \approx 4.18 \cdot 10^{-6}$ and $s^{\prime}(10000) \approx 6.62 \cdot 10^{-3}$. Thus the lower bound (5.8) appears to be quite good.
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# ON FUNCTIONS REPRESENTABLE AS A SUPREMUM OF A FAMILY OF SMOOTH FUNCTIONS II* 

Y. YOMDIN ${ }^{\dagger}$


#### Abstract

The classes $S_{m}^{q}$ of functions $f(x)$, representable as $\sup _{t} h(x, t)$, where $t$ is an $m$-dimensional parameter and $h$ is a $C^{q}$-smooth function of $x$ and $t$, are studied. Considering the "massiveness" of the sets $S_{m}^{\prime}$. in appropriate functional spaces, we show that these classes really differ for different $q$ and $m$.

Studying geometric invariants of maximum functions, related to the critical values of smooth mappings involved, we give explicit examples of functions in $S_{m}^{\varphi}$ which are not representable as the maximum of $k$ times differentiable families when $k$ is sufficiently large.


1. Introduction. Functions, represented as a supremum of families of a certain type, arise naturally in many questions of analysis and optimization (see e.g. [1], [5], [6], [13] and many others). In [7], [9], [12] the class $H(D)$ has been considered of functions $f$ on the domain $D \subset R^{n}$, representable as $f(x)=\sup _{h \in Q} h(x), x \in D$, where $Q$ is a bounded in a $C^{2}$-norm family of twice differentiable functions on $D$. The functions $f \in H(D)$ have many nice properties, both geometric and analytic. One important point is that the consideration of families of $C^{k}$-smooth functions, bounded in $C^{k}$-norm, for $k>2$, does not restrict the class $H$. In fact, it is shown in [7], [9] that $H(D)$ can be described as the class of all $f$, representable as $f(x)=\sup _{p \in P} p(x)$, where $P$ is a bounded subset in the space of all the quadratic polynomials on $R^{n}$.

Another important class of maximum functions appears when we assume that the family $Q$ is smoothly parametrized.

Let $S_{m}^{q}(D)$ denote the set of functions $r$, representable as $f(x)=\max _{t \in T^{m}} h(x, t)$, where $T^{m}$ is a compact $m$-dimensional smooth manifold and $h: D \times T^{m} \rightarrow R$ is a $q$-times continuously differentiable function, $q \geqq 2$. Clearly, $S_{m}^{q}(D) \subset H(D)$.

Precise information on the local structure of "generic" functions in $S_{m}^{q}(D)$ has been obtained by methods of Singularities theory (see e.g. [1], [5], [12], [13]).

However, the following important question seems to be untouched: Do the classes $S_{m}^{q}$ really depend on $q$ and $m$ ? This question is especially interesting in view of the independence of the class $H$ above of the smoothness of functions involved.

In the present paper we answer this question, showing in many cases noncoincidence of $S_{m}^{q}$ for different $q$ and $m$, although our results are not strong enough to separate these classes completely.

Two different approaches are used: first we study the "massiveness" of the sets $S_{m}^{q}$ in appropriate functional spaces, in a way similar to that used in [4], [10] for the problem of representability and approximations by means of compositions. This method allows us to separate classes $S_{m}^{q}$, but does not give explicit examples.

Another approach is based on the study of geometric invariants of maximum functions. These invariants are related to the structure of the set of critical values of the smooth family that defines the maximum function. In this way we obtain explicit examples of functions in $S_{m}^{q} \backslash S_{m^{\prime}}^{q^{\prime}}$.

To give the flavor of these examples, we state here the following theorem which will be proved in $\S 4$ below.

[^81]Theorem 4.4. Let $f(x)$ be a convex piecewise linear function of the single variable $x \in[0,1]$, with the countable number of "edges". Let $\delta_{1}<\delta_{2}<\cdots<\delta_{i}<\cdots$ be the slopes of these edges, and let $\alpha_{i}=\delta_{i+1}-\delta_{i}$. Then $f$ can be represented in a form

$$
f(x)=\max _{t \in[0,1]} a(t) x+b(t), \quad x \in[0,1]
$$

with $a(t)$ and $b(t) k$ times continuously differentiable functions on $[0,1]$, if and only if $\sum_{i=1}^{\infty} \alpha_{i}^{1 / k}<\infty$.

There are many open questions, concerning the structure of maximum functions, some of which we discuss in the last section.
2. $\varepsilon$-entropy of sets of maximum functions. Let $D \subset R^{n}$ be a bounded closed domain. For $q=p+\alpha, p \geqq 1$-an integer, $0<\alpha \leqq 1$, we denote by $C^{q}(D)$ the space of $p$ times continuously differentiable functions $g$ on $D$, whose derivatives of order $p$ satisfy the Hölder condition

$$
\begin{equation*}
\left\|d^{p} g(x)-d^{p} g(y)\right\| \leqq L\|x-y\|^{\alpha}, \tag{*}
\end{equation*}
$$

with some constant $L$.
Let

$$
\begin{aligned}
& M_{i}(g)=\max _{y \in D}\left\|d^{i} g(y)\right\|, \quad i=0, \cdots, p \\
& M_{q}(g)=\inf L \quad \operatorname{in}(*)
\end{aligned}
$$

(We consider all the Euclidean spaces $R^{s}$ and the spaces of their linear and multilinear mappings with the usual Euclidean norms.)

For $c>0$ denote by $C^{q}(D, c)$ the set of all $g$ in $C^{q}(D)$ with $M_{i}(g) \leqq c, i=$ $0, \cdots, p, q$.

Let $F$ be a relatively compact set in a metric space $X$. For some $\varepsilon>0$ a set $F^{*} \subset X$ is called an $\varepsilon$-net of $F$ if for any $z \in F$ there exists $z^{*} \in F^{*}$ with $d\left(z, z^{*}\right) \leqq \varepsilon$, where $d$ denotes the distance in $X$.

Denote by $N_{\varepsilon}(F)$ the number of elements in a minimal $\varepsilon$-net of $F$. The number $H_{\varepsilon}(F)=\log _{2} N_{\varepsilon}(F)$ is called the $\varepsilon$-entropy of the set $F$. It is convenient also to define the number $\mathrm{fd}(F)$ as $\varlimsup_{\varepsilon \rightarrow 0} \log _{2} H_{\varepsilon}(F) / \log _{2}(1 / \varepsilon)$.

The notion of entropy arises in a natural way in connection with various problems of analysis (see e.g. [4], [10], [14], [16]).

In this section the metric space $X$ is the space $C(D)$ of continuous functions on $D$ with the uniform norm. Now we turn back to maximum functions. Without loss of generality we can assume that the parameter manifold $T^{m}$ is the unit $m$-dimensional cube $I^{m}$. For $c>0$ denote by $S_{m}^{q}(D, c)$ the set of functions $f$ on $D$, representable as $f(x)=\max _{t} h(x, t)$, with $h \in C^{q}\left(D \times I^{m}, c\right)$. Clearly, for any $c>0, S_{m}^{q}(D, c)$ is a compact subset in $C(D)$.

Theorem 2.1. For any $c>0$,

$$
\frac{n+m}{q+2 m / n} \leqq \operatorname{fd}\left(S_{m}^{q}(D, c)\right) \leqq \frac{n+m}{q} .
$$

Proof. Consider the mapping $\mu$ : $C\left(D \times I^{m}\right) \rightarrow C(D)$, defined by $\mu(h)=f, f(x)=$ $\max _{t \in I^{m}} h(x, t)$. Clearly, $\mu$ does not increase the distance. From the definition of $\varepsilon$-entropy we obtain that for any relatively compact set $F \subset C\left(D \times I^{m}\right), H_{\varepsilon}(\mu(F)) \leqq$ $H_{\varepsilon}(F)$.

Since $S_{m}^{q}(D, c)=\mu\left(C^{q}\left(D \times I^{m}, c\right)\right)$ and since according to [10, Thm. 2.2.1], $\operatorname{fd}\left(C^{q}\left(D \times I^{m}, c\right)\right)=(n+m) / q$, we obtain the right-hand side inequality.

To obtain the lower bound for $\operatorname{fd}\left(S_{m}^{q}(D, c)\right)$ it is sufficient to find in this set a suitable number of functions, any two of which differ at least by $2 \varepsilon$ in $C$-norm.

Let us fix some $\delta>0$ and let $\delta^{\prime}=\frac{1}{2} \delta^{1+m / n}$. Let $Z_{\delta} \subset R^{n}$ denote the net of points of the form $z=\left(k_{1} \delta, k_{2} \delta, \cdots, k_{n} \delta\right), k_{i} \in Z$.

Consider also the points $z_{\alpha}^{\prime} \in R^{n}$ of the form ( $k_{1} \delta^{\prime}, \cdots, k_{n} \delta^{\prime}$ ), $1 \leqq k_{i} \leqq\left[\delta / \delta^{\prime}\right]$, indexed in some fixed way, $1 \leqq \alpha \leqq\left[\delta / \delta^{\prime}\right]^{n}$. Finitely, let $z_{\beta}^{\prime \prime} \in I^{m}$ be the points of the form $\left(k_{1} \delta, \cdots, k_{m} \delta\right), 0 \leqq k_{i} \leqq[1 / \delta]$, indexed in some fixed way, $1 \leqq \beta \leqq[1 / \delta]^{m}$.

Since $\delta / \delta^{\prime}=2(1 / \delta)^{m / n},\left[\delta / \delta^{\prime}\right]^{n} \sim 2^{n}(1 / \delta)^{m}>[1 / \delta]^{m}$ for $\delta$ sufficiently small, we can fix some one-to-one mapping $\omega$ from the set of indices $\beta$ into the set of indices $\alpha$.

Now consider in $R^{m} \times I^{m}$ the net of points $y$ of the form $y=\left(z+z_{\omega(\beta)}^{\prime}, z_{\beta}^{\prime \prime}\right)$, $z \in Z_{\delta}, 1 \leqq \beta \leqq[1 / \delta]^{m}$, and let $y_{\xi}, 1 \leqq \xi \leqq K(\delta)$, denote those from the points $y$, whose projections $x_{\xi}$ on $R^{n}$ belong to $D$. Since $D$ has a nonempty interior, $K(\delta) \geqq$ $K^{\prime}(1 / \delta)^{n+m}$, with some $K^{\prime}>0$, not depending on $\delta$.

We shall use below only the following property of points $y_{\xi}$ : they form a net in $D \times I^{m}$ with the distance at least $\delta$ between any two points, while their projections $x_{\xi}$ form a net in $D$ with the distance at least $\delta^{\prime}$ between any two points.

Let $\phi: R \rightarrow R$ be a $C^{\infty}$-smooth even function with the following properties:
i. $\phi(s)=1-s^{2}$ for $|s| \leqq \frac{1}{2}$;
ii. $\phi(s)=0$ for $|s| \geqq 1$;
iii. $\phi(s)$ is a decreasing function of $|s|$ for $\frac{1}{2} \leqq|s| \leqq 1$.

Let $\psi: R^{n+m} \rightarrow R$ be defined by $\psi(y)=\phi(\|y\|)$. Denote by $M 2^{q} \cdot \max M_{i}(\psi)$, $i=1, \cdots, p+1$.

Now for any subset $\kappa \subset\{1, \cdots, K(\delta)\}$ define the function $\psi_{\kappa}: D \times I^{m} \rightarrow R$ as follows: for $y=(x, t) \in D \times I^{m}$

$$
\psi_{\kappa}(y)=\frac{c}{M} \delta^{q} \sum_{\xi \in \kappa} \psi\left(\frac{2}{\delta}\left(y-y_{\xi}\right)\right) .
$$

Clearly, $\psi_{\kappa}$ is a $C^{\infty}$ function, and since the supports of $\psi\left((2 / \delta)\left(y-y_{\xi}\right)\right)$ are disjoint for different $\xi$ by property ii of $\phi$, we see that $\psi_{\kappa} \in C^{q}\left(D \times I^{m}, c\right)$.

Now consider the corresponding maximum function $f_{\kappa}=\mu\left(\psi_{\kappa}\right)$, which by definition belongs to $S_{m}^{q}(D, c)$.

Lemma 2.2. For $\kappa \neq \kappa^{\prime},\left\|f_{\kappa}-f_{\kappa^{\prime}}\right\|_{C} \geqq(c / M) \delta^{q+2 m / n}$.
Proof. Since the supports of $\psi\left((2 / \delta)\left(y-y_{\xi}\right)\right)$ are disjoint, we have:

$$
f_{\kappa}(x)=\frac{c}{M} \delta^{q} \max _{\xi \in \kappa} \max _{t \in I^{m}} \psi\left(\frac{2}{\delta}\left(y-y_{\xi}\right)\right)=\frac{c}{M} \delta^{q} \max _{\xi \in \kappa} \phi\left(\frac{2}{\delta}\left\|x-x_{\xi}\right\|\right),
$$

by construction of function $\psi$.
Now assume that $\kappa \backslash \kappa^{\prime} \neq \phi$ and fix some $\eta \in \kappa \backslash \kappa^{\prime}$. Then

$$
f_{\kappa}\left(x_{\eta}\right)=\frac{c}{M} \delta^{q} \phi(0)=\frac{c}{M} \delta^{q},
$$

by property i of $\phi$. On the other hand, for any $\xi \neq \eta$,

$$
\phi\left(\frac{2}{\delta}\left\|x_{\eta}-x_{\xi}\right\|\right)=1-\left(\frac{2}{\delta}\left\|x_{\eta}-x_{\xi}\right\|\right)^{2} \leqq 1-4\left(\frac{\delta^{\prime}}{\delta}\right)^{2}
$$

since $\left\|x_{\eta}-x_{\xi}\right\| \geqq \delta^{\prime}$ for $\xi \neq \eta$. Hence

$$
f_{\kappa^{\prime}}\left(x_{\eta}\right) \leqq \frac{c}{M} \delta^{q}-\frac{c}{M} \delta^{q} 4\left(\frac{\delta^{\prime}}{\delta}\right)^{2}=f_{\kappa}\left(x_{\eta}\right)-\frac{c}{M} \delta^{q+2 m / n}
$$

Therefore $\left\|f_{\kappa}-f_{\kappa^{\prime}}\right\|_{C} \geqq\left\|f_{\kappa}\left(x_{\eta}\right)-f_{\kappa^{\prime}}\left(x_{\eta}\right)\right\| \geqq(c / M) \delta^{q+2 m / n}$. This completes the proof of Lemma 2.2. We now return to the proof of Theorem 2.1.

Given $\varepsilon>0$ let $\delta=(3 M \varepsilon / c)^{1 /(q+2 m / n)}$. Then $(c / M) \delta^{q+2 m / n}=3 \varepsilon$ and by Lemma 2.2 all the functions $f_{\kappa}$ form the $3 \varepsilon$-separated net in $S_{m}^{q}(D, c)$. Since the number of elements in this net is equal to

$$
2^{K(\delta)} \geqq 2^{K^{\prime}(1 / \delta)^{n+m}}=2^{K^{\prime \prime}(1 / \varepsilon)^{(n+m) /(q+2 m / n)}},
$$

we have

$$
H_{\varepsilon}\left(S_{m}^{q}(D, c)\right) \geqq K^{\prime \prime}(1 / \varepsilon)^{(n+m) /(q+2 m / n)}
$$

Theorem 2.1 is proved.
As an immediate consequence of Theorem 2.1 we obtain the main result of this section:

Theorem 2.3. Let $D$ be a compact domain in $R^{n}$. Then for any $m, q$ and $m^{\prime}, q^{\prime}$, such that $(n+m) /(q+2 m / n)>\left(n+m^{\prime}\right) / q^{\prime}$, the set of functions in $S_{m}^{q}(D) \subset C(D)$ not belonging to $S_{m^{\prime}}^{q^{\prime}}(D)$, is a set of second category. In particular, this set is everywhere dense in $S_{m}^{q}(D)$.

Proof. Clearly, $S_{m^{\prime}}^{q^{\prime}}(D)=\bigcup_{N=1}^{\infty} S_{m^{\prime}}^{q^{\prime}}(D, N)$. By Theorem 2.1 for any ball $\Omega$ in $C(D)$, $\mathrm{fd}\left(S_{m}^{q}(D) \cap \Omega\right) \geqq(n+m) /(q+2 m / n)$. But by the same theorem, $\operatorname{fd}\left(S_{m^{\prime}}^{q^{\prime}}(D, N)\right) \leqq$ $\left(n+m^{\prime}\right) / q^{\prime}<(n+m) /(q+2 m / n)$. Since $S_{m^{\prime}}^{q^{\prime}}(D, N) \cap S_{m}^{q}(D)$ is closed, it is therefore a nowhere dense subset in $S_{m}^{q}$.

Now we give some corollaries, showing what classes $S_{m}^{q}$ can be separated by means of Theorem 2.3.

Corollary 2.4. For given $D \subset R^{n}$ and $m$ and for any $q$ and $q^{\prime}>q+2 m / n, S_{m}^{q^{\prime}}(D)$ $\varsubsetneqq S_{m}^{q}(D)$. In particular, if $n>2 m$, then for any $q^{\prime}>q, S_{m}^{q^{\prime}}(D) \varsubsetneqq S_{m}^{q}(D)$.

Proof. For $q^{\prime}>q+2 m / n,(n+m) / q^{\prime}<(n+m) /(q+2 m / n)$.
Corollary 2.5. For given $D \subset R^{n}, q$ and $m$, and for any $m^{\prime}<m-$ $2 n(n+m) /(2 n+q m), \quad S_{m^{\prime}}^{q}(D) \varsubsetneqq S_{m}^{q}(D)$. In particular, for $q>\left(2 n^{2}-1\right) / m+2 n$, $S_{m^{\prime}}^{q}(D) \varsubsetneqq S_{m}^{q}(D)$ for any $m^{\prime}<m$, and for $q>2 n^{2}+2 n-1, S_{m^{\prime}}^{q}(D) \varsubsetneqq S_{m^{\prime \prime}}^{q^{\prime \prime}}(D)$ for any $m^{\prime}<m^{\prime \prime}$.

Proof. For $m^{\prime}<m-2 n(n+m) /(2 n+q m),\left(n+m^{\prime}\right) / q<(n+m) /(q+2 m / n)$. For $q>\left(2 n^{2}-1\right) / m+2 n, 2 n(n+m) /(2 n+q m)<1$. Finitely, for $q>2 n^{2}+2 n-1$, the last inequality is satisfied for any $m$.

We can use the result of Theorem 2.1 also to compare $S_{m}^{q}(D)$ with $C^{k}(D)$. Indeed, by [10, Thm. 2.2.1], $\mathrm{fd} C^{k}(D)=n / k$, and repeating the proof of Theorem 2.3 we obtain the following:

Corollary 2.6. For $(n+m) / q<n / k$, the set of $k$ times continuously differentiable functions on $D$ not belonging to $S_{m}^{q}(D)$, is a set of the second category and, in particular, is everywhere dense in the uniform topology.

Notice that Corollaries 2.4, 2.5 and 2.6 do not give explicit examples of functions, not representable as a maximum of a suitably smooth family. Below we give such examples for any situation, covered by Corollary 2.6.
3. Critical values of maximum functions. Let $f: D \rightarrow R^{s}$ be a continuous mapping. The point $x \in D$ is called a critical point of $f$, if the first differential $d f(x)$ exists and is equal to zero. Let $\Sigma(f)$ be the set of all the critical points of $f$ and let $\Delta(f)=f(\Sigma(f))$ $\subset R^{s}$ be the set of critical values of $f$. (Actually, $\Sigma(f)$ is the set of critical points of rank zero of $f$, in the usual terminology).

A well-known and widely used property of critical values of differentiable mappings is given by the Morse-Sard theorem (see [3], [8]): if the mapping is sufficiently smooth, the set of its critical values has the Lebesgue measure (or, more precisely, the Hausdorff measure of an appropriate dimension) zero.

In [14] the stronger property of critical values has been established: let $A$ be a bounded subset in $R^{s}$. The entropy dimension of $A, \operatorname{dim}_{e} A$ is defined as

$$
\operatorname{dim}_{e} A=\inf \left\{\beta: \exists K, \forall \varepsilon>0, \varepsilon \leqq 1, N_{\varepsilon}(A) \leqq K\left(\frac{1}{\varepsilon}\right)^{\beta}\right\}
$$

where $N_{\varepsilon}(A)$, as above, is the number of elements in a minimal $\varepsilon$-net of $A$ in $R^{s}$.
For "nice" sets the entropy dimension coincides with the Hausdorff dimension $\operatorname{dim}_{h}$ and with the topological dimension. For any $A \operatorname{dim}_{e} A \geqq \operatorname{dim}_{h} A$, and the important advantage of the entropy dimension, which we shall use below, is that it allows us to distinguish countable sets, while the Hausdorff dimension of any countable set is zero.

The following result has been obtained in [14]:
Theorem 5.4. [14]. Let $D \subset R^{n}$ be a compact domain and let $f: D \rightarrow R^{s}$ be a $C^{q}$-mapping. Then

$$
\operatorname{dim}_{e} \Delta(f) \leqq \frac{n}{q}
$$

(The Morse-Sard theorem, in its general form, proved in [3], gives the same bound for the Hausdorff dimension of $\Delta(f)$.)

It turns out that also the critical values of the function, representable as a maximum of a smooth family, cannot form a set which is too large. More precisely, we have:

Theorem 3.1. Let $D \subset R^{n}$ be a compact domain. For any $f \in S_{m}^{q}(D)$,

$$
\operatorname{dim}_{e} \Delta(f) \leqq \frac{n+m}{q}
$$

Proof. Let $f(x)=\max _{t \in I^{m}} h(x, t), h \in C^{q}\left(D \times I^{m}\right)$.
Before proving Theorem 3.1 we state and prove a lemma.
Lemma 3.2. Let $x_{0} \in D$ be a critical point of $f$ and let $t_{0} \in I^{m}$ be such that $f\left(x_{0}\right)=$ $h\left(x_{0}, t_{0}\right)$. Then $\left(x_{0}, t_{0}\right) \in D \times I^{m}$ is a critical point of $h$.

Proof. Since $h\left(x_{0}, t\right)$ attains its maximum with respect to $t$ at $t_{0}$, we have $d_{t} h\left(x_{0}, t_{0}\right)=0$.

By the definition of critical points, $f$ is differentiable at $x_{0}$ and $d f\left(x_{0}\right)=0$. But then from the expression of the generalized differential of maximum functions (see [2]) it follows immediately that $d_{x} h\left(x_{0}, t_{0}\right)=0$.

Proof of Theorem 3.1. By Lemma 3.2 any critical value $f\left(x_{0}\right)$ of $f$ is a critical value $h\left(x_{0}, t_{0}\right)$ of $h$, i.e., $\Delta(f) \subset \Delta(h)$. But by Theorem 5.4 [14], $\operatorname{dim}_{e} \Delta(h) \leqq(n+m) / q$.

Now to obtain examples of functions, nonrepresentable as maximum, we note that for any $\gamma<n / k$, by [14, Thm. 5.6], the function $g \in C^{k}(D)$ can be built, with $\operatorname{dim}_{e} \Delta(g) \geqq \gamma$. By Theorem 3.1, $g$ does not belong to any $S_{m}^{q}(D)$, with $(n+m) / q<\gamma$; and therefore, we get explicit examples of nonrepresentable functions in any situation, covered by Corollary 2.6.

In particular, let $g_{n}: I^{n} \rightarrow R, g_{n} \in C^{n-1}\left(I^{n}\right)$ be the Whitney function with $\Delta(g)=$ [ 0,1$]$. (See [11].)

Since $\operatorname{dim}_{e}[0,1]=1$, we have proved:
Corollary 3.3. $g_{n} \notin S_{m}^{q}\left(I^{n}\right)$ for $q>n+m$.
Notice that in all the constructions above it is sufficient to use the Hausdorff dimension of the sets of critical values. However, using the specific properties of the entropy dimension we can give examples of very simple functions, not representable as maximum:

Let $\psi_{k}:[0,1] \rightarrow R$ be defined as $\psi_{k}(x)=x^{k} \cos (1 / x) . \psi_{k} \in C^{[k / 2]-1}([0,1])$ and the critical values of $\psi_{k}$ form the sequence

$$
\omega\left(-\left(\frac{1}{\pi}\right)^{k}\right), \omega\left(\left(\frac{1}{2 \pi}\right)^{k}\right), \cdots, \omega\left((-1)^{i}\left(\frac{1}{i \pi}\right)^{k}\right), \cdots
$$

where $\omega:[-1,1] \rightarrow[-1,1]$ is a Lipschitzian homeomorphism. Hence $\operatorname{dim}_{e} \Delta\left(\psi_{k}\right)=$ $1 /(k+1)$ (see e.g. [15]). This proves:

Corollary 3.4. $\psi_{k} \notin S_{m}^{q}([0,1])$ for $q>(k+1)(m+1)$.
4. Maxima of smooth families of linear functions. In this section we give simple examples of convex functions nonrepresentable as a maximum of a sufficiently smooth family of linear functions. Once more we reduce the question of representability to the properties of critical values of some differentiable mappings. But here, in constrast to section 3, the arising sets of critical values are a priori at most countable. Thus the Morse-Sard theorem gives no information in this case and the use of the entropy dimension and the stronger [14, Thm. 5.4] becomes essential. In fact, this theorem was found in the attempt to give criteria for representability of convex functions as the maximum of linear ones.

Let $D$ be a convex compact domain in $R^{n}$. We consider a cone $Q(D)$ of convex functions $f$ on $D$, which are extendable to convex functions on $R^{n}$ and whose graphs $\Gamma(f)$ over $D$ are polyhedra with possibly countable number of faces.

We study the representability of $f \in Q(D)$ as $f=\max _{t \in I^{m}} l_{t}$, where for $x=$ $\left(x_{1}, \cdots, x_{n}\right) \in R^{n}$

$$
l_{t}(x)=a_{1}(t) x_{1}+\cdots+a_{n}(t) x_{n}+b(t), \quad \text { with } a_{1}, \cdots, a_{n}, b \in C^{q}\left(I^{m}\right)
$$

Denote the set of functions in $Q(D)$, representable in this form, by $Q_{m}^{q}(D)$.
Let $L$ be a hyperplane in $R^{n} \times R$ with a nondegenerate projection on $R^{n} . L$ is a graph of the linear function $l_{L}(x)=a_{1}(L) x_{1}+\cdots+a_{n}(L) x_{n}+b(L)$. Denote the point $\left(a_{1}(L), \cdots, a_{n}(L)\right) \in R^{n}$ by $\delta(L)$.

For a given $f \in Q(D)$ let $\delta(F) \subset R^{n}$ be the set of $\delta(\gamma)$, where $\gamma$ runs through all the faces of $\Gamma(f) . \delta(f)$ is at most countable bounded subset in $R^{n}$.

Theorem 4.1. For any $f \in Q_{m}^{q}(D), \operatorname{dim}_{e} \delta(F) \leqq(m / q)$.
Proof. Write $f$ as $\max l_{t}, l_{t}(x)=a_{1}(t) x_{1}+\cdots+a_{n}(t) x_{n}+b(t)$, and for each face $\gamma$ of $\Gamma(f)$ find some $t_{\gamma} \in I^{m}$, such that $\gamma$ is a graph of $l_{t_{\gamma}}$.

Lemma 4.2. For any face $\gamma$ of $\Gamma(f), t_{\gamma}$ is a critical point of each of functions $a_{1}, \cdots, a_{n}, b$.

Proof. Let $x^{0}, x^{1}, \cdots, x^{n}$ be the vertices of some nondegenerate simplex in the projection of $\gamma$ on $R^{n}$. Since at each $x^{i}, f\left(x^{i}\right)=l_{t_{\gamma}}\left(x^{i}\right)=\max _{t} l_{t}\left(x^{i}\right)$, we have $\left.d_{t} l_{t}\left(x^{i}\right)\right|_{t=t_{\gamma}}=0$, or

$$
d_{t} a_{1}\left(t_{\gamma}\right) x_{1}^{i}+\cdots+d_{t} a_{n}\left(t_{\gamma}\right) x_{n}^{i}+d_{t} b\left(t_{\gamma}\right)=0, \quad i=0, \cdots, n .
$$

But since $x^{0}, \cdots, x^{n}$ are the vertices of a nondegenerated simplex, this linear system has only the zero solution. This proves the lemma.

Thus if we define the mapping $\Phi: I^{m} \rightarrow R^{n}$ by $\Phi(t)=\left(a_{1}(t), \cdots, a_{n}(t)\right)$, any point $t_{\gamma}$ is a critical point of $\Phi$ and $\delta(\gamma)=\Phi\left(t_{\gamma}\right)$ is a critical value of $\Phi$. Hence $\delta(f) \subset \Delta(\Phi)$, and since by Theorem 5.4 [14] $\operatorname{dim}_{e} \Delta(\Phi) \leqq m / q$, Theorem 4.1 is proved.

Now consider, for instance, the set $\Delta_{\alpha} \subset R^{n}$, consisting of points of the form

$$
\left(\frac{1}{k_{1}^{\alpha}}, \frac{1}{k_{2}^{\alpha}}, \cdots, \frac{1}{k_{n}^{\alpha}}\right), \quad k_{i}=1,2, \cdots,
$$

$\alpha>0$. We have $\operatorname{dim}_{e} \Delta_{\alpha}=n /(\alpha+1)$ (see e.g. [15]). One can easily find functions $f_{\alpha} \in$ $Q\left(I^{n}\right)$ with $\delta(f)=\Delta_{\alpha}$. We obtain the following:

Corollary 4.3. $f_{\alpha} \notin Q_{m}^{q}\left(I^{n}\right)$ for $m / q<n /(\alpha+1)$.
Using the metric invariant $V_{\beta}$, defined in [15], one can give a more precise version of Theorem 4.1. We shall consider only one special case, where the question of representability can be answered completely. This is the case of Theorem 4.4 which was stated in the introduction. We repeat that statement here.

Let $f \in Q([0,1])$ be a function, for which $\delta(f)$ is a sequence $\delta_{1}<\delta_{2}<\cdots<\delta_{i}<\cdots$ and let $\alpha_{i}=\delta_{i+1}-\delta_{i}$.

Theorem 4.4. The function $f$ can be represented as $f(x)=\max _{t \in[0,1]} a(t) x+b(t)$, $x \in[0,1]$, with $a$ and $b k$ times continuously differentiable functions on $[0,1]$, if and only if $\sum_{i=1}^{\infty} \alpha_{i}^{1 / k}<\infty$.

Proof. If $f$ has a required representation, then, by Lemma 4.2, $\delta(f)=\left\{\delta_{1}, \delta_{2}, \cdots\right\}$ $\subset \Delta(a)$. But then by [15, Thm. 4.1], $\Sigma_{i=1}^{\infty} \alpha_{i}^{1 / k}<\infty$.

Now assume that $\sum_{i=1}^{\infty} \alpha_{i}^{1 / k}<\infty$. In the proof of [15, Thm. 4.1] it is shown that we can find the function $a:[0,1] \rightarrow R$ with the following properties:
(i) $a \in C^{\infty}([0,1))$ and all the derivatives of $a$ up to order $k$ at $t \in[0,1)$ tend to zero as $t$ tends to 1 (and, in particular, $a$ is $k$ times continuously differentiable on [ 0,1$]$.)
(ii) $a$ increases on $[0,1]$.
(iii) There is a sequence of points $t_{1}, t_{2}, \cdots$ in $[0,1)$, converging to 1 , such that $a\left(t_{i}\right)=\delta_{i}$ and all the derivatives of $a$ at $t_{i}$ vanish, $i=1,2, \cdots$.

Using $a(t)$ and $f$, we define $b(t)$ as follows: $b(t)$ is the constant term in the equation of the support line to the graph $\Gamma(f)$ with the slope $a(t)$.

Clearly, $f(x)=\max _{t} a(t) x+b(t)$. It remains to prove that $b$ is $k$ times continuously differentiable on $[0,1]$.

Let $\left(x_{i}, y_{i}\right)$ be the coordinates of the vertex of $\Gamma(f)$, belonging to the edges of $\Gamma(f)$ with the slopes $\delta_{i}$ and $\delta_{i+1}, i=1,2, \cdots$. Then for $\delta_{i} \leqq a(t) \leqq \delta_{i+1}$, i.e. for $t_{i} \leqq t \leqq$ $t_{i+1}, b(t)=y_{i}-a(t) x_{i}$. Hence $b(t)$ is $C^{\infty}$-smooth on each segment $\left[t_{i}, t_{i+1}\right]$, and its derivatives coincide with the derivatives of $a(t)$ up to a coefficient $-x_{i}$. But by the condition (iii), all the derivatives of $a$ vanish at $t_{i}$. Hence $b \in C^{\infty}([0,1])$. Since by $i$, all the derivatives of $a(t)$ up to order $k$ tend to zero as $t$ tends to 1 , the same is true for $b(t)$ and hence $b$ is a $k$ times continuously differentiable function on $[0,1]$.
5. Some open questions. Of course, the results above are far from being complete. However, they show that there is a rich variety of interesting phenomena concerning the maxima of smooth families, as well as various connections with the deep properties of smooth mappings.

Theorem 2.1 gives bounds for the functional dimension fd of the sets of maximum functions. What is the precise value of $\operatorname{fd}\left(S_{m}^{q}(D, c)\right)$ ?

Notice also that the invariants obtained in $\S \S 2$ and 3 involve both the smoothness $q$ and the dimension of the parameter space $m$. Can one find invariants of maximum functions, separating the influence of these factors?

There is a similarity between the study of maximum functions above and the study of functions, representable by means of compositions of functions of some fixed class (see [10], [16]). In both cases the consideration of the $\varepsilon$-entropy allows us to prove the existence of nonrepresentable functions, while the study of some invariants, related to critical values, gives explicit examples of such functions. Are there direct connections between these two problems?

The necessary condition for the representability of a polyhedral convex function as a maximum of a smooth family of linear functions, given by Theorem 4.1, is very close to a sufficient one (see Theorem 4.4). However, for an arbitary convex function (not necessarily polyhedral), the method used here breaks down. Can one define invariants of a general convex function, responsible for the representability of this function as a maximum of a smooth family of linear functions? ${ }^{1}$

The maximum functions of smooth families have nice differentiability properties, which can be formulated, in particular, in terms of their generalized derivatives (both in sense of distributions-see [12], and in sense of optimization theory-see [2], [6], [7], [9]). Can one give criteria of representability in these terms? In particular, can one find function spaces appropriate for the treatment of maximum functions?

We focus on one question, in particular concerning the differentiability properties of maximum functions. A continuous function $f: R^{n} \rightarrow R$ is said to have the $k$ th differential at $x_{0}$, if there exists a polynomial $P: R^{n} \rightarrow R$ of degree $k$, such that $\|f(x)-P(x)\|=o\left(\left\|x-x_{0}\right\|^{k}\right)$. Convex functions are known to have the second differential almost everywhere. Is it true that functions in $S_{m}^{k}(D)$ have the $k$ th differential almost everywhere in $D$ ? Some variant of this question (for finite families) is considered in [17]. ${ }^{2}$
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# POSITIVITY OF THE POISSON KERNEL FOR THE CONTINUOUS $q$-JACOBI POLYNOMIALS AND SOME QUADRATIC TRANSFORMATION FORMULAS FOR BASIC HYPERGEOMETRIC SERIES* 
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#### Abstract

A nonterminating extension of the Sears-Carlitz quadratic transformation formula for a well-posed ${ }_{3} \phi_{2}$ series with an arbitrary argument is obtained as a sum of two balanced ${ }_{5} \phi_{4}$ series. This is then extended to a very well-poised ${ }_{5} \phi_{4}$ series with arbitrary argument. These results are used to derive some generating functions for the $q$-Wilson polynomials $p_{n}(x ; a, b, c, d ; q)$ when $a d=b c$ and an expression for the Poisson kernel $K_{t}(x, y ; a, b, c, b c / a ; q)$ as a sum of three sums of very well-poised ${ }_{10} \phi_{9}$ series which clearly demonstrates its positivity for $0 \leqq t<1,0 \leqq q<1$ in the continuous $q$-Jacobi case when $a=q^{\alpha / 2+1 / 4}$, $b=q^{\alpha / 2+3 / 4}, c=-q^{\beta / 2+1 / 4}$ and $\alpha, \beta>-1$. Additional quadratic transformation formulas are derived, along with $q$-analogues of Watson's and Whipple's summation formulas.
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1. Introduction. Recently we showed [9] how Rogers' linearization formula for the continuous $q$-ultraspherical polynomials $C_{n}(x ; \beta \mid q)$, defined below, could be used to derive an ${ }_{8} \phi_{7}$ basic hypergeometric series representation for the Poisson kernel $P_{t}(x, y$; $\beta \mid q$ ) for these polynomials from which one could easily see that this kernel is positive for $-1 \leqq x, y \leqq 1,0 \leqq t, q<1$ when $0 \leqq \beta<1$. In analogy with the limiting ultraspherical polynomial case we conjectured that $P_{t}(x, y ; \beta \mid q)$ should also be positive when $1<\beta<$ $q^{-1 / 2}$. It was in trying to prove this conjecture and to give conditions under which the Poisson kernel for the continuous $q$-Jacobi polynomials $P_{n}^{(\alpha, \beta)}(x \mid q)$ is positive that we were led to consider the quadratic transformations and generating functions derived in this paper.

In particular, after first introducing our notation in §2, we shall prove in §3, that the Sears-Carlitz formula [14, (4.1)], [8, (2.4)],

$$
\begin{align*}
&{ }_{3} \phi_{2}\left[\begin{array}{c}
a, b, c \\
a q / b, a q / c
\end{array} ; q, \frac{a q x}{b c}\right]  \tag{1.1}\\
&=\frac{(a x ; q)_{\infty}}{(x ; q)_{\infty}}{ }_{5} \phi_{4}\left[\begin{array}{c}
\sqrt{a},-\sqrt{a}, \sqrt{a q},-\sqrt{a q}, a q / b c \\
a q / b, a q / c, a x, q / x
\end{array} ; q, q\right]
\end{align*}
$$

[^83]where $a=q^{-n}, n=0,1, \cdots$, has a nonterminating extension of the form
\[

\left.$$
\begin{array}{rl}
{ }_{3} \phi_{2}\left[\begin{array}{c}
a, b, c \\
a q / b, a q / c
\end{array} ; q, \frac{a q x}{b c}\right.
\end{array}
$$\right] \quad $$
\begin{aligned}
= & \frac{(a x ; q)_{\infty}}{(x ; q)_{\infty}}{ }_{5} \phi_{4}\left[\begin{array}{c}
\sqrt{a},-\sqrt{a}, \sqrt{a q},-\sqrt{a q}, a q / b c \\
a q / b, a q / c, a x, q / x
\end{array} ; q, q\right]  \tag{1.2}\\
& +\frac{(a ; q)_{\infty}(a q / b c ; q)_{\infty}(a q x / b ; q)_{\infty}(a q x / c ; q)_{\infty}}{(a q / b ; q)_{\infty}(a q / c ; q)_{\infty}(a q x / b c ; q)_{\infty}\left(x^{-1} ; q\right)_{\infty}} \\
& \cdot{ }_{5} \phi_{4}\left[\begin{array}{c}
x \sqrt{a},-x \sqrt{a}, x \sqrt{a q},-x \sqrt{a q}, a q x / b c \\
a q x / b, a q x / c, x q, a x^{2}
\end{array} ; q, q\right] .
\end{aligned}
$$
\]

An analogous quadratic transformation formula, (3.5) below, is derived for the series

$$
{ }_{5} \phi_{4}\left[\begin{array}{c}
a, q \sqrt{a},-q \sqrt{a}, b, c  \tag{1.3}\\
\sqrt{a},-\sqrt{a}, a q / b, a q / c
\end{array} ; q, \frac{t \sqrt{a q}}{b c}\right],
$$

which plays a crucial role in our derivation in $\S 6$ of a representation for the Poisson kernel for the continuous $q$-Jacobi polynomials as a sum of three sums of balanced ${ }_{10} \phi_{9}$ series from which its positivity for $0 \leqq t, q<1$ is obvious when $\alpha, \beta>-1$; thus, also proving the above-mentioned conjecture for the continuous $q$-ultraspherical polynomials.

We shall also derive quadratic transformations of the type that transform series with base $q^{2}$ to series with base $q$, such as

$$
\begin{align*}
&{ }_{2} \phi_{1}\left[\begin{array}{c}
a^{2}, \\
a^{2} q^{2} / b^{2}
\end{array} q^{2}, \frac{x^{2} q^{2}}{b^{4}}\right]=\frac{\left(a q / b^{2} ; q\right)_{\infty}\left(x^{2} q / b^{2} ; q\right)_{\infty}}{\left(q / b^{2} ; q\right)_{\infty}\left(a x^{2} q / b^{2} ; q\right)_{\infty}}  \tag{1.4}\\
& \cdot \frac{\left(a^{2} x^{2} q / b^{2} ; q^{2}\right)_{\infty}\left(q / b^{2} ; q^{2}\right)_{\infty}\left(q^{2} / b^{2} ; q^{2}\right)_{\infty}\left(a^{2} x^{2} q^{2} / b^{4} ; q^{2}\right)_{\infty}}{\left(x^{2} q / b^{2} ; q^{2}\right)_{\infty}\left(a^{2} q / b^{2} ; q^{2}\right)_{\infty}\left(a^{2} q^{2} / b^{2} ; q^{2}\right)_{\infty}\left(x^{2} q^{2} / b^{4} ; q^{2}\right)_{\infty}} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
a x^{2} / b^{2} ; q \sqrt{\cdot},-q \sqrt{\cdot}, a, x,-x, x q^{1 / 2} / b,-x q^{1 / 2} / b \\
\sqrt{\cdot},-\sqrt{\cdot}, x^{2} q / b^{2}, a x q / b^{2},-a x q / b^{2}, a x q^{1 / 2} / b,-a x q^{1 / 2} b
\end{array} ; q, \frac{a q}{b^{2}}\right],
\end{align*}
$$

where $\left|a q / b^{2}\right|<1$, and give $q$-analogues of the well-known quadratic summation formulas of Watson [5, p. 16].

$$
{ }_{3} F_{2}\left[\begin{array}{c}
a, b, c  \tag{1.5}\\
\frac{1}{2}(a+b+1), 2 c
\end{array} ; 1\right]=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}+c\right) \Gamma\left(\frac{1+a+b}{2}\right) \Gamma\left(\frac{1-a-b+c}{2}\right)}{\Gamma\left(\frac{1+a}{2}\right) \Gamma\left(\frac{1+b}{2}\right) \Gamma\left(\frac{1-a}{2}+c\right) \Gamma\left(\frac{1-b}{2}+c\right)}
$$

and Whipple [5, p. 16]

$$
{ }_{3} F_{2}\left[\begin{array}{c}
a, 1-a, b  \tag{1.6}\\
c, 2 b+1-c
\end{array} ; 1\right]=\frac{\pi \Gamma(c) \Gamma(2 b+1-c) 2^{1-2 b}}{\Gamma\left(\frac{a+c}{2}\right) \Gamma\left(b+\frac{a+1-c}{2}\right) \Gamma\left(\frac{1+c-a}{2}\right) \Gamma\left(b+1-\frac{a+c}{2}\right)} .
$$

The open square root symbol used in (1.4) and elsewhere is an abbreviation for the square root of the top left-hand member of the series, with the understanding that the same square root is used throughout.
2. Notation. Let $|q|<1$. As usual, $\mathrm{a}_{r+1} \phi_{r}$ basic hypergeometric series with base $q$ is defined by

$$
r+1 \phi_{r}\left[\begin{array}{c}
a_{1}, a_{2}, \cdots, a_{r+1}  \tag{2.1}\\
b_{1}, \cdots, b_{r}
\end{array} ; q, z\right]=\sum_{n=0}^{\infty} \frac{\left(a_{1} ; q\right)_{n}\left(a_{2} ; q\right)_{n} \cdots\left(a_{r+1} ; q\right)_{n}}{(q ; q)_{n}\left(b_{1} ; q\right)_{n} \cdots\left(b_{r} ; q\right)_{n}} z^{n},
$$

whenever the series converges (e.g., if $|z|<1$ ) where the $q$-shifted factorials are defined by

$$
(a ; q)_{n}=\left\{\begin{array}{l}
1, \quad n=0, \\
(1-a)(1-a q) \cdots\left(1-a q^{n-1}\right), \quad n=1,2, \cdots .
\end{array}\right.
$$

We also let $(a ; q)_{\infty}=(1-a)(1-a q)\left(1-a q^{2}\right) \ldots$. To simplify the notation we will also write $(a)_{n}$ and $(a)_{\infty}$ in place of $(a ; q)_{n}$ and $(a ; q)_{\infty}$, respectively, and omit the base $q$ symbol in the ${ }_{r+1} \phi_{r}$ series when the base is $q$, so that only the $z$ term appears after the semicolon.

As in Askey and Wilson [4] we define the continuous $q$-ultraspherical polynomials $C_{n}(x ; \beta \mid q)$ by

$$
C_{n}(x ; \beta \mid q)=\frac{\left(\beta^{2}\right)_{n} \beta^{-n / 2}}{(q)_{n}}{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-n}, q^{n} \beta^{2}, \beta^{1 / 2} e^{i \theta}, \beta^{1 / 2} e^{-i \theta}  \tag{2.2}\\
\beta q^{1 / 2},-\beta q^{1 / 2},-\beta
\end{array} ; q\right]
$$

and the continuous $q$-Jacobi polynomials $P_{n}^{(\alpha, \beta)}(x \mid q)$ by

$$
P_{n}^{(\alpha, \beta)}(x \mid q)=\frac{\left(q^{\alpha+1}\right)_{n}}{(q)_{n}}{ }_{4} \phi_{3}\left[\begin{array}{cc}
q^{-n}, q^{n+\alpha+\beta+1}, q^{\alpha / 2+1 / 4} e^{i \theta}, q^{\alpha / 2+1 / 4} e^{-i \theta}  \tag{2.3}\\
q^{\alpha+1},-q^{\alpha / 2+\beta / 2+1 / 2},-q^{\alpha / 2+\beta / 2+1} & ; q
\end{array}\right],
$$

where, as elsewhere, $x=\cos \theta$. It should be noted that $C_{n}\left(x ; q^{\alpha+1 / 2} \mid q\right)$ is a constant multiple of $P_{n}^{(\alpha, \alpha)}(x \mid q)$ and that the polynomial

$$
P_{n}^{(\alpha, \beta)}(x ; q)=\frac{\left(q^{\alpha+1}\right)_{n}\left(-q^{\beta+1}\right)_{n}}{(q)_{n}(-q)_{n}}{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-n}, q^{n+\alpha+\beta+1}, q^{1 / 2} e^{i \theta}, q^{1 / 2} e^{-i \theta}  \tag{2.4}\\
q^{\alpha+1},-q^{\beta+1},-q
\end{array} ; q,\right.
$$

which was considered in Rahman [13] and Gasper [11], is a constant multiple of $P_{n}^{(\alpha, \beta)}\left(x \mid q^{2}\right)$, as Askey and Wilson showed in [4, §4].

Since the above polynomials are constant multiples of the $q$-Wilson polynomials [4]

$$
p_{n}(x ; a, b, c, d ; q)={ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-n}, a b c d q^{n-1}, a e^{i \theta}, a e^{-i \theta}  \tag{2.5}\\
a b, a c, a d
\end{array} ; q\right. \text {, }
$$

we shall initially consider these polynomials. Askey and Wilson [4, Thm. 2.2] proved for $-1<q<1$ that if $a, b, c, d$ are real (or if complex, appear in conjugate pairs) and
$\max (|a|,|b|,|c|,|d|)<1$ then these polynomials satisfy the orthogonality relation

$$
\begin{equation*}
\int_{-1}^{1} p_{n}(x ; a, b, c, d ; q) p_{m}(x ; a, b, c, d ; q) w(x ; a, b, c, d ; q) d x=\frac{\delta_{m, n}}{h_{n}} \tag{2.6}
\end{equation*}
$$

where
(2.7) $w(x ; a, b, c, d ; q)$

$$
=\frac{\left(e^{2 i \theta}\right)_{\infty}\left(e^{-2 i \theta}\right)_{\infty} \csc \theta}{\left(a e^{i \theta}\right)_{\infty}\left(a e^{-i \theta}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(b e^{-i \theta}\right)_{\infty}\left(c e^{i \theta}\right)_{\infty}\left(c e^{-i \theta}\right)_{\infty}\left(d e^{i \theta}\right)_{\infty}\left(d e^{-i \theta}\right)_{\infty}},
$$

and

$$
\begin{align*}
h_{n}= & h_{n}(a, b, c, d ; q)  \tag{2.8}\\
= & \frac{\left(a b c d q^{-1}\right)_{n}\left(1-a b c d q^{2 n-1}\right)(a b)_{n}(a c)_{n}(a d)_{n} a^{-2 n}}{\left(1-a b c d q^{-1}\right)(b c)_{n}(b d)_{n}(c d)_{n}(q)_{n}} \\
& \cdot \frac{(a b)_{\infty}(a c)_{\infty}(a d)_{\infty}(b c)_{\infty}(b d)_{\infty}(c d)_{\infty}(q)_{\infty}}{2 \pi(a b c d)_{\infty}} .
\end{align*}
$$

They also gave the orthogonality relation for cases when $a>1,0<q<1$, and some positive discrete masses have to be added to the weight function (see [4, Thm. (2.4)]).

From (2.8) the Poisson kernel

$$
\begin{align*}
& P_{t}(x, y ; a, b, c, d ; q)  \tag{2.9}\\
& \quad=\sum_{n=0}^{\infty} t^{n} h_{n}(a, b, c, d ; q) p_{n}(x ; a, b, c, d ; q) p_{n}(y ; a, b, c, d ; q)
\end{align*}
$$

is a positive multiple of the sum

$$
\begin{align*}
& K_{t}(x, y ; a, b, c, d ; q)  \tag{2.10}\\
& =\sum_{n=0}^{\infty} \frac{\left(a b c d q^{-1}\right)_{n}\left(1-a b c d q^{2 n-1}\right)}{(q)_{n}\left(1-a b c d q^{-1}\right)} \\
& \quad \cdot \frac{(a b)_{n}(a c)_{n}(a d)_{n}}{(b c)_{n}(b d)_{n}(c d)_{n}} a^{-2 n} t^{n} p_{n}(x ; a, b, c, d ; q) p_{n}(y ; a, b, c, d ; q),
\end{align*}
$$

when $a, b, c, d$ are real and their pairwise products have absolute value less than one, which is the case we consider in this paper.

Another notation that we shall use is that of a $q$-integral defined by

$$
\begin{equation*}
\int_{a}^{b} f(u) d_{q} u=\int_{0}^{b} f(u) d_{q} u-\int_{0}^{a} f(u) d_{q} u \tag{2.11}
\end{equation*}
$$

where

$$
\int_{0}^{a} f(u) d_{q} u=a(1-q) \sum_{n=0}^{\infty} f\left(a q^{n}\right) q^{n}
$$

whenever the series converges, which will simplify our proofs in §§4 to 6 .
3. Quadratic transformations. To derive formula (1.2) we first observe that from a transformation formula due to Bailey [6, (1)] it follows that
${ }_{5} \phi_{4}\left[\begin{array}{c}a, b, c, d q^{n}, q^{-n} \\ a q / b, a q / c, a q^{1-n} / d, b^{2} c^{2} d^{2} q^{n-2} / a^{2} ; q\end{array}\right]$

$$
\begin{aligned}
= & \frac{\left(a q^{2-n} / b c d\right)_{n}\left(a^{3} q^{3-2 n} / b^{2} c^{2} d^{2}\right)_{n}}{\left(a^{2} q^{2-n} / b c d\right)_{n}\left(a^{2} q^{3-2 n} / b^{2} c^{2} d^{2}\right)_{n}} \\
& \cdot{ }_{12} \phi_{11}\left[\begin{array}{c}
a^{2} q^{1-n} / b c d, q \sqrt{\cdot},-q \sqrt{\cdot}, a q^{1-n} / c d \\
\sqrt{\cdot},-\sqrt{\cdot}, a q / b
\end{array}\right.
\end{aligned}
$$

$$
a q^{1-n} / b d, a q / b c, \sqrt{a},-\sqrt{a}, \sqrt{a q}
$$

$$
a q / c, a q^{1-n} / d, a^{3 / 2} q^{2-n} / b c d,-a^{3 / 2} q^{2-n} / b c d, a^{3 / 2} q^{3 / 2-n} / b c d
$$

$$
\left.\begin{array}{c}
-\sqrt{a q}, a^{3} q^{3-n} / b^{2} c^{2} d^{2}, q^{-n} \\
-a^{3 / 2} q^{3 / 2-n} / b c d, b c d / a q, a^{2} q^{2} / b c d
\end{array} ; q\right] .
$$

Letting $n \rightarrow \infty$ we get

$$
{ }_{3} \phi_{2}\left[\begin{array}{c}
a, b, c  \tag{3.2}\\
a q / b, a q / c
\end{array} ; \frac{d}{a}\right]=\frac{(b c d / a q)_{\infty}}{\left(b c d / a^{2} q\right)_{\infty}} \lim _{n \rightarrow \infty}{ }_{12} \phi_{11}[\cdots] .
$$

To find the limit on the right side of (3.2) we follow the procedure in Bailey [5, p. 28] of first assuming $n$ to be an odd integer, splitting up the ${ }_{12} \phi_{11}$ series into two halves, reversing the second series, and then letting $n \rightarrow \infty$. This yields
$\lim _{n \rightarrow \infty}{ }_{12} \phi_{11}[\cdots]={ }_{5} \phi_{4}\left[\begin{array}{l}\sqrt{a},-\sqrt{a}, \sqrt{a q},-\sqrt{a q}, a q / b c \\ a q / b, a q / c, b c d / a q, a^{2} q^{2} / b c d\end{array} ; q\right]$

$$
\begin{aligned}
- & \frac{b c d}{a^{2} q} \frac{\left(b c d / a^{2}\right)_{\infty}(c d / a)_{\infty}(b d / a)_{\infty}(a q / b c)_{\infty}(a)_{\infty}}{(d / a)_{\infty}(a q / b)_{\infty}(a q / c)_{\infty}(b c d / a q)_{\infty}\left(a^{2} q^{2} / b c d\right)_{\infty}} \\
& { }_{5} \phi_{4}\left[\begin{array}{c}
d / a, b c d / q a^{3 / 2},-b c d / q a^{3 / 2}, b c d / q^{1 / 2} a^{3 / 2},-b c d / q^{1 / 2} a^{3 / 2} \\
c d / a, b d / a, b c d / a^{2}, b^{2} c^{2} d^{2} / a^{3} q^{2}
\end{array}\right] .
\end{aligned}
$$

Replacing $d$ by $a^{2} x q / b c$ in (3.2) and (3.3) we immediately get (1.2). With Bailey's formula (3.1) known for over 40 years (his paper was accepted for Proceedings of London Mathematical Society in 1943) it is surprising how such a simple derivation of (1.2) could have escaped notice for so long.

Bailey even had a formula [6, (2)] which gives an analogue of (3.1) in the form
${ }_{7} \phi_{6}\left[\begin{array}{c}a, q \sqrt{a},-q \sqrt{a}, b, c, d q^{n}, q^{-n} \\ \sqrt{a},-\sqrt{a}, a q / b, a q / c, a q^{1-n} / d, b^{2} c^{2} d^{2} q^{n} / a^{2}\end{array} ; q\right]$

$$
=\frac{\left(a^{3} q^{2-2 n} / b^{2} c^{2} d^{2}\right)_{n-1}\left(a q^{-n} / b c d\right)_{n}\left(1-a^{3} q / b^{2} c^{2} d^{2}\right)}{\left(a^{2} q^{2-n} / b c d\right)_{n}\left(a^{2} q^{1-2 n} / b^{2} c^{2} d^{2}\right)_{n}}
$$

$$
\cdot{ }_{12} \phi_{11}\left[\begin{array}{c}
a^{2} q^{1-n} / b c d, q \sqrt{\cdot},-q \sqrt{\cdot}, a q^{1-n} / c d, a q^{1-n} / b d, a q / b c, \\
\sqrt{\cdot},-\sqrt{\cdot}, a q / b, a q / c, a q^{1-n} / d
\end{array}\right.
$$

$$
\sqrt{a q},-\sqrt{a q}, q \sqrt{a},-q \sqrt{a}
$$

$$
a^{3 / 2} q^{3 / 2-n} / b c d,-a^{3 / 2} q^{3 / 2-n} / b c d, a^{3 / 2} q^{1-n} / b c d,-a^{3 / 2} q^{1-n} / b c d,
$$

$$
\left.\begin{array}{c}
a^{3} q^{1-n} / b^{2} c^{2} d^{2}, q^{-n} \\
b c d q / a, a^{2} q^{2} / b c d
\end{array} ; q\right] .
$$

Taking the limit $n \rightarrow \infty$ as described above and replacing $d$ by $a^{3 / 2} q^{1 / 2} t / b c$ we obtain for the ${ }_{5} \phi_{4}$ in (1.3) that
${ }_{5} \phi_{4}\left[\begin{array}{c}a, q \sqrt{a},-q \sqrt{a}, b, c \\ \sqrt{a},-\sqrt{a}, a q / b, a q / c\end{array} ; \frac{t \sqrt{a q}}{b c}\right]$

$$
\begin{aligned}
= & \frac{\left(1-t^{2}\right)(t q \sqrt{a q})_{\infty}}{(t / \sqrt{a q})_{\infty}}{ }_{5} \phi_{4}\left[\begin{array}{c}
\sqrt{a q},-\sqrt{a q}, q \sqrt{a},-q \sqrt{a}, a q / b c \\
a q / b, a q / c, t^{-1} q \sqrt{a q}, t q \sqrt{a q}
\end{array} ; q\right] \\
& +\frac{(a q)_{\infty}(a q / b c)_{\infty}(\sqrt{a q} t / b)_{\infty}(\sqrt{a q} t / c)_{\infty}}{(a q / b)_{\infty}(a q / c)_{\infty}(\sqrt{a q} t / b c)_{\infty}\left(t^{-1} \sqrt{a q}\right)_{\infty}} \\
& \cdot{ }_{5} \phi_{4}\left[\begin{array}{l}
t,-t, t \sqrt{q},-t \sqrt{q}, \sqrt{a q} t / b c \\
\left.\sqrt{a q} t / b, \sqrt{a q} t / c, q t^{2}, t \sqrt{q / a} ; q\right] .
\end{array} .\right.
\end{aligned}
$$

It should be noted that by replacing $a, b, c$ in (3.5) by $q^{a}, q^{b}, q^{c}$ and letting $q \rightarrow 1-$ we obtain the quadratic transformation [5, Ex. 6, p. 97]. Similarly, it can be shown that the quadratic transformation [5, Ex. 4(iv) p. 97] is a limit of (1.2).

In terms of the $q$-integral notation formula (1.2) is equivalent to

$$
\begin{align*}
{ }_{3} \phi_{2} & {\left[\begin{array}{c}
a, b, c \\
a q / b, a q / c
\end{array} ; \frac{a q x}{b c}\right] }  \tag{3.6}\\
= & \frac{(a)_{\infty}(a q / b c)_{\infty}}{s(1-q)(q)_{\infty}(a q / b)_{\infty}(a q / c)_{\infty}(q / x)_{\infty}(x)_{\infty}} \\
& \cdot \int_{x s}^{s} \frac{(q u / x s)_{\infty}(q u / s)_{\infty}(a q u / b s)_{\infty}(a q u / c s)_{\infty}(a x u / s)_{\infty}}{(\sqrt{a} u / s)_{\infty}(-\sqrt{a} u / s)_{\infty}(\sqrt{a q} u / s)_{\infty}(-\sqrt{a q} u / s)_{\infty}(a q u / b c s)_{\infty}} d_{q} u
\end{align*}
$$

and (3.5) is equivalent to

$$
\begin{align*}
&{ }_{5} \phi_{4}\left[\begin{array}{c}
a, \\
\sqrt{a},-q \sqrt{a}, b, c \\
\sqrt{a}, \\
-\sqrt{a}, a q / b, a q / c
\end{array} \frac{t \sqrt{a q}}{b c}\right]  \tag{3.7}\\
&=\frac{1-t^{2}}{s(1-q)} \frac{(a q)_{\infty}(a q / b c)_{\infty}}{(q)_{\infty}(a q / b)_{\infty}(a q / c)_{\infty}(t / \sqrt{a q})_{\infty}\left(t^{-1} q \sqrt{a q}\right)_{\infty}} \\
& \cdot \int_{s t / \sqrt{a q}}^{s} \frac{(q \sqrt{a q} u / s t)_{\infty}(q u / s)_{\infty}(a q u / b s)_{\infty}(a q u / c s)_{\infty}(t q \sqrt{a q} u / s)_{\infty}}{(\sqrt{a q} u / s)_{\infty}(-\sqrt{a q} u / s)_{\infty}(q \sqrt{a} u / s)_{\infty}(-q \sqrt{a} u / s)_{\infty}(a q u / b c s)_{\infty}} d_{q} u
\end{align*}
$$

where $s$ is arbitrary.
It should also be observed that by replacing $c$ by $c q^{-n}$ in (3.1) and (3.4), letting $n \rightarrow \infty$, and then setting $d=a q / c x$, we obtain the quadratic transformations
${ }_{2} \phi_{1}\left[\begin{array}{c}a, b \\ a q / b\end{array} ; \frac{q x}{b^{2}}\right]=\frac{(q x / b)_{\infty}\left(a q x^{2} / b^{2}\right)_{\infty}}{(a q x / b)_{\infty}\left(q x^{2} / b^{2}\right)_{\infty}}$

$$
\cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
a x / b, q \sqrt{\cdot},-q \sqrt{\cdot}, x, \sqrt{a},-\sqrt{a}, \sqrt{a q},-\sqrt{a q} \\
\sqrt{\cdot},-\sqrt{\cdot}, a q / b, \sqrt{a} q x / b,-\sqrt{a} q x / b, \sqrt{a q} x / b,-\sqrt{a q} x / b
\end{array} ; \frac{q x}{b^{2}}\right]
$$

and

$$
\begin{align*}
& { }_{4} \phi_{3}\left[\begin{array}{c}
\left.a, q \sqrt{a},-q \sqrt{a}, b ; \frac{x}{b^{2} q}\right] \\
\sqrt{a},-\sqrt{a}, a q / b
\end{array}\right.  \tag{3.9}\\
& \quad=\frac{\left(a x^{2} / b^{2}\right)_{\infty}(x / b q)_{\infty}}{(a q x / b)_{\infty}\left(x^{2} / b^{2} q\right)_{\infty}} \\
& \quad \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
a x / b, q \sqrt{\cdot},-q \sqrt{\cdot}, x, \sqrt{a q},-\sqrt{a q}, q \sqrt{a},-q \sqrt{a} \\
\left.\sqrt{\cdot},-\sqrt{\cdot}, a q / b, \sqrt{a q} x / b,-\sqrt{a q} x / b, \sqrt{a} x / b,-\sqrt{a} x / b ; \frac{x}{b^{2} q}\right]
\end{array}\right.
\end{align*}
$$

provided that $\left|q x / b^{2}\right|<1$ in (3.8) and $\left|x / b^{2} q\right|<1$ in (3.9) whenever the series do not terminate.

Our derivation of (1.4) and a more general transformation depends on the use of the Sears [14] summation formula

$$
\begin{align*}
& \frac{(e)_{\infty}(f)_{\infty}}{(a)_{\infty}(b)_{\infty}(c)_{\infty}}{ }_{3} \phi_{2}\left[\begin{array}{c}
a, b, c \\
e, f
\end{array} ; q\right]  \tag{3.10}\\
& -\frac{q}{e} \frac{\left(q^{2} / e\right)_{\infty}(f q / e)_{\infty}}{(a q / e)_{\infty}(b q / e)_{\infty}(c q / e)_{\infty}}{ }_{3} \phi_{2}\left[\begin{array}{c}
a q / e, b q / e, c q / e \\
q^{2} / e, f q / e
\end{array} ; q\right] \\
& =\frac{(e)_{\infty}(q / e)_{\infty}(f / a)_{\infty}(f / b)_{\infty}(f / c)_{\infty}}{(a)_{\infty}(b)_{\infty}(c)_{\infty}(a q / e)_{\infty}(b q / e)_{\infty}(c q / e)_{\infty}}
\end{align*}
$$

where $a b c q=e f$. Set $e=-q, b=-c$, replace $a$ by $a q^{r}, r=0,1,2, \cdots$, multiply both sides of (3.10) by

$$
\frac{\left(x^{2} ; q^{2}\right)_{r}\left(y^{2} ; q^{2}\right)_{r}}{(-q ; q)_{r}\left(x^{2} y^{2} b^{2} ; q^{2}\right)_{r}} b^{2 r} q^{r},
$$

use $\left(a^{2} ; q^{2}\right)_{r}=(a ; q)_{r}(-a ; q)_{r}$, and sum over $r$ from 0 to $\infty$ to get

$$
\begin{align*}
& \frac{(-1)_{\infty}(-q)_{\infty}(-a b)_{\infty}(a b)_{\infty}\left(b^{2}\right)_{\infty}}{(a)_{\infty}(b)_{\infty}(-b)_{\infty}(-a)_{\infty}(b)_{\infty}(-b)_{\infty}{ }_{3} \phi_{2}\left[\begin{array}{c}
a^{2}, x^{2}, y^{2} \\
a^{2} b^{2}, x^{2} y^{2} b^{2}
\end{array} q^{2}, q b^{2}\right]}  \tag{3.11}\\
& \quad=\frac{(-q)_{\infty}\left(a b^{2}\right)_{\infty}}{(a)_{\infty}(b)_{\infty}(-b)_{\infty}} \sum_{j=0}^{\infty} \frac{(a)_{j}(b)_{j}(-b)_{j}}{(q)_{j}(-q)_{j}\left(a b^{2}\right)_{j}} q^{j}{ }_{3} \phi_{2}\left[\begin{array}{c}
q^{-2 j}, x^{2}, y^{2} \\
x^{2} y^{2} b^{2}, b^{-2} q^{2-2 j}
\end{array} ; q^{2}, q^{2}\right] \\
& +\frac{(-q)_{\infty}\left(-a b^{2}\right)_{\infty}}{(-a)_{\infty}(-b)_{\infty}(b)_{\infty}} \sum_{j=0}^{\infty} \frac{(-a)_{j}(-b)_{j}(b)_{j}}{(q)_{j}(-q)_{j}\left(-a b^{2}\right)_{j}} q^{j}{ }_{3} \phi_{2}\left[\begin{array}{c}
q^{-2 j}, x^{2}, y^{2} \\
x^{2} y^{2} b^{2}, b^{-2} q^{2-2 j}
\end{array} ; q^{2}, q^{2}\right] .
\end{align*}
$$

Since the ${ }_{3} \phi_{2}$ series on the r.h.s. can be summed by using [16; (IV.4)]

$$
{ }_{3} \phi_{2}\left[\begin{array}{c}
a, b, q^{-n}  \tag{3.12}\\
c, a b / c q^{n-1}
\end{array} ; q, q\right]=\frac{(c / a ; q)_{n}(c / b ; q)_{n}}{(c ; q)_{n}(c / a b ; q)_{n}}
$$

with the base $q$ replaced by $q^{2}$, it follows from (3.11) that
${ }_{3} \phi_{2}\left[\begin{array}{c}a^{2}, x^{2}, y^{2} \\ a^{2} b^{2}, x^{2} y^{2} / b^{2}\end{array} ; q^{2}, q b^{2}\right]$

$$
\begin{aligned}
= & \frac{(-a ; q)_{\infty}\left(a b^{2} ; q\right)_{\infty}\left(b^{2} ; q^{2}\right)_{\infty}}{(-1 ; q)_{\infty}\left(b^{2} ; q\right)_{\infty}\left(a^{2} b^{2} ; q^{2}\right)_{\infty}}{ }_{5} \phi_{4}\left[\begin{array}{c}
a, b x,-b x, b y,-b y \\
-q, a b^{2}, b x y,-b x y
\end{array} q, q\right] \\
& +\frac{(a ; q)_{\infty}\left(-a b^{2} ; q\right)_{\infty}\left(b^{2} ; q^{2}\right)_{\infty}}{(-1 ; q)_{\infty}\left(b^{2} ; q\right)_{\infty}\left(a^{2} b^{2} ; q^{2}\right)_{\infty}}{ }_{5} \phi_{4}\left[\begin{array}{c}
-a,-b x, b x,-b y, b y \\
-q,-a b^{2},-b x y, b x y
\end{array} ; q, q\right] .
\end{aligned}
$$

Setting $y=a b$, this reduces to

$$
\begin{align*}
&{ }_{2} \phi_{1}\left[\begin{array}{c}
a^{2}, x^{2} \\
a^{2} b^{4} x^{2}
\end{array} q^{2}, q b^{2}\right]  \tag{3.14}\\
&= \frac{(-a ; q)_{\infty}\left(a b^{2} ; q\right)_{\infty}\left(b^{2} ; q^{2}\right)_{\infty}}{(-1 ; q)_{\infty}\left(b^{2} ; q\right)_{\infty}\left(a^{2} b^{2} ; q^{2}\right)_{\infty}}\left[\begin{array}{l}
a, b x,-b x,-a b^{2} \\
-q, a b^{2} x,-a b^{2} x
\end{array} q, q\right] \\
&+\frac{(a ; q)_{\infty}\left(-a b^{2} ; q\right)_{\infty}\left(b^{2} ; q^{2}\right)_{\infty}}{(-1 ; q)_{\infty}\left(b^{2} ; q\right)_{\infty}\left(a^{2} b^{2} ; q^{2}\right)_{\infty}}{ }_{4} \phi_{3}\left[\begin{array}{l}
-a,-b x, b x, a b^{2} \\
-q,-a b^{2} x, a b^{2} x
\end{array} ; q, q\right] .
\end{align*}
$$

Using Bailey's [5, p. 69] transformation formula, namely,

$$
\begin{align*}
&{ }_{8} \phi_{7}\left[\begin{array}{c}
a, q \sqrt{a},-q \sqrt{a}, b, c, d, e, f \\
\sqrt{a},-\sqrt{a}, a q / b, a q / c, a q / d, a q / e, a q / f
\end{array} ; \frac{a^{2} q^{2}}{b c d e f}\right]  \tag{3.15}\\
&= \frac{(a q)_{\infty}(a q / d e)_{\infty}(a q / d f)_{\infty}(a q / e f)_{\infty}}{(a q / d)_{\infty}(a q / e)_{\infty}(a q / f)_{\infty}(a q / d e f)_{\infty}}{ }_{4} \phi_{3}\left[\begin{array}{c}
a q / b c, d, e, f \\
a q / b, a q / c, d e f / a
\end{array} ; q\right] \\
&+\frac{(a q)_{\infty}(a q / b c)_{\infty}(d)_{\infty}(e)_{\infty}(f)_{\infty}\left(a^{2} q^{2} / c d e f\right)_{\infty}\left(a^{2} q^{2} / b d e f\right)_{\infty}}{(a q / b)_{\infty}(a q / c)_{\infty}(a q / d)_{\infty}(a q / e)_{\infty}(a q / f)_{\infty}\left(a^{2} q^{2} / b c d e f\right)_{\infty}(d e f / a q)_{\infty}} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
a q / d e, a q / d f, a q / e f, a^{2} q^{2} / b c d e f \\
a q^{2} / d e f, a^{2} q^{2} / b d e f, a^{2} q^{2} / c d e f
\end{array} ; q\right],
\end{align*}
$$

we obtain
(3.16) ${ }_{2} \phi_{1}\left[\begin{array}{l}a^{2}, x^{2} \\ a^{2} b^{4} x^{2}\end{array} ; q^{2}, q b^{2}\right]$

$$
\begin{aligned}
= & \frac{\left(b^{2} x^{2} ; q\right)_{\infty}(a b x ; q)_{\infty}(-a b x ; q)_{\infty}\left(a b^{2} ; q\right)_{\infty}\left(b^{2} ; q^{2}\right)_{\infty}}{\left(a b^{2} x^{2} ; q\right)_{\infty}(b x ; q)_{\infty}(-b x ; q)_{\infty}\left(b^{2} ; q\right)_{\infty}\left(a^{2} b^{2} ; q^{2}\right)_{\infty}} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{l}
a b^{2} x^{2} q^{-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, a, x,-x, b x,-b x \\
\sqrt{\cdot},-\sqrt{\cdot}, b^{2} x^{2}, a b^{2} x,-a b^{2} x, a b x,-a b x
\end{array} ; q b^{2}\right] .
\end{aligned}
$$

By Heine's second transformation [2],

$$
\begin{align*}
&{ }_{2} \phi_{1}\left[\begin{array}{c}
a^{2}, x^{2} \\
a^{2} b^{4} x^{2}
\end{array} ; q^{2}, q b^{2}\right]  \tag{3.17}\\
&=\frac{\left(a^{2} b^{2} q ; q^{2}\right)_{\infty}\left(b^{4} x^{2} ; q^{2}\right)_{\infty}}{\left(b^{2} q ; q^{2}\right)_{\infty}\left(a^{2} q^{4} x^{2} ; q^{2}\right)_{\infty}}{ }_{2} \phi_{1}\left[\begin{array}{c}
a^{2}, q b^{-2} \\
a^{2} b^{2} q
\end{array} ; q^{2}, b^{4} x^{2}\right]
\end{align*}
$$

and hence by using (3.17) and (3.16) and replacing $b$ by $\sqrt{q} / b$ we get formula (1.4). If $a= \pm q^{-n}, n=0,1, \cdots$, then one of the terms on the r.h.s. of (3.14) drops out and, by (3.17), we get a formula equivalent with Verma's formula (2.5) in [17].

The only tools that we need to derive $q$-analogues of Watson's (1.5) and Whipple's (1.6) summation formulas are the $q$-analogue of Dixon's formula [16, (IV.6)]

$$
\begin{align*}
&{ }_{4} \phi_{3}\left[\begin{array}{c}
A,-q \sqrt{A}, B, C \\
-\sqrt{A}, A q / B, A q / C
\end{array} ; \frac{q \sqrt{A}}{B C}\right]  \tag{3.18}\\
&=\frac{(A q)_{\infty}(q \sqrt{A} / C)_{\infty}(q \sqrt{A} / B)_{\infty}(A q / B C)_{\infty}}{(A q / B)_{\infty}(A q / C)_{\infty}(q \sqrt{A})_{\infty}(q \sqrt{A} / B C)_{\infty}}, \quad|q \sqrt{A} / B C|<1,
\end{align*}
$$

and the following limit case of Jackson's transformation formula [16, (3.4.2.4)]

$$
\begin{align*}
&{ }_{8} \phi_{7}\left[\begin{array}{c}
A, q \sqrt{A},-q \sqrt{A}, B, C, D, E, F \\
\sqrt{A}, \\
-\sqrt{A}, A q / B, A q / C, A q / D, A q / E, A q / F
\end{array} ; \frac{A^{2} q^{2}}{B C D E F}\right]  \tag{3.19}\\
&= \frac{(A q)_{\infty}(A q / E F)_{\infty}\left(A^{2} q^{2} / B C D E\right)_{\infty}\left(A^{2} q^{2} / B C D F\right)_{\infty}}{(A q / E)_{\infty}(A q / F)_{\infty}\left(A^{2} q^{2} / B C D\right)_{\infty}\left(A^{2} q^{2} / B C D E F\right)_{\infty}} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
A^{2} q / B C D, q \sqrt{\cdot},-q \sqrt{\cdot}, A q / C D, A q / B D, A q / B C, E, F \\
\sqrt{\cdot},-\sqrt{\cdot}, A q / B, A q / C, A q / D, A^{2} q^{2} / B C D E, A^{2} q^{2} / B C D F
\end{array} \frac{A q}{E F}\right],
\end{align*}
$$

provided that $\left|A^{2} q^{2} / B C D E F\right|<1$ and $|A q / E F|<1$ whenever the series do not terminate.

If we now set $A=-F=-a, B=-C=b$, and $D=-E=c$, then the l.h.s. of (3.19) reduces to the ${ }_{4} \phi_{3}$ series

$$
{ }_{4} \phi_{3}\left[\begin{array}{c}
a^{2},-a q^{2}, b^{2}, c^{2} \\
-a, a^{2} q^{2} / b, a^{2} q^{2} / c^{2}
\end{array} ; q^{2}, \frac{a q^{2}}{b^{2} c^{2}}\right]
$$

which, by (3.18), sums to

$$
\frac{\left(a^{2} q^{2} ; q^{2}\right)_{\infty}\left(a q^{2} / c^{2} ; q^{2}\right)_{\infty}\left(a q^{2} / b^{2} ; q^{2}\right)_{\infty}\left(a^{2} q^{2} / b^{2} c^{2} ; q^{2}\right)_{\infty}}{\left(a^{2} q^{2} / b^{2} ; q^{2}\right)_{\infty}\left(a^{2} q^{2} / c^{2} ; q^{2}\right)_{\infty}\left(a q^{2} ; q^{2}\right)_{\infty}\left(a q^{2} / b^{2} c^{2} ; q^{2}\right)_{\infty}}
$$

Hence it follows from (3.19) that

$$
\begin{align*}
&{ }_{8} \phi_{7}\left[\begin{array}{c}
-a^{2} q / b^{2} c, q \sqrt{\cdot},-q \sqrt{\cdot}, a q / b c,-a q / b c, a q / b^{2},-c, a \\
\sqrt{\cdot},-\sqrt{\cdot},-a q / b, a q / b,-a q / c, a^{2} q^{2} / b^{2} c^{2},-a q^{2} / b^{2} c
\end{array} ; q, \frac{q}{c}\right]  \tag{3.20}\\
&= \frac{(a q / c ; q)_{\infty}(-q ; q)_{\infty}\left(-a^{2} q^{2} / b^{2} c ; q\right)_{\infty}\left(a q^{2} / b^{2} c^{2} ; q\right)_{\infty}}{(-a q ; q)_{\infty}(q / c ; q)_{\infty}\left(a^{2} q^{2} / b^{2} c^{2} ; q\right)_{\infty}\left(-a q^{2} / b^{2} c ; q\right)_{\infty}} \\
& \cdot \frac{\left(a^{2} q^{2} ; q^{2}\right)_{\infty}\left(a q^{2} / b^{2} ; q^{2}\right)_{\infty}\left(a q^{2} / c^{2} ; q^{2}\right)_{\infty}\left(a^{2} q^{2} / b^{2} c^{2} ; q^{2}\right)_{\infty}}{\left(a^{2} q^{2} / b^{2} ; q^{2}\right)_{\infty}\left(a^{2} q^{2} / c^{2} ; q^{2}\right)_{\infty}\left(a q^{2} ; q^{2}\right)_{\infty}\left(a q^{2} / b^{2} c^{2} ; q^{2}\right)_{\infty}} .
\end{align*}
$$

Replacing $a q / b^{2}, a q / b c$, and $c$ by $b, c$, and $\sqrt{a b q} / c$, respectively, we obtain the following $q$-analogue of (1.5):

$$
\begin{align*}
&{ }_{8} \phi_{7}\left[\begin{array}{c}
-c \sqrt{a b / q}, q \sqrt{\cdot},-q \sqrt{\cdot}, a, b, c,-c,-c^{-1} \sqrt{a b q} \\
\sqrt{\cdot},-\sqrt{\cdot}, \\
,-c \sqrt{b q / a},-c \sqrt{a q / b},-\sqrt{a b q}, \sqrt{a b q}, c^{2}
\end{array} q, \frac{c \sqrt{q}}{\sqrt{a b}}\right]  \tag{3.21}\\
&= \frac{(c \sqrt{a q / b} ; q)_{\infty}(-q ; q)_{\infty}(-c \sqrt{a b q} ; q)_{\infty}\left(c^{2} / a ; q\right)_{\infty}}{(-a q ; q)_{\infty}(c \sqrt{q / a b} ; q)_{\infty}\left(c^{2} ; q\right)_{\infty}(-c \sqrt{b q / a} ; q)_{\infty}} \\
& \cdot \frac{\left(a^{2} q^{2} ; q^{2}\right)_{\infty}\left(b q ; q^{2}\right)_{\infty}\left(q c^{2} / b^{2} ; q^{2}\right)_{\infty}\left(c^{2} ; q^{2}\right)_{\infty}}{\left(a b q ; q^{2}\right)_{\infty}\left(a c^{2} q / b^{2} ; q^{2}\right)_{\infty}\left(a q^{2} ; q^{2}\right)_{\infty}\left(c^{2} / a ; q^{2}\right)_{\infty}}, \quad\left|\frac{c^{2} q}{a b}\right|<1 .
\end{align*}
$$

To obtain a $q$-analogue of Whipple's summation formula (1.6) we apply (3.19) to the ${ }_{8} \phi_{7}$ in (3.20) by identifying $A, B, C, D, E$, and $F$ with $-a^{2} q / b^{2} c$, $-a q / b c$, $a q / b^{2}, a, a q / b c$ and $-c$, respectively. This yields a summation formula for an ${ }_{8} \phi_{7}$ which on replacing $a, b, c$ by $b c / q, a, c / b$, respectively, gives the desired formula

$$
\begin{align*}
&{ }_{8} \phi_{7}\left[\begin{array}{c}
-b, q \sqrt{\cdot},-q \sqrt{\cdot}, a, q / a, b,-b q / c,-c / b \\
\sqrt{\cdot},-\sqrt{\cdot},-b q / a,-a b,-q, c, b^{2} q / c
\end{array} q, b\right]  \tag{3.22}\\
&= \frac{(-c ; q)_{\infty}(-b q ; q)_{\infty}(a b ; q)_{\infty}\left(b^{2} q / a c ; q\right)_{\infty}}{(b ; q)_{\infty}\left(b^{2} q / c ; q\right)_{\infty}(-a c ; q)_{\infty}(-b q / a ; q)_{\infty}} \\
& \cdot \frac{\left(a^{2} c^{2} ; q^{2}\right)_{\infty}\left(c q / a ; q^{2}\right)_{\infty}\left(a b^{2} q / c ; q^{2}\right)_{\infty}\left(b^{2} ; q^{2}\right)_{\infty}}{\left(c^{2} ; q^{2}\right)_{\infty}\left(a^{2} b^{2} ; q^{2}\right)_{\infty}\left(a c q ; q^{2}\right)_{\infty}\left(b^{2} q / a c ; q^{2}\right)_{\infty}}, \quad|b|<1 .
\end{align*}
$$

Additional summation formulas for ${ }_{8} \phi_{7}$ series follow by applying the transformation formula (3.19) to formulas (3.21) and (3.22).

It should be noted that if we set $a$ or $b$ in (3.21) equal to $q^{-n}, n=0,1, \cdots$, then we obtain Theorem 1 in Andrews [3] by means of Watson's [16, (3.4.1.5)] transformation formula
(3.23) ${ }_{8} \phi_{7}\left[\begin{array}{c}a, q \sqrt{a},-q \sqrt{a}, b, c, d, e, q^{-n} \\ \sqrt{a},-\sqrt{a}, a q / b, a q / c, a q / d, a q / e, a q^{n+1}\end{array} ; \frac{a q^{n+2}}{b c d e}\right]$

$$
=\frac{(a q)_{n}(a q / d e)_{n}}{(a q / d)_{n}(a q / e)_{n}}{ }_{4} \phi_{3}\left[\begin{array}{c}
a q / b c, d, e, q^{-n} \\
d e / a q^{n}, a q / b, a q / c
\end{array} ; q\right] .
$$

Similarly, Theorem 2 in Andrews [3] follows by applying (3.23) to the case $a=q^{-n}$ of (3.22).

In the next section we will need to use the fact that Sears' summation formula (3.10) is equivalent to the formula

$$
\left.\begin{array}{rl}
\int_{a}^{b} \frac{(q u / a)_{\infty}(q u / b)_{\infty}(c u)_{\infty}}{(d u)_{\infty}(e u)_{\infty}}(f u)_{\infty}  \tag{3.24}\\
q
\end{array} d_{q}\right)
$$

where $c=a b d e f$, which is also equivalent to the $q$-beta formula (1.3) in Al-Salam and Verma [1]. Likewise, Bailey's transformation formula (3.15) is equivalent to

$$
\begin{align*}
& \int_{a}^{b} d_{q} u \frac{(q u / a)_{\infty}(q u / b)_{\infty}(c u)_{\infty}(d u)_{\infty}}{(e u)_{\infty}(f u)_{\infty}(g u)_{\infty}(h u)_{\infty}}  \tag{3.25}\\
& =\frac{b(1-q)(q)_{\infty}(b q / a)_{\infty}(a / b)_{\infty}(c d / e h)_{\infty}(c d / f h)_{\infty}(c d / g h)_{\infty}(b c)_{\infty}(b d)_{\infty}}{(a e)_{\infty}(a f)_{\infty}(a g)_{\infty}(b e)_{\infty}(b f)_{\infty}(b g)_{\infty}(b h)_{\infty}(b c d / h)_{\infty}} \\
& \quad \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
b c d / h q, q \sqrt{\cdot},-q \sqrt{\cdot}, b e, b f, b g, c / h, d / h \\
\sqrt{\cdot},-\sqrt{\cdot}, c d / e h, c d / f h, c d / g h, b d, b c
\end{array} ; c d / b e f g\right],
\end{align*}
$$

where $c d=a b e f g h$. It should also be observed that formula (IV.15) in [16] for the sum of two ${ }_{8} \phi_{7}$ series is equivalent to

$$
\begin{gather*}
\int_{a}^{b} \frac{(q u / a)_{\infty}(q u / b)_{\infty}(u / \sqrt{a})_{\infty}(-u / \sqrt{a})_{\infty}(q u / c)_{\infty}(q u / d)_{\infty}(q u / e)_{\infty}(q u / f)_{\infty}}{(u)_{\infty}(q u / \sqrt{a})_{\infty}(-q u / \sqrt{a})_{\infty}(b u / a)_{\infty}(c u / a)_{\infty}(d u / a)_{\infty}(e u / a)_{\infty}(f u / a)_{\infty}} d_{q} u  \tag{3.26}\\
=\frac{a(q-1)(q)_{\infty}(a q / b)_{\infty}(b / a)_{\infty}(a q / c d)_{\infty}}{(b)_{\infty}(c)_{\infty}(d)_{\infty}(e)_{\infty}(f)_{\infty}} \\
\cdot \frac{(a q / c e)_{\infty}(a q / d e)_{\infty}(a e / c f)_{\infty}(a q / d f)_{\infty}(a q / e f)_{\infty}}{(b c / a)_{\infty}(b d / a)_{\infty}(b e / a)_{\infty}(b f / a)_{\infty}},
\end{gather*}
$$

where $a^{2} q=b c d e f$, which has (3.24) as a limit case.
As usual, in (3.26) and other formulas it is assumed that no zero factors appear in the denominator.
4. Some generating functions for $\boldsymbol{q}$-Wilson polynomials. Here, as an introduction to the method that we will apply to the Poisson kernel, we first consider the simpler sum

$$
\begin{equation*}
G_{t}(x ; a, b, c, d ; q)=\sum_{n=0}^{\infty} \frac{(a b c d / q)_{n}(a d)_{n}}{(q)_{n}(b c)_{n}}\left(\frac{t}{a}\right)^{n} p_{n}(x ; a, b, c, d ; q), \tag{4.1}
\end{equation*}
$$

which, by the asymptotic formula for the $q$-Wilson polynomials in Ismail and Wilson [12, (1.13)], converges for $|t|<1$ when $-1<x<1$. Unfortunately, if the ${ }_{4} \phi_{3}$ series representation for $p_{n}(x ; a, b, c, d ; q)$ in (2.5) is used in (4.1), then we cannot change the order of summation and sum over $n$ since, due to the term $q^{-n}$ in the numerator of the ${ }_{4} \phi_{3}$ series, this leads to a divergent series when $t \neq 0$. This divergence problem also keeps us from applying the product formulas in Gasper and Rahman [10] to the Poisson kernel (2.9). To overcome this difficulty in (4.1) we can either use (3.23) to write the $q$-Wilson polynomial in terms of a ${ }_{8} \phi_{7}$ in which $q^{-n}$ also appears in the denominator or write it as an appropriate sum of ${ }_{4} \phi_{3}$ or ${ }_{8} \phi_{7}$ series. Here we shall employ the $q$-integral representation

$$
\begin{align*}
& p_{n}(x ; a, b, c, d ; q)  \tag{4.2}\\
& \quad=A(\theta) \frac{(b c)_{n}}{(a d)_{n}} \int_{q e^{i \theta} / d}^{q e^{-i \theta} / d} \frac{(a b c d u / q)_{\infty}\left(d u e^{i \theta}\right)_{\infty}\left(d u e^{-i \theta}\right)_{\infty}(q / u)_{n}}{(c d u / q)_{\infty}(b d u / q)_{\infty}(a d u / q)_{\infty}(a b c d u / q)_{n}}\left(\frac{a d u}{q}\right)^{n} d_{q} u,
\end{align*}
$$

where

$$
A(\theta)=\frac{2 i d}{q(1-q)(q)_{\infty}(a b)_{\infty}(a c)_{\infty}(b c)_{\infty}\left(d e^{i \theta}\right)_{\infty}\left(d e^{-i \theta}\right)_{\infty} w(x ; a, b, c, d ; q)}
$$

with $x=\cos \theta$, which follows from formula (3.3) in Al-Salam and Verma [1] and is equivalent to a representation as a sum of two ${ }_{4} \phi_{3}$ series.

After substituting (4.2) into (4.1) we can now sum over $n$ to obtain

$$
\begin{align*}
G_{t}(x ; a, b, c, d ; q)= & A(\theta) \int_{q e^{i \theta} / d}^{q e^{-i \theta} / d} \frac{(a b c d u / q)_{\infty}\left(d u e^{i \theta}\right)_{\infty}\left(d u e^{-i \theta}\right)_{\infty}}{(a d u / q)_{\infty}(b d u / q)_{\infty}(c d u / q)_{\infty}}  \tag{4.3}\\
& \cdot{ }_{2} \phi_{1}\left[\begin{array}{c}
a b c d / q, q / u \\
a b c d u / q
\end{array} ; \frac{d t u}{q}\right] d_{q} u .
\end{align*}
$$

From (3.6),

$$
\begin{align*}
&{ }_{2} \phi_{1}\left[\begin{array}{c}
a b c d / q, q / u \\
a b c d u / q
\end{array} ; \frac{d t u}{q}\right]  \tag{4.4}\\
&= \frac{(a b c d / q)_{\infty}(\alpha u / q)_{\infty}}{(1-q)(q)_{\infty}(a b c d u / q)_{\infty}(\alpha)_{\infty}(\alpha q / d t)_{\infty}(d t / \alpha)_{\infty}} \\
& \cdot \int_{d t / \alpha}^{1} \frac{(\alpha q v / d t)_{\infty}(q v)_{\infty}(a b c d u v / q)_{\infty}(\alpha d t v / q)_{\infty}}{(\alpha v / \sqrt{q})_{\infty}(-\alpha v / \sqrt{q})_{\infty}(-\alpha v)_{\infty}(\alpha u v / q)_{\infty}} d_{q} v
\end{align*}
$$

with $\alpha=(a b c d)^{1 / 2}$. Using (4.4) in (4.3) and changing the order of integration gives

$$
\begin{align*}
G_{t}(x ; a, b, c, d ; q)= & \frac{A(\theta)(a b c d / q)_{\infty}}{(1-q)(q)_{\infty}(\alpha)_{\infty}(\alpha q / d t)_{\infty}(d t / \alpha)_{\infty}}  \tag{4.5}\\
& \cdot \int_{d t / \alpha}^{1} d_{q} v \frac{(\alpha q v / d t)_{\infty}(q v)_{\infty}(\alpha d t v / q)_{\infty}}{(\alpha v / \sqrt{q})_{\infty}(-\alpha v / \sqrt{q})_{\infty}(-\alpha v)_{\infty}} \\
& \cdot \int_{q e^{i \theta} / d}^{q e^{-i \theta} / d} d_{q} u \frac{(\alpha u / q)_{\infty}(a b c d u v / q)_{\infty}\left(d u e^{i \theta}\right)_{\infty}\left(d u e^{-i \theta}\right)_{\infty}}{(a d u / q)_{\infty}(b d u / q)_{\infty}(c d u / q)_{\infty}(\alpha u v / q)_{\infty}} .
\end{align*}
$$

At this point if in addition to the assumption that $-1<a, b, c, d<1$, we assume $a d=b c$ then the last integral in (4.5) can be evaluated via (3.24) to give

$$
\begin{align*}
G_{t}(x ; & a, b, c, b c / a ; q)  \tag{4.6}\\
= & \frac{\left(b^{2} c^{2} / q\right)_{\infty}\left(a e^{i \theta}\right)_{\infty}\left(a e^{-i \theta}\right)_{\infty}}{(1-q)(q)_{\infty}(b c)_{\infty}(a q / t)_{\infty}(t / a)_{\infty}(a b)_{\infty}(a c)_{\infty}} \\
& \cdot \int_{t / a}^{1} d_{q} v \frac{(a q v / t)_{\infty}(q v)_{\infty}\left(b^{2} c^{2} t v / a q\right)_{\infty}(a b v)_{\infty}(a c v)_{\infty}}{(b c v / \sqrt{q})_{\infty}(-b c v / \sqrt{q})_{\infty}(-b c v)_{\infty}\left(a v e^{i \theta}\right)_{\infty}\left(a v e^{-i \theta}\right)_{\infty}} \\
= & \frac{\left(b^{2} c^{2} t / a q\right)_{\infty}}{(t / a)_{\infty}}{ }_{5} \phi_{4}\left[\begin{array}{c}
b c / \sqrt{q},-b c / \sqrt{q},-b c, a e^{i \theta}, a e^{-i \theta} ; \\
a b, a c, a q / t, b^{2} c^{2} t / a q
\end{array} ; q\right] \\
& +\frac{(b c t / a)_{\infty}\left(b^{2} c^{2} / q\right)_{\infty}(b t)_{\infty}(c t)_{\infty}\left(a e^{i \theta}\right)_{\infty}\left(a e^{-i \theta}\right)_{\infty}}{(a / t)_{\infty}(b c)_{\infty}(a b)_{\infty}(a c)_{\infty}\left(t e^{i \theta}\right)_{\infty}\left(t e^{-i \theta}\right)_{\infty}} \\
& \cdot{ }_{5} \phi_{4}\left[\begin{array}{c}
b c t / a \sqrt{q},-b c t / a \sqrt{q},-b c t / a, t e^{i \theta}, t e^{-i \theta} \\
b t, c t, t q / a, b^{2} c^{2} t^{2} / a^{2} q
\end{array} ;\right.
\end{align*}
$$

Since

$$
\begin{equation*}
P_{n}^{(\alpha, \beta)}(x \mid q)=\frac{\left(q^{\alpha+1}\right)_{n}}{(q)_{n}} p_{n}\left(x ; q^{\alpha / 2+1 / 4}, q^{\alpha / 2+3 / 4},-q^{\beta / 2+1 / 4},-q^{\beta / 2+3 / 4} ; q\right) \tag{4.7}
\end{equation*}
$$

by (2.3), for the continuous $q$-Jacobi polynomials the sum of two ${ }_{5} \phi_{4}$ series in (4.6) reduces to a sum of two ${ }_{4} \phi_{3}$ series and it then follows from (3.15) that

$$
\begin{gather*}
G_{t}(x ; a, b, c, d ; q)=\frac{(b t / \sqrt{q})_{\infty}\left(b c^{2} t / \sqrt{q}\right)_{\infty}\left(-b c t e^{i \theta} / \sqrt{q}\right)_{\infty}\left(-b c t e^{-i \theta} / \sqrt{q}\right)_{\infty}}{(-c t)_{\infty}\left(-b^{2} c t / q\right)_{\infty}\left(t e^{i \theta}\right)_{\infty}\left(t e^{-i \theta}\right)_{\infty}}  \tag{4.8}\\
\left.{ }_{{ }_{8} \phi_{7}\left[\begin{array}{c}
-b^{2} c t / q^{2}, q \sqrt{\cdot},-q \sqrt{\cdot},-c t / \sqrt{q} \\
\sqrt{\cdot},-\sqrt{\cdot}, b^{2} / \sqrt{q}, b c^{2} t / \sqrt{q} \\
\\
-b / c \sqrt{q},-b c / \sqrt{q}, b e^{i \theta} / \sqrt{q}, b e^{-i \theta} / \sqrt{q} \\
b t / \sqrt{q},-b c t e^{-i \theta} / \sqrt{q},-b c t e^{i \theta} / \sqrt{q}
\end{array}\right.}^{l} \begin{array}{c}
-c t \sqrt{q}
\end{array}\right]
\end{gather*}
$$

with

$$
\begin{equation*}
a=q^{\alpha / 2+1 / 4}, \quad b=q^{\alpha / 2+3 / 4}, \quad c=-q^{\beta / 2+1 / 4}, \quad d=-q^{\beta / 2+3 / 4} \tag{4.9}
\end{equation*}
$$

If $\alpha=\beta$, then the r.h.s. of (4.8) degenerates to

$$
\frac{\left(t e^{i \theta} q^{\beta+1 / 2}\right)_{\infty}\left(t e^{-i \theta} q^{\beta+1 / 2}\right)_{\infty}}{\left(t e^{i \theta}\right)_{\infty}\left(t e^{-i \theta}\right)_{\infty}}
$$

giving a well-known generating function for the continuous $q$-ultraspherical polynomials.

Now consider

$$
\begin{align*}
K_{t}(x ; a, b, c, d ; q)= & \sum_{n=0}^{\infty} \frac{(a b c d / q)_{n}\left(1-a b c d q^{2 n-1}\right)}{(q)_{n}\left(1-a b c d q^{-1}\right)}  \tag{4.10}\\
& \cdot \frac{(a b)_{n}(a c)_{n}(a d)_{n}}{(b c)_{n}(b d)_{n}(c d)_{n}} a^{-2 n} t^{n} p_{n}(x ; a, b, c, d ; q)
\end{align*}
$$

which is the kernel (2.10) with $p_{n}(y ; a, b, c, d ; q)$ replaced by 1 , and converges for $|t|<|a|$ when $-1<x<1$. By employing the above method with (3.7) replaced by (3.6) and using the fact that (via $[15,(8.3)]$ )

$$
p_{n}(x ; a, b, c, d ; q)=\frac{(b d)_{n}(c d)_{n}}{(a b)_{n}(a c)_{n}}\left(\frac{a}{d}\right)^{n} p_{n}(x ; d, c, b, a ; q)
$$

we find that

$$
\begin{align*}
& K_{t}(x ; a, b, a d / b, d ; q)  \tag{4.11}\\
&= \frac{\left(1-t^{2}\right)(a d q t)_{\infty}}{(t / a d)_{\infty}}{ }_{5} \phi_{4}\left[\begin{array}{c}
a d \sqrt{q},-a d \sqrt{q},-a d, d e^{i \theta}, d e^{-i \theta} \\
b d, a d^{2} / b, a d q t, a d q / t
\end{array} ; q\right] \\
&+\frac{(t)_{\infty}(b t / a)_{\infty}(d t / b)_{\infty}\left(a^{2} d^{2}\right)_{\infty}\left(d e^{i \theta}\right)_{\infty}\left(d e^{-i \theta}\right)_{\infty}}{(a d / t)_{\infty}(a d)_{\infty}(b d)_{\infty}\left(a d^{2} / b\right)_{\infty}\left(t e^{i \theta} / a\right)_{\infty}\left(t e^{-i \theta} / a\right)_{\infty}} \\
& \cdot{ }_{5} \phi_{4}\left[\begin{array}{c}
t \sqrt{q},-t \sqrt{q},-t, t e^{i \theta} / a, t e^{-i \theta} / a \\
b t / a, d t / b, q t / a d, q t^{2}
\end{array} ; q\right] .
\end{align*}
$$

As above, for the continuous $q$-Jacobi polynomials it follows from (4.11) and (3.15) that

$$
\begin{align*}
& K_{t}(x ; a, b, c, d ; q)=\frac{\left(1-t^{2}\right)(a d q t)_{\infty}(d t / a)_{\infty}\left(-d t e^{i \theta}\right)_{\infty}\left(-d t e^{-i \theta}\right)_{\infty}}{(-t)_{\infty}\left(-d^{2} t\right)_{\infty}\left(t e^{i \theta} / a\right)_{\infty}\left(t e^{-i \theta} / a\right)_{\infty}}  \tag{4.12}\\
&{ }^{8} \phi_{7}\left[\begin{array}{c}
-d^{2} t / q, q \sqrt{\cdot},-q \sqrt{\cdot},-t \sqrt{q},-d / a q,-a d, d e^{i \theta}, d e^{-i \theta} \\
\left.\sqrt{\cdot},-\sqrt{\cdot}, d^{2} / \sqrt{q}, a d q t, d t / a,-d t e^{-i \theta},-d t e^{i \theta} \quad ;-t q^{1 / 2}\right]
\end{array}\right.
\end{align*}
$$

when (4.9) holds. The transformation formula (3.19) can be applied to the ${ }_{8} \phi_{7}$ series in (4.8) and (4.12) to give cases in which these generating functions are positive, but we shall not do so here, since we are primarily concerned with the positivity of the Poisson kernel.
5. The kernel $\boldsymbol{K}_{t}(\boldsymbol{x}, \boldsymbol{y} ; \boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d} ; \boldsymbol{q})$. Let $x=\cos \theta, y=\cos \phi, 0 \leqq t<1,0 \leqq q<1$, and let $a, b, c, d$ be real. Since, by (4.2),

$$
\begin{align*}
& p_{n}(x ; a, b, c, d ; q) p_{n}(y ; a, b, c, d ; q)  \tag{5.1}\\
&= B(\theta, \phi) \frac{(c d)_{n}(b d)_{n}}{(a b)_{n}(a c)_{n}} \int_{q e^{i \theta} / b}^{q e^{-i \theta} / b} d_{q} u \frac{(a b c d u / q)_{\infty}\left(b u e^{i \theta}\right)_{\infty}\left(b u e^{-i \theta}\right)_{\infty}}{(a b u / q)_{\infty}(b c u / q)_{\infty}(b d u / q)_{\infty}} \\
& \cdot \int_{q e^{i \phi} / c}^{q e^{-i \phi} / c} d_{q} v \frac{(a b c d v / q)_{\infty}\left(c v e^{i \phi}\right)_{\infty}\left(c v e^{-i \phi}\right)_{\infty}}{(a c v / q)_{\infty}(b c v / q)_{\infty}(c d v / q)_{\infty}} \frac{(q / u)_{n}(q / v)_{n}}{(a b c d u / q)_{n}(a b c d v / q)_{n}}\left(\frac{a^{2} b c u v}{q^{2}}\right)^{n},
\end{align*}
$$

with

$$
\begin{align*}
B(\theta, \phi) & =B(\theta, \phi ; a, b, c, d ; q)  \tag{5.2}\\
& =\frac{-4 b c[w(x ; a, b, c, d ; q) w(y ; a, b, c, d ; q)]^{-1}}{\left[q(1-q)(q)_{\infty}(a d)_{\infty}\right]^{2}(a b)_{\infty}(a c)_{\infty}(b d)_{\infty}(c d)_{\infty}\left|\left(b e^{i \theta}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\right|^{2}},
\end{align*}
$$

it follows from (2.10) that

$$
\begin{align*}
& K_{t}(x, y ;a, b, c, d ; q)  \tag{5.3}\\
&= B(\theta, \phi) \int_{q e^{i \theta} / b}^{q e^{-i \theta} / b} d_{q} u \frac{(a b c d u / q)_{\infty}\left(b u e^{i \theta}\right)_{\infty}\left(b u e^{-i \theta}\right)_{\infty}}{(a b u / q)_{\infty}(b c u / q)_{\infty}(b d u / q)_{\infty}} \\
& \cdot \int_{q e^{i \phi} / c}^{q-i \phi} / c \\
& d
\end{align*} v \frac{(a b c d v / q)_{\infty}\left(c v e^{i \phi}\right)_{\infty}\left(c v e^{-i \phi}\right)_{\infty}}{(a c v / q)_{\infty}(b c v / q)_{\infty}(c d v / q)_{\infty}} .
$$

At this point we have to assume that

$$
\begin{equation*}
a d=b c, \tag{5.4}
\end{equation*}
$$

so that the above ${ }_{6} \phi_{5}$ reduces to $\mathrm{a}_{5} \phi_{4}$ to which we can apply formula (3.5) or (3.7). Here we shall apply formula (3.5) since, as we shall see, the first ${ }_{5} \phi_{4}$ on the r.h.s. of (3.5) leads to a single sum of a terminating ${ }_{10} \phi_{9}$ series. This yields
$K_{t}(x, y ; a, b, c, b c / a ; q)$

$$
\begin{aligned}
& =B(\theta, \phi ; a, b, c, b c / a ; q)\left(1-t^{2}\right) \frac{(b c q t)_{\infty}}{(t / b c)_{\infty}} \\
& \cdot \sum_{k=0}^{\infty} \frac{\left(b^{2} c^{2}\right)_{2 k} q^{k}}{(q)_{k}(b c q t)_{k}(b c q / t)_{k}} \int_{q e^{i \theta} / b}^{q e^{-i \theta} / b} d_{q} u \frac{\left(b^{2} c^{2} u q^{k-1}\right)_{\infty}\left(b u e^{i \theta}\right)_{\infty}\left(b u e^{-i \theta}\right)_{\infty}}{(a b u / q)_{\infty}(b c u / q)_{\infty}\left(b^{2} c u / a q\right)_{\infty}} \\
& \cdot \int_{q e^{i \phi} / c}^{q e^{-i \phi} / c} d_{q} v \frac{\left(b^{2} c^{2} v q^{k-1}\right)_{\infty}\left(c v e^{i \phi}\right)_{\infty}\left(c v e^{-i \phi}\right)_{\infty}\left(b^{2} c^{2} u v / q^{2}\right)_{\infty}}{(a c v / q)_{\infty}(b c v / q)_{\infty}\left(b c^{2} v / a q\right)_{\infty}\left(b^{2} c^{2} u v q^{k-2}\right)_{\infty}} \\
& +B(\theta, \phi ; a, b, c, b c / a ; q) \frac{\left(b^{2} c^{2}\right)_{\infty}}{(b c / t)_{\infty}} \sum_{k=0}^{\infty} \frac{\left(t^{2}\right)_{2 k} q^{k}}{(q)_{k}(q t / b c)_{k}\left(q t^{2}\right)_{k}} \\
& \cdot \int_{q e^{i \theta} / b}^{q e^{-i \theta} / b} d_{q} u \frac{\left(b c u t q^{k-1}\right)_{\infty}\left(b u e^{i \theta}\right)_{\infty}\left(b u e^{-i \theta}\right)_{\infty}}{(a b u / q)_{\infty}(b c u / q)_{\infty}\left(b^{2} c u / a q\right)_{\infty}} \\
& \cdot \int_{q e^{i \phi} / c}^{q q^{-i \phi} / c} d_{q} v \frac{\left(b c v t q^{k-1}\right)_{\infty}\left(c v e^{i \phi}\right)_{\infty}\left(c v e^{-i \phi}\right)_{\infty}\left(b^{2} c^{2} u v / q^{2}\right)_{\infty}}{(a c v / q)_{\infty}(b c v / q)_{\infty}\left(b c^{2} v / a q\right)_{\infty}\left(b c u v t q^{k-2}\right)_{\infty}} .
\end{aligned}
$$

From (3.15),

$$
\begin{align*}
& \int_{q e^{i \phi} / c}^{q e^{-i \phi} / c} d_{q} v \frac{\left(b^{2} c^{2} v q^{k-1}\right)_{\infty}\left(c v e^{i \phi}\right)_{\infty}\left(c v e^{-i \phi}\right)_{\infty}\left(b^{2} c^{2} u v / q^{2}\right)_{\infty}}{(a c v / q)_{\infty}(b c v / q)_{\infty}\left(b c^{2} v / a q\right)_{\infty}\left(b^{2} c^{2} u v q^{k-2}\right)_{\infty}}  \tag{5.6}\\
&= \frac{q(1-q)(q)_{\infty}\left(b^{2} c / a\right)_{\infty}(a b)_{\infty}(b c)_{\infty}\left(e^{2 i \phi}\right)_{\infty}\left(e^{-2 i \phi}\right)_{\infty}}{2 c i \sin \phi\left(b^{2} c e^{-i \phi}\right)_{\infty}\left(a e^{i \phi}\right)_{\infty}\left(b e^{i \phi}\right)_{\infty}\left(b c e^{i \phi} / a\right)_{\infty}\left(b c e^{-i \phi} / a\right)_{\infty}} \\
& \cdot \frac{\left(b^{2} c e^{-i \phi} q^{k}\right)_{\infty}\left(b^{2} c u e^{-i \phi} / q\right)_{\infty}}{\left(a e^{-i \phi}\right)_{\infty}\left(b e^{-i \phi}\right)_{\infty}\left(b^{2} c u e^{-i \phi} q^{k-1}\right)_{\infty}} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
b^{2} c e^{-i \phi} / q, q \sqrt{\cdot},-q \sqrt{\cdot}, b c e^{-i \phi} / a, b e^{-i \phi}, q / u, a e^{-i \phi}, q^{-k} \\
\sqrt{\cdot},-\sqrt{\cdot}, a b, b c, b^{2} c u e^{-i \phi} / q, b^{2} c / a, b^{2} c e^{-i \phi} q^{k}
\end{array} ; b^{2} c u e^{i \phi} q^{k-1}\right] \\
&= \frac{q(1-q)}{2 c i}(q)_{\infty}(a b)_{\infty}(b c)_{\infty}\left(b^{2} c / a\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(c e^{-i \phi}\right)_{\infty} w(y ; a, b, c, b c / a ; q) \\
& \cdot \frac{\left(b^{2} c u / a q\right)_{k}}{\left(b^{2} c / a\right)_{k}}{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-k}, q / u, a e^{i \phi}, a e^{-i \phi} \\
\left.a b, b c, a / b^{2} c u q^{k-2} ; q\right]
\end{array}\right.
\end{align*}
$$

by (3.23). Hence

$$
\begin{align*}
& \int_{q e^{i \theta} / b}^{q e^{-i \theta} / b} d_{q} u \frac{\left(b^{2} c^{2} u q^{k-1}\right)_{\infty}\left(b u e^{i \theta}\right)_{\infty}\left(b u e^{-i \theta}\right)_{\infty}}{(a b u / q)_{\infty}(b c u / q)_{\infty}\left(b^{2} c u / a q\right)_{\infty}} \int_{q e^{i \phi} / c}^{q e^{-i \phi} / c} d_{q} v \cdots  \tag{5.7}\\
&= \frac{q(1-q)}{2 c i}(q)_{\infty}(a b)_{\infty}(b c)_{\infty}\left(b^{2} c / a\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(c e^{-i \phi}\right)_{\infty} w(y ; a, b, c, b c / a ; q) \\
& \cdot \sum_{j=0}^{k} \frac{(q)_{k}\left(a e^{i \phi}\right)_{j}\left(a e^{-i \phi}\right)_{j}}{(q)_{j}(q)_{k-j}(a b)_{j}(b c)_{j}\left(b^{2} c / a\right)_{k}}\left(\frac{b^{2} c}{a q}\right)^{j} \\
& \cdot \int_{q e^{i \theta} / b}^{q e^{-i \theta} / b} d_{q} u \frac{\left(b^{2} c^{2} u q^{k-1}\right)_{\infty}\left(b u e^{i \theta}\right)_{\infty}\left(b u e^{-i \theta}\right)_{\infty}(q / u)_{j} u^{j}}{(a b u / q)_{\infty}(b c u / q)_{\infty}\left(a^{-1} b^{2} c u q^{k-j-1}\right)_{\infty}} \\
&=-\frac{\left[q(1-q)(q)_{\infty}(b c)_{\infty}\right]^{2}(a b)_{\infty}(a c)_{\infty}\left(b^{2} c / a\right)_{\infty}\left(b c^{2} / a\right)_{\infty}}{4 b c(b c)_{k}\left(b^{2} c / a\right)_{k}\left(b c^{2} / a\right)_{k}} \\
& \cdot\left|\left(b e^{i \theta}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(b c a^{-1} e^{i \theta}\right)_{k}\right|^{2} w(x ; a, b, c, b c / a ; q) w(y ; a, b, c, b c / a ; q) \\
& \cdot \sum_{j=0}^{k} \frac{\left(q^{-k}\right)_{j}\left(a / b c^{2} q^{k-1}\right)_{j}\left|\left(a e^{i \phi}\right)_{j}\right|^{2}}{(q)_{j}(a b)_{j}\left|\left(a e^{i \theta} / b c q^{k-1}\right)_{j}\right|^{2}} \\
& \cdot{ }_{4} \phi_{3}\left[q^{-j}, b^{2} c^{2} q^{k-1}, c e^{i \theta}, c e^{-i \theta} ; q\right] \\
&\left.a c, b c, b c^{2} a^{-1} q^{k-j} ; q\right]
\end{align*}
$$

by using (3.15) and (3.23) as in (5.6). Consequently, the first term on the r.h.s. of (5.5) gives

$$
\begin{align*}
&\left(1-t^{2}\right) \frac{(b c q t)_{\infty}}{(t / b c)_{\infty}} \sum_{k=0}^{\infty} \frac{(-b c)_{k}(b c \sqrt{q})_{k}(-b c \sqrt{q})_{k}\left|\left(b c a^{-1} e^{i \theta}\right)_{k}\right|^{2}}{(q)_{k}\left(b c^{2} / a\right)_{k}\left(b^{2} c / a\right)_{k}(b c q t)_{k}(b c q / t)_{k}} q^{k}  \tag{5.8}\\
& \cdot \sum_{j=0}^{k} \frac{\left(q^{-k}\right)_{j}\left(a / b c^{2} q^{k-1}\right)_{j}\left|\left(a e^{i \theta}\right)_{j}\right|^{2}}{(q)_{j}(a b)_{j}\left|\left(a e^{i \theta} / b c q^{k-1}\right)_{j}\right|^{2}} q^{j} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-j}, b^{2} c^{2} q^{k-1}, c e^{i \theta}, c e^{-i \theta} \\
a c, b c, b c^{2} a^{-1} q^{k-j}
\end{array} ; q\right]
\end{align*}
$$

Transforming the above ${ }_{4} \phi_{3}$ via [15, (8.3)], the sum over $j$ in (5.8) becomes

$$
\sum_{j=0}^{k} \frac{\left(q^{-k}\right)_{j}\left(b^{-1} c^{-1} q^{1-k}\right)_{j}\left|\left(a e^{i \phi}\right)_{j}\right|^{2} q^{j}}{(q)_{j}(b c)_{j}\left|\left(a e^{i \theta} / b c q^{k-1}\right)_{j}\right|^{2}}{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-j}, b^{2} c^{2} q^{k-1}, a e^{i \theta}, a e^{-i \theta}  \tag{5.9}\\
a b, a c, b c q^{k-j}
\end{array} ; q\right]
$$

$$
=\sum_{j=0}^{k} \frac{\left(q^{-k}\right)_{j}\left|\left(a e^{i \phi}\right)_{j}\right|^{2} q^{j}}{(q)_{j}(b c)_{j}\left(a^{2} / b c q^{k-1}\right)_{j}}{ }_{8} \phi_{7}\left[\begin{array}{c}
a^{2} / b c q^{k}, q \sqrt{\cdot},-q \sqrt{\cdot}, a / b^{2} c q^{k-1} \\
\sqrt{\cdot},-\sqrt{\cdot}, a b
\end{array}\right.
$$

$$
\left.\begin{array}{c}
a / b c^{2} q^{k-1}, a e^{i \theta}, a e^{-i \theta}, q^{-j} \\
a c, a e^{-i \theta} / b c q^{k-1}, a e^{i \theta} / b c q^{k-1}, a^{2} / b c q^{k-j-1} ; b c q^{j}
\end{array}\right]
$$

$$
=\sum_{m=0}^{k} \frac{\left(a^{2} / b c q^{k}\right)_{m}(q \sqrt{\cdot})_{m}(-q \sqrt{\cdot})_{m}\left(a / b^{2} c q^{k-1}\right)_{m}\left(a / b c^{2} q^{k-1}\right)_{m}\left|\left(a e^{i \theta}\right)_{m}\right|^{2}}{(q)_{m}(\sqrt{\cdot})_{m}(-\sqrt{\cdot})_{m}(a b)_{m}(a c)_{m}(b c)_{m}\left(a^{2} / b c q^{k-1}\right)_{2 m}\left|\left(a e^{i \theta} / b c q^{k-1}\right)_{m}\right|^{2}}
$$

$$
\cdot(-1)^{m} q^{m(m+1) / 2}(b c)^{m}\left(q^{-k}\right)_{m}\left|\left(a e^{i \phi}\right)_{m}\right|^{2}
$$

$$
\cdot{ }_{3} \phi_{2}\left[\begin{array}{c}
q^{m-k}, a e^{i \phi} q^{m}, a e^{-i \phi} q^{m} \\
b c q^{m}, a^{2} / b c q^{k-2 m-1}
\end{array} ; q\right]
$$

$$
=\frac{\left|\left(b c e^{i \phi} / a\right)_{k}\right|^{2}}{(b c)_{k}\left(b c / a^{2}\right)_{k}}{ }_{10} \phi_{9}\left[\begin{array}{c}
a^{2} / b c q^{k}, q \sqrt{\cdot},-q \sqrt{\cdot}, a / b^{2} c q^{k-1}, a / b c^{2} q^{k-1} \\
\sqrt{\cdot},-\sqrt{\cdot}, a b, a c
\end{array}\right.
$$

$$
\left.\begin{array}{c}
a e^{i \theta}, a e^{-i \theta}, a e^{i \phi}, a e^{-i \phi}, q^{-k} \\
a e^{-i \theta} / b c q^{k-1}, a e^{i \theta} / b c q^{k-1}, a e^{-i \phi} / b c q^{k-1}, a e^{i \phi} / b c q^{k-1}, a^{2} q / b c
\end{array}\right]
$$

by (3.23) and (3.12).

Hence, the first term on the r.h.s. of (5.5) equals

$$
\begin{gather*}
\left(1-t^{2}\right) \frac{(b c q t)_{\infty}}{(t / b c)_{\infty}} \sum_{k=0}^{\infty} \frac{(-b c)_{k}(b c \sqrt{q})_{k}(-b c \sqrt{q})_{k}\left|\left(b c e^{i \theta} / a\right)_{k}\left(b c e^{i \phi} / a\right)_{k}\right|^{2} q^{k}}{(q)_{k}\left(b c^{2} / a\right)_{k}\left(b^{2} c / a\right)_{k}(b c)_{k}\left(b c / a^{2}\right)_{k}(b c q t)_{k}(b c q / t)_{k}}  \tag{5.10}\\
\cdot{ }_{10} \phi_{9}\left[\begin{array}{c}
a^{2} / b c q^{k}, q \sqrt{\cdot},-q \sqrt{\cdot}, a / b^{2} c q^{k-1}, a / b c^{2} q^{k-1}, a e^{i \theta} \\
\sqrt{\cdot},-\sqrt{\cdot}, a b, a c, a e^{-i \theta} / b c q^{k-1} \\
a e^{-i \theta}, a e^{i \phi}, a e^{-i \phi}, q^{-k} \\
a e^{i \theta} / b c q^{k-1}, a e^{-i \phi} / b c q^{k-1}, a e^{i \phi} / b c q^{k-1}, a^{2} q / b c
\end{array} ; q\right] .
\end{gather*}
$$

Let us now compute the second term on the r.h.s. of (5.5). From (3.15),

$$
\begin{align*}
& \int_{q e^{i \phi} / c}^{q e^{-i \phi} / c} d_{q} v \frac{\left(b c v t q^{k-1}\right)_{\infty}\left(c v e^{i \phi}\right)_{\infty}\left(c v e^{-i \phi}\right)_{\infty}\left(b^{2} c^{2} u v / q^{2}\right)_{\infty}}{(a c v / q)_{\infty}(b c v / q)_{\infty}\left(b c^{2} v / a q\right)_{\infty}\left(b c u v t q^{k-2}\right)_{\infty}}  \tag{5.11}\\
& =\frac{q(1-q)}{2 c i}(q)_{\infty}(a b)_{\infty}(b c)_{\infty}\left(b^{2} c / a\right)_{\infty}\left|\left(c e^{i \phi}\right)_{\infty}\right|^{2} w(y ; a, b, c, b c / a ; q) \\
& \quad \cdot \frac{\left(b t q^{k} e^{-i \phi}\right)_{\infty}\left(b^{2} c u q^{-1} e^{-i \phi}\right)_{\infty}}{\left(b u t q^{k-1} e^{-i \phi}\right)_{\infty}\left(b^{2} c e^{-i \phi}\right)_{\infty}} \\
& \quad \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
b^{2} c e^{-i \phi} / q, q \sqrt{\cdot},-q \sqrt{\cdot}, b c e^{-i \phi} / a, b e^{-i \phi}, q / u, b c t^{-1} q^{-k}, a e^{-i \phi} \\
\sqrt{\cdot},-\sqrt{\cdot}, a b, b c, b^{2} c u e^{-i \phi} / q, b t q^{k} e^{-i \phi}, b^{2} c / a
\end{array} ; b u t q^{k-1} e^{i \phi}\right] .
\end{align*}
$$

Unfortunately, since this ${ }_{8} \phi_{7}$ does not terminate we cannot apply formula (3.23) to it as in (5.6). However, we can still apply (3.15) to it to obtain

$$
\begin{aligned}
& \int_{q e^{i \phi} / c}^{q e^{-i \phi} / c} d_{q} v \cdots \\
& =\frac{q(1-q)(q)_{\infty}(b c)_{\infty}\left(b^{2} c u / a q\right)_{\infty}\left(a b u t q^{k}\right)_{\infty}\left(t b q^{k} / a\right)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\right|^{2}}{2 c i(b / a)_{\infty}\left(b u t q^{k-1} e^{i \phi}\right)_{\infty}\left(b u t q^{k-1} e^{-i \phi}\right)_{\infty}} \\
& \quad \cdot w(y ; a, b, c, b c / a ; q)_{4} \phi_{3}\left[\begin{array}{c}
t q^{k}, b c u / q, a e^{i \phi}, a e^{-i \phi} \\
\left.b c, a q / b, a b u t q^{k-1} \quad ; q\right]
\end{array}\right. \\
& \quad+\frac{q(1-q)(q)_{\infty}(b c u / q)_{\infty}\left(b^{2} c / a\right)_{\infty}\left(t q^{k}\right)_{\infty}\left(b^{2} u t q^{k-1}\right)_{\infty}\left|\left(a e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\right|^{2}}{2 c i(a / b)_{\infty}\left(b u t q^{k-1} e^{i \phi}\right)_{\infty}\left(b u t q^{k-1} e^{-i \phi}\right)_{\infty}} \\
& \quad \cdot w(y ; a, b, c, b c / a ; q)_{4} \phi_{3}\left[\begin{array}{c}
t b q^{k} / a, b^{2} c u / a q, b e^{i \phi}, b e^{-i \phi} \\
\left.b q / a, b^{2} c / a, b^{2} u t q^{k-1} \quad ; q\right] .
\end{array}\right.
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& \int_{q e^{i \theta} / b}^{q e^{-i \theta} / b} d_{q} u \frac{\left(b c u t q^{k-1}\right)_{\infty}\left(b u e^{i \theta}\right)_{\infty}\left(b u e^{-i \theta}\right)_{\infty}}{(a b u / q)_{\infty}(b c u / q)_{\infty}\left(b^{2} c u / a q\right)_{\infty}} \int_{q e^{i \theta} / c}^{q e^{-i \phi} / c} d_{q} v \ldots  \tag{5.12}\\
& =\frac{q(1-q)(q)_{\infty}}{2 c i(b / a)_{\infty}}(b c)_{\infty}\left(b t q^{k} / a\right)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\right|^{2} w(y ; a, b, c, b c / a ; q) \\
& \cdot \sum_{r=0}^{\infty} \frac{\left(t q^{k}\right)_{r}\left|\left(a e^{i \phi}\right)_{r}\right|^{2} q^{r}}{(q)_{r}(b c)_{r}(a q / b)_{r}} \\
& \cdot \int_{q e^{i \theta} / b}^{q e^{-i \theta} / b} d_{q} u \frac{\left(b c u t q^{k-1}\right)_{\infty}\left(b u e^{i \theta}\right)_{\infty}\left(b u e^{-i \theta}\right)_{\infty}\left(a b u t q^{k+r-1}\right)_{\infty}}{(a b u / q)_{\infty}\left(b c u q^{r-1}\right)_{\infty}\left(b u t q^{k-1} e^{i \phi}\right)_{\infty}\left(b u t q^{k-1} e^{-i \phi}\right)_{\infty}} \\
& +\frac{q(1-q)(q)_{\infty}}{2 c i(a / b)_{\infty}}\left(b^{2} c / a\right)_{\infty}\left(t q^{k}\right)_{\infty}\left|\left(a e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\right|^{2} w(y ; a, b, c, b c / a ; q) \\
& \cdot \sum_{r=0}^{\infty} \frac{\left(b t q^{k} / a\right)_{r}\left|\left(b e^{i \phi}\right)_{r}\right|^{2} q^{r}}{(q)_{r}(b q / a)_{r}\left(b^{2} c / a\right)_{r}} \\
& \cdot \int_{q e^{i \theta} / b}^{q e^{-i \theta} / b} \frac{\left(b c u t q^{k-1}\right)_{\infty}\left(b u e^{i \theta}\right)_{\infty}\left(b u e^{-i \theta}\right)_{\infty}\left(b^{2} u t q^{k+r-1}\right)_{\infty}}{(a b u / q)_{\infty}\left(b u t q^{k-1} e^{i \phi}\right)_{\infty}\left(b u t q^{k-1} e^{-i \phi}\right)_{\infty}\left(b^{2} c u q^{r-1} / a\right)_{\infty}} .
\end{align*}
$$

Since, by (3.15) and (3.19),

$$
\begin{aligned}
& \int_{q e^{i \theta} / b}^{q e^{-i \theta} / b} d_{q} u \frac{\left(b c u t q^{k-1}\right)_{\infty}\left(b u e^{i \theta}\right)_{\infty}\left(b u e^{-i \theta}\right)_{\infty}\left(a b u t q^{k+r-1}\right)_{\infty}}{(a b u / q)_{\infty}\left(b c u q^{r-1}\right)_{\infty}\left(b u t q^{k-1} e^{i \phi}\right)_{\infty}\left(b u t q^{k-1} e^{-i \phi}\right)_{\infty}} \\
& =\frac{q(1-q)}{2 b i \sin \theta} \frac{(q)_{\infty}\left(a c q^{r}\right)_{\infty}\left|\left(e^{2 i \theta}\right)_{\infty}\right|^{2}\left(a t q^{k} e^{i \phi}\right)_{\infty}\left(c t q^{k+r} e^{i \phi}\right)_{\infty}}{\left(a c t q^{k+r} e^{i \phi-i \theta}\right)_{\infty}\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(a e^{i \theta}\right)_{\infty}\left(c q^{r} e^{i \theta}\right)_{\infty}\right|^{2}} \\
& \cdot \frac{\left(c t q^{k} e^{-i \theta}\right)_{\infty}\left(a t q^{k+r} e^{-i \theta}\right)_{\infty}}{\left(t q^{k} e^{i \phi-i \theta}\right)_{\infty}}{ }_{8} \phi_{7}\left[\begin{array}{c}
a c t q^{k+r-1} e^{i \phi-i \theta}, q \sqrt{\cdot},-q \sqrt{\cdot}, t q^{k} e^{i \phi-i \theta}, \\
\sqrt{\cdot},-\sqrt{\cdot}, a c q^{r},
\end{array}\right. \\
& \left.\begin{array}{c}
a q^{r} e^{i \phi}, c q^{r} e^{-i \theta}, c e^{i \phi}, a e^{-i \theta} \\
c t q^{k} e^{-i \theta}, a t q^{k} e^{i \phi}, a t q^{k+r} e^{-i \theta}, c t q^{k+r} e^{i \phi} ; t q^{k} e^{i \theta-i \phi}
\end{array}\right] \\
& =\frac{q(1-q)}{2 b i} w(x ; a, b, c, b c / a ; q)(q)_{\infty}(a c)_{\infty}\left(t q^{k}\right)_{\infty}\left|\left(b e^{i \theta}\right)_{\infty}\left(b c a^{-1} e^{i \theta}\right)_{\infty}\right|^{2} \\
& \cdot \frac{\left|\left(a t q^{k} e^{i \phi}\right)_{\infty}\left(c t q^{k} e^{i \theta}\right)_{\infty}\left(c e^{i \theta}\right)_{r}\right|^{2}}{\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}\left(a c t q^{k}\right)_{\infty}(a c)_{r}\left(t q^{k}\right)_{r}} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{l}
a c t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, t q^{k-r}, a e^{i \theta}, a e^{-i \theta}, c e^{i \phi}, c e^{-i \phi} \\
\sqrt{\cdot},-\sqrt{\cdot}, a c q^{r}, c t q^{k} e^{-i \theta}, c t q^{k} e^{i \theta}, a t q^{k} e^{-i \phi}, a t q^{k} e^{i \phi}
\end{array} ; t q^{k+r}\right] \text {, }
\end{aligned}
$$

the first term on the r.h.s. of (5.12) equals

$$
\begin{aligned}
& -\frac{\left[q(1-q)(q)_{\infty}\right]^{2}}{4 b c} w(x ; a, b, c, b c / a ; q) w(y ; a, b, c, b c / a ; q)_{\infty}(a c)_{\infty}(b c)_{\infty} \\
& \quad \cdot \frac{\left(t q^{k}\right)_{\infty}\left(b t q^{k} / a\right)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(b c e^{i \theta} / a\right)_{\infty}\left(a t q^{k} e^{i \phi}\right)_{\infty}\left(c t q^{k} e^{i \theta}\right)_{\infty}\right|^{2}}{(b / a)_{\infty}\left(a c t q^{k}\right)_{\infty}\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}} \\
& \quad \cdot \sum_{r=0}^{\infty} \frac{\left|\left(a e^{i \phi}\right)_{r}\left(c e^{i \theta}\right)_{r}\right|^{2} q^{r}}{(q)_{r}(a c)_{r}(b c)_{r}(a q / b)_{r}} \\
& \quad \cdot{ }_{8} \phi_{7}\left[\begin{array}{l}
a c t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, t q^{k-r}, a e^{i \theta}, a e^{-i \theta}, c e^{i \phi}, c e^{-i \phi} \\
\left.\sqrt{\cdot},-\sqrt{\cdot}, a c q^{r}, c t q^{k} e^{-i \theta}, c t q^{k} e^{i \theta}, a t q^{k} e^{-i \phi}, a t q^{k} e^{i \phi} ; t q^{k+r}\right] .
\end{array}\right.
\end{aligned}
$$

Similarly, since

$$
\begin{aligned}
& \int_{q e^{i \theta} / b}^{q e^{-i \theta} / b} d_{q} u \frac{\left(b c u t q^{k-1}\right)_{\infty}\left(b u e^{i \theta}\right)_{\infty}\left(b u e^{-i \theta}\right)_{\infty}\left(b^{2} u t q^{k+r-1}\right)_{\infty}}{(a b u / q)_{\infty}\left(b u t q^{k-1} e^{i \phi}\right)_{\infty}\left(b u t q^{k-1} e^{-i \phi}\right)_{\infty}\left(b^{2} c u q^{r-1} / a\right)_{\infty}} \\
& =\frac{q(1-q)}{2 b i \sin \theta} \frac{(q)_{\infty}\left(b c q^{r}\right)_{\infty}\left|\left(e^{2 i \theta}\right)_{\infty}\right|^{2}\left(b t q^{k+r} e^{-i \theta}\right)_{\infty}}{\left(b c t q^{k+r} e^{i \phi-i \theta}\right)_{\infty}\left(t q^{k} e^{i \phi-i \theta}\right)_{\infty}} \\
& \cdot \frac{\left(c t q^{k} e^{-i \theta}\right)_{\infty}\left(a t q^{k} e^{i \phi}\right)_{\infty}\left(b c a^{-1} t q^{k+r} e^{i \phi}\right)_{\infty}}{\left|\left(a e^{i \theta}\right)_{\infty}\left(b c a^{-1} q^{r} e^{i \theta}\right)_{\infty}\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\right|^{2}} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
b c t q^{k+r-1} e^{i \phi-i \theta}, q \sqrt{\cdot},-q \sqrt{\cdot}, b q^{r} e^{i \phi}, b c a^{-1} q^{r} e^{-i \theta}, t q^{k} e^{i \phi-i \theta}, \\
\sqrt{\cdot},-\sqrt{\cdot}, c t q^{k} e^{-i \theta}, a t q^{k} e^{i \phi}, b c q^{r},
\end{array}\right. \\
& \left.\begin{array}{c}
a e^{-i \theta}, c e^{i \phi} \\
b c a^{-1} t q^{k+r} e^{i \phi}, b t q^{k+r} e^{-i \theta} ; t q^{k} e^{i \theta-i \phi}
\end{array}\right] \\
& =\frac{q(1-q)}{2 b i \sin \theta} \frac{(q)_{\infty}\left(b c q^{r}\right)_{\infty}\left(b a^{-1} t q^{k+r}\right)_{\infty}\left|\left(e^{2 i \theta}\right)_{\infty}\left(a t q^{k} e^{i \phi}\right)_{\infty}\left(c t q^{k} e^{i \theta}\right)_{\infty}\right|^{2}}{\left(a c t q^{k}\right)_{\infty}\left|\left(a e^{i \theta}\right)_{\infty}\left(b c a^{-1} q^{r} e^{i \theta}\right)_{\infty}\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
a c t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, a b^{-1} t q^{k-r}, a e^{i \theta}, a e^{-i \theta}, c e^{i \phi}, c e^{-i \phi} \\
\sqrt{\cdot},-\sqrt{\cdot}, b c q^{r}, c t q^{k} e^{-i \theta}, c t q^{k} e^{i \theta}, a t q^{k} e^{-i \phi}, a t q^{k} e^{i \phi}
\end{array} \quad b a^{-1} t q^{k+r}\right] \text {, }
\end{aligned}
$$

the second term on the r.h.s. of (5.12) equals

$$
\begin{align*}
&-\frac{\left[q(1-q)(q)_{\infty}\right]^{2}}{4 b c} w(x ; a, b, c, b c / a ; q) w(y ; a, b, c, b c / a ; q)(b c)_{\infty}\left(b^{2} c / a\right)_{\infty}  \tag{5.14}\\
& \cdot \frac{\left(t q^{k}\right)_{\infty}\left(b a^{-1} t q^{k}\right)_{\infty}\left|\left(a e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(c e^{i \theta}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(a t q^{k} e^{i \phi}\right)_{\infty}\left(c t q^{k} e^{i \theta}\right)_{\infty}\right|^{2}}{(a / b)_{\infty}\left(a c t q^{k}\right)_{\infty}\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}} \\
& \cdot \sum_{r=0}^{\infty} \frac{\left|\left(b e^{i \phi}\right)_{r}\left(b c a^{-1} e^{i \theta}\right)_{r}\right|^{2} q^{r}}{(q)_{r}(b c)_{r}(b q / a)_{r}\left(b^{2} c / a\right)_{r}} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
a c t q^{k-1}, q \sqrt{-},-q \sqrt{\cdot}, a b^{-1} t q^{k-r}, a e^{i \theta}, a e^{-i \theta}, c e^{i \phi}, c e^{-i \phi} \\
\sqrt{\cdot},-\sqrt{\cdot}, b c q^{r}, c t q^{k} e^{-i \theta}, c t q^{k} e^{i \theta}, a t q^{k} e^{-i \phi}, a t q^{k} e^{i \phi}
\end{array} ; b q^{k+r}\right] .
\end{align*}
$$

At this stage it is possible to apply (3.19) to the ${ }_{8} \phi_{7}$ series in (5.13) and (5.14) to get a representation for $K_{t}(x, y ; a, b, c, b c / a ; q)$ as the sum (5.10) plus two double sums of ${ }_{8} \phi_{7}$ series which shows that this kernel is nonnegative in the continuous $q$-Jacobi case (4.9) for $\alpha, \beta>-1$ when $0 \leqq t<q^{1 / 2}$. But in order to handle the full range $0 \leqq t<1$ we need to use the deeper procedure in the next section.
6. Positivity of $\boldsymbol{P}_{\boldsymbol{t}}(\boldsymbol{x}, \boldsymbol{y} ; \boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{b} \boldsymbol{c} / \boldsymbol{a} ; \boldsymbol{q})$. The above-mentioned procedure involves first using (3.15) to see that the ${ }_{8} \phi_{7}$ series in (5.13) equals

$$
\begin{aligned}
& \frac{\left(a c t q^{k}\right)_{\infty}\left(a t q^{k} / c\right)_{\infty}\left|\left(a q^{r} e^{i \phi}\right)_{\infty}\right|^{2}}{\left(a c q^{r}\right)_{\infty}\left(a q^{r} / c\right)_{\infty}\left|\left(a t q^{k} e^{i \phi}\right)_{\infty}\right|^{2}}{ }_{4} \phi_{3}\left[\begin{array}{l}
c t q^{k} / a, t q^{k-r}, c e^{i \phi}, c e^{-i \phi} \\
c / a q^{r-1}, c t q^{k} e^{i \theta}, c t q^{k} e^{-i \theta} ; q
\end{array}\right] \\
& +\frac{\left(a c t q^{k}\right)_{\infty}\left(c t q^{k} / a\right)_{\infty}\left(t q^{k-r}\right)_{\infty}\left|\left(c e^{i \phi}\right)_{\infty}\left(a t q^{k+r} e^{i \theta}\right)_{\infty}\right|^{2}}{\left(a c q^{r}\right)_{\infty}\left(t q^{k+r}\right)_{\infty}\left(c / a q^{r}\right)_{\infty}\left|\left(c t q^{k} e^{i \theta}\right)_{\infty}\left(a t q^{k} e^{i \phi}\right)_{\infty}\right|^{2}} \\
& \quad \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
a t q^{k} / c, t q^{k+r}, a q^{r} e^{i \phi}, a q^{r} e^{-i \phi} \\
a c^{-1} q^{r+1}, a t q^{k+r} e^{i \theta}, a t q^{k+r} e^{-i \theta} ; q
\end{array}\right]
\end{aligned}
$$

and the ${ }_{8} \phi_{7}$ series in (5.14) equals

$$
\left.\begin{array}{c}
\frac{\left(a c t q^{k}\right)_{\infty}\left(a t q^{k} / c\right)_{\infty}\left|\left(b q^{r} e^{i \phi}\right)_{\infty}\right|^{2}}{\left(b c q^{r}\right)_{\infty}\left(b q^{r} / c\right)_{\infty}\left|\left(a t q^{k} e^{i \phi}\right)_{\infty}\right|^{2}}{ }_{4} \phi_{3}\left[\begin{array}{c}
c t q^{k} / a, a b^{-1} t q^{k-r}, c e^{i \phi}, c e^{-i \phi} \\
c / b q^{r-1}, c t q^{k} e^{i \theta}, c t q^{k} e^{-i \theta}
\end{array} ; q\right] \\
+\frac{\left(a c t q^{k}\right)_{\infty}\left(c t q^{k} / a\right)_{\infty}\left(a b^{-1} t q^{k-r}\right)_{\infty}\left|\left(c e^{i \phi}\right)_{\infty}\left(b t q^{k+r} e^{i \theta}\right)_{\infty}\right|^{2}}{\left(b c q^{r}\right)_{\infty}\left(b a^{-1} t q^{k+r}\right)_{\infty}\left(c / b q^{r}\right)_{\infty}\left|\left(c t q^{k} e^{i \theta}\right)_{\infty}\left(a t q^{k} e^{i \phi}\right)_{\infty}\right|^{2}} \\
\quad \cdot{ }_{4} \phi_{3}\left[a t q^{k} / c, b a^{-1} t q^{k+r}, b q^{r} e^{i \phi}, b q^{r} e^{-i \phi},\right. \\
b c^{-1} q^{r+1}, b t q^{k+r} e^{i \theta}, b t q^{k+r} e^{-i \theta}
\end{array} ; q\right] .
$$

Using the above in (5.13) and (5.14) and writing

$$
V(x, y) \equiv-\frac{\left[q(1-q)(q)_{\infty}\right]^{2}}{4 b c} w(x ; a, b, c, b c / a ; q) w(y ; a, b, c, b c / a ; q)
$$

it follows by regrouping that we can write the r.h.s. of (5.12) in the form $G_{1}(x, y)+$ $G_{2}(x, y)$ with

$$
\begin{align*}
& G_{1}(x, y)= \frac{V(x, y)\left(b^{2} c / a\right)_{\infty}\left|\left(a e^{i \phi}\right)_{\infty}\left(b e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(c e^{i \theta}\right)_{\infty}\left(c t q^{k} e^{i \theta}\right)_{\infty}\right|^{2}}{(b / c)_{\infty}(a / b)_{\infty}\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}}  \tag{6.1}\\
& \cdot\left(b t q^{k} / a\right)_{\infty}\left(a t q^{k} / c\right)_{\infty}\left(t q^{k}\right)_{\infty} \sum_{r=0}^{\infty} \frac{(b / c)_{r}\left|\left(b c e^{i \theta} / a\right)_{r}\right|^{2} q^{r}}{(q)_{r}(b q / a)_{r}\left(b^{2} c / a\right)_{r}} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
c t q^{k} / a, a b^{-1} t q^{k-r}, c e^{i \phi}, c e^{-i \phi} \\
\left.c / b q^{r-1}, c t q^{k} e^{i \theta}, c t q^{k} e^{-i \theta} \quad ; q\right] \\
\\
\end{array}\right. \\
& \cdot \frac{V(x, y)(b c)_{\infty}\left|\left(a e^{i \phi}\right)_{\infty}\left(b e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(b c e^{i \theta} / a\right)_{\infty}\left(c t q^{k} e^{i \theta}\right)_{\infty}\right|^{2}}{(a / c)_{\infty}(b / a)_{\infty}\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}} \\
& \cdot\left(b t q^{k} / a\right)_{\infty}\left(a t q^{k} / c\right)_{\infty}\left(t q^{k}\right)_{\infty} \sum_{r=0}^{\infty} \frac{(a / c)_{r}\left|\left(c e^{i \theta}\right)_{r}\right|^{2} q^{r}}{(q)_{r}(b c)_{r}(a q / b)_{r}} \\
& \cdot{ }_{4} \phi_{3}\left[c t q^{k} / a, t q^{k-r}, c e^{i \phi}, c e^{-i \phi} ; q\right] \\
&\left.c / a q^{r-1}, c t q^{k} e^{i \theta}, c t q^{k} e^{-i \theta} ; q\right]
\end{align*}
$$

and

$$
\begin{align*}
G_{2}(x, y)= & \frac{V(x, y)\left(b^{2} c / a\right)_{\infty}\left|\left(a e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(c e^{i \theta}\right)_{\infty}\left(b t q^{k} e^{i \theta}\right)_{\infty}\right|^{2}}{(c / b)_{\infty}(a / b)_{\infty}\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}}  \tag{6.2}\\
& \cdot\left(c t q^{k} / a\right)_{\infty}\left(a t q^{k} / b\right)_{\infty}\left(t q^{k}\right)_{\infty} \sum_{r=0}^{\infty} \sum_{s=0}^{\infty} \frac{\left(b t q^{k} / a\right)_{r+s}\left|\left(b e^{i \phi}\right)_{r+s}\right|^{2}}{(q)_{r}(q)_{s}\left|\left(b t q^{k} e^{i \theta}\right)_{r+s}\right|^{2}} \\
& \cdot \frac{\left(a t q^{k} / c\right)_{s}\left|\left(b c e^{i \theta} / a\right)_{r}\right|^{2}\left(b / a t q^{k-1}\right)_{r}}{(b q / c)_{r+s}(b q / a)_{r}\left(b^{2} c / a\right)_{r}}\left(a c^{-1} t q^{k+1}\right)^{r} q^{s} \\
& +\frac{V(x, y)(b c)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(b c e^{i \theta} / a\right)_{\infty}\left(a t q^{k} e^{i \theta}\right)_{\infty}\right|^{2}}{(b / a)_{\infty}(c / a)_{\infty}\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}} \\
& \cdot\left(b t q^{k} / a\right)_{\infty}\left(c t q^{k} / a\right)_{\infty}\left(t q^{k}\right)_{\infty} \sum_{r=0}^{\infty} \sum_{s=0}^{\infty} \frac{\left(t q^{k}\right)_{r+s}\left|\left(a e^{i \phi}\right)_{r+s}\right|^{2}}{(q)_{r}(q)_{s}\left|\left(a t q^{k} e^{i \theta}\right)_{r+s}\right|^{2}} \\
& \cdot \frac{\left(a t q^{k} / c\right)_{s}\left(t^{-1} q^{1-k}\right)_{r}\left|\left(c e^{i \theta}\right)_{r}\right|^{2}}{(a q / c)_{r+s}(a q / b)_{r}(b c)_{r}}\left(a c^{-1} t q^{k+1}\right)^{r} q^{s} .
\end{align*}
$$

By changing the orders of summation in both parts of $G_{1}(x, y)$ and using (3.15) it follows that

$$
\left.\begin{array}{rl}
G_{1}(x, y)= & \frac{V(x, y)\left(b c^{2} / a\right)_{\infty}\left|\left(a e^{i \phi}\right)_{\infty}\left(b e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(c t q^{k} e^{i \theta}\right)_{\infty}\right|^{2}}{(a / c)_{\infty}(b / c)_{\infty}\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}}  \tag{6.3}\\
& \cdot\left(b t q^{k} / a\right)_{\infty}\left(a t q^{k} / c\right)_{\infty}\left(t q^{k}\right)_{\infty} \sum_{j=0}^{\infty} \frac{\left(c t q^{k} / a\right)_{j}\left|\left(c e^{i \phi}\right)_{j}\left(q b^{-1} e^{i \theta}\right)_{j}\right|^{2}}{(q)_{j}(c q / b)_{j}\left(a q / b^{2} c\right)_{j}\left|\left(c t q^{k} e^{i \theta}\right)_{j}\right|^{2}} \\
& \cdot \frac{\left(a t q^{k} / b\right)_{j}}{(c q / a)_{j}} q^{k}{ }_{8} \phi_{7}\left[b^{2} c / a q^{j+1}, q \sqrt{\cdot},-q \sqrt{\cdot}, b c t q^{k-1}, b c a^{-1} e^{i \theta},\right. \\
\sqrt{\cdot},-\sqrt{\cdot}, b / a t q^{k+j-1}, b e^{-i \theta} q^{-j}, \\
b c a^{-1} e^{-i \theta}, b / c q^{j}, q^{-j} \\
b e^{i \theta} q^{-j}, b c^{2} / a, b^{2} c / a
\end{array}\right] .
$$

By using (3.23) to write the above ${ }_{8} \phi_{7}$ as a multiple of the series

$$
{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-j}, c / a t q^{k-1}, b c a^{-1} e^{i \theta}, b c a^{-1} e^{-i \theta} \\
b c^{2} / a, c q / a, b / a t q^{k+j-1}
\end{array} ; q\right]
$$

and then using it again to write this ${ }_{4} \phi_{3}$ as a multiple of the series

$$
\begin{aligned}
& { }_{8} \phi_{7}\left[\begin{array}{c}
b c^{2} a^{-1} t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, t q^{k}, b c t q^{k-1}, b c a^{-1} e^{i \theta}, \\
\sqrt{\cdot},-\sqrt{\cdot}, b c^{2} / a, c q / a, c t q^{k} e^{-i \theta},
\end{array}\right. \\
& \left.\begin{array}{c}
b c a^{-1} e^{-i \theta}, q^{-j} \\
c t q^{k} e^{i \theta}, b c^{2} a^{-1} t q^{k+j} ; c b^{-1} q^{j+1}
\end{array}\right]
\end{aligned}
$$

we find that the sum over $j$ in (6.3) equals

$$
\begin{align*}
& \sum_{j=0}^{\infty} \frac{\left(c t q^{k} / a\right)_{j}\left|\left(c e^{i \phi}\right)_{j}\right|^{2}}{(q)_{j}(c q / b)_{j}\left(b c^{2} t q^{k} / a\right)_{j}} q^{j} \sum_{r=0}^{j} \frac{\left(b c^{2} a^{-1} t q^{k-1}\right)_{r}(q \sqrt{\cdot})_{r}(-q \sqrt{\cdot})_{r}}{(q)_{r}(\sqrt{\cdot})_{r}(-\sqrt{\cdot})_{r}}  \tag{6.4}\\
& \cdot \frac{\left(t q^{k}\right)_{r}\left(b c t q^{k-1}\right)_{r}\left|\left(b c a^{-1} e^{i \theta}\right)_{r}\right|^{2}(q)_{j}(-1)^{r}(c q / b)^{r}}{\left(b c^{2} / a\right)_{r}(c q / a)_{r}\left|\left(c t q^{k} e^{i \theta}\right)_{r}\right|^{2}\left(b c^{2} a^{-1} t q^{k+j}\right)_{r}(q)_{j-r}} q^{r(r-1) / 2} \\
&=\sum_{r=0}^{\infty} \frac{\left(b c^{2} a^{-1} t q^{k-1}\right)_{r}(q \sqrt{\cdot})_{r}(-q \sqrt{\cdot})_{r}\left(t q^{k}\right)_{r}\left(b c t q^{k-1}\right)_{r}\left(c t q^{k} / a\right)_{r}\left|\left(c e^{i \phi}\right)_{r}\right|^{2}}{(q)_{r}(\sqrt{\cdot})_{r}(-\sqrt{\cdot})_{r}\left(b c^{2} / a\right)_{r}(c q / a)_{r}(c q / b)_{r}\left|\left(c t q^{r} e^{i \theta}\right)_{r}\right|^{2}} \\
& \frac{\left|\left(b c a^{-1} e^{i \theta}\right)_{r}\right|^{2}}{\left(b c^{2} t q^{k} / a\right)_{2 r}}(-1)^{r}\left(\frac{c q}{b}\right)^{r} q^{r(r+1) / 2}{ }_{3} \phi_{2}\left[\begin{array}{c}
c a^{-1} t q^{k+r}, c q^{r} e^{i \phi}, c q^{r} e^{-i \phi} \\
c b^{-1} q^{r+1}, b c^{2} a^{-1} t q^{k+2 r}
\end{array} ; q\right]
\end{align*}
$$

Fortunately, we can now apply (3.10) to the above ${ }_{3} \phi_{2}$ to show that it equals

$$
\begin{aligned}
& \frac{\left(b / c q^{r}\right)_{\infty}\left(b c q^{r}\right)_{\infty}\left|\left(b c a^{-1} t q^{k+r} e^{i \phi}\right)_{\infty}\right|^{2}}{\left(b t q^{k} / a\right)_{\infty}\left(b c^{2} a^{-1} t q^{k+2 r}\right)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\right|^{2}} \\
& \quad+b c^{-1} q^{-r} \frac{\left(c a^{-1} t q^{k+r}\right)_{\infty}\left(b / c q^{r-1}\right)_{\infty}\left(b^{2} c a^{-1} t q^{k+r}\right)_{\infty}\left|\left(c q^{r} e^{i \phi}\right)_{\infty}\right|^{2}}{\left(c b^{-1} q^{r+1}\right)_{\infty}\left(b c^{2} a^{-1} t q^{k+2 r}\right)_{\infty}\left(b t q^{k} / a\right)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\right|^{2}} \\
& \quad \cdot{ }_{3} \phi_{2}\left[\begin{array}{c}
b t q^{k} / a, b e^{i \phi}, b e^{-i \phi} \\
b / c q^{r-1}, b^{2} c a^{-1} t q^{k+r} ; q
\end{array}\right] .
\end{aligned}
$$

Using this in (6.4) we obtain that the sum over $j$ in (6.3) equals

$$
\begin{align*}
& \frac{(b / c)_{\infty}(b c)_{\infty}\left|\left(b c a^{-1} t q^{k} e^{i \phi}\right)_{\infty}\right|^{2}}{\left(b t q^{k} / a\right)_{\infty}\left(b c^{2} t q^{k} / a\right)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\right|^{2}}  \tag{6.5}\\
& \left.{ }^{{ }_{10} \phi_{9}}\left[\begin{array}{c}
b c^{2} a^{-1} t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, t q^{k}, \\
\sqrt{\cdot},-\sqrt{\cdot}, b c^{2} / a, \\
b c t q^{k-1}, b c a^{-1} e^{i \theta}, b c a^{-1} e^{-i \theta}, c e^{i \phi}, c e^{-i \phi}, c t q^{k} / a \\
c q / a, c t q^{k} e^{-i \theta}, c t q^{k} e^{i \theta}, b c a^{-1} t q^{k} e^{-i \phi}, b c a^{-1} t q^{k} e^{i \phi}, b c
\end{array}\right] q\right] \\
& -\frac{(b / c)_{\infty}\left(c t q^{k} / a\right)_{\infty}\left(b^{2} c t q^{k} / a\right)_{\infty}\left|\left(c e^{i \phi}\right)_{\infty}\right|^{2}}{(c / b)_{\infty}\left(b c^{2} t q^{k} / a\right)_{\infty}\left(b t q^{k} / a\right)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\right|^{2}} \\
& \cdot \sum_{j=0}^{\infty} \frac{\left(b t q^{k} / a\right)_{j}\left|\left(b e^{i \phi}\right)_{j}\right|^{2}}{(q)_{j}(b q / c)_{j}\left(b^{2} c t q^{k} / a\right)_{j}} q^{j} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
\left.b c^{2} a^{-1} t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, t q^{k}, b c t q^{k-1}, b c a^{-1} e^{i \theta}, b c a^{-1} e^{-i \theta}, c / b q^{j} ; q^{j+1}\right] \\
\sqrt{\cdot},-\sqrt{\cdot}, b c^{2} / a, c q / a, c t q^{k} e^{-i \theta}, c t q^{k} e^{i \theta}, b^{2} c a^{-1} t q^{k+j}
\end{array}\right.
\end{align*}
$$

by a change in order of summation.
Let us now consider $G_{2}(x, y)$. From (6.2)

$$
\begin{align*}
G_{2}(x, y)= & \frac{V(x, y)\left(b^{2} c / a\right)_{\infty}\left|\left(a e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(c e^{i \theta}\right)_{\infty}\left(b t q^{k} e^{i \theta}\right)\right|^{2}}{(c / b)_{\infty}(a / b)_{\infty}\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}}  \tag{6.6}\\
& \cdot\left(c t q^{k} / a\right)_{\infty}\left(a t q^{k} / b\right)_{\infty}\left(t q^{k}\right)_{\infty} \\
& \cdot \sum_{j=0}^{\infty} \frac{\left(b t q^{k} / a\right)_{j}\left(a t q^{k} / c\right)_{j}\left|\left(b e^{i \phi}\right)_{j}\right|^{2}}{(q)_{j}(b q / c)_{j}\left|\left(b t q^{k} e^{i \theta}\right)_{j}\right|^{2}} q^{j} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-j}, b / a t q^{k-1}, b c a^{-1} e^{i \theta}, b c a^{-1} e^{-i \theta} \\
b q / a, b^{2} c / a, c / a t q^{k+j-1} ; q
\end{array}\right]
\end{align*}
$$

$$
\begin{aligned}
& +\frac{V(x, y)(b c)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(b c a^{-1} e^{i \theta}\right)_{\infty}\left(a t q^{k} e^{i \theta}\right)_{\infty}\right|^{2}}{(b / a)_{\infty}(c / a)_{\infty}\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}} \\
& \cdot\left(b t q^{k} / a\right)_{\infty}\left(c t q^{k} / a\right)_{\infty}\left(t q^{k}\right)_{\infty} \sum_{j=0}^{\infty} \frac{\left(t q^{k}\right)_{j}\left(a t q^{k} / c\right)_{j}\left|\left(a e^{i \phi}\right)_{j}\right|^{2}}{(q)_{j}(a q / c)_{j}\left|\left(a t q^{k} e^{i \theta}\right)_{j}\right|^{2}} q^{j} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-j}, t^{-1} q^{1-k}, c e^{i \theta}, c e^{-i \theta} \\
b c, a q / b, c / a t q^{k+j-1}
\end{array} ; q\right] .
\end{aligned}
$$

Using (3.23), the first ${ }_{4} \phi_{3}$ on the r.h.s. of (6.6) equals

$$
\begin{align*}
& \frac{\left|\left(b t q^{k} e^{i \theta}\right)_{j}\right|^{2}}{\left(a t q^{k} / c\right)_{j}\left(b^{2} c t q^{k} / a\right)_{j}}{ }_{8} \phi_{7}\left[\begin{array}{c}
b^{2} c a^{-1} t q^{k-1}, q \sqrt{\cdot},-\sqrt{\cdot}, b c t q^{k-1}, t q^{k}, \\
\sqrt{\cdot},-\sqrt{\cdot}, b q / a, b^{2} c / a,
\end{array}\right.  \tag{6.7}\\
& \left.\begin{array}{c}
b c a^{-1} e^{i \theta}, b c a^{-1} e^{-i \theta}, q^{-j} \\
t q^{k} e^{-i \theta}, b t q^{k} e^{i \theta}, b^{2} c a^{-1} t q^{k+j} ; b c^{-1} q^{j+1}
\end{array}\right] \\
& =\frac{\left(b^{2} c a^{-1} t q^{k+j}\right)_{\infty}\left(a c^{-1} t q^{k+j}\right)_{\infty}\left|\left(b^{2} a^{-1} q^{j+1} e^{i \theta}\right)_{\infty}\right|^{2}}{\left(b c^{-1} q^{j+1}\right)_{\infty}\left(b^{3} c a^{-2} q^{j+1}\right)_{\infty}\left|\left(b t q^{k+j} e^{i \theta}\right)_{\infty}\right|^{2}} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
b^{3} c a^{-2} q^{j}, q \sqrt{\cdot},-q \sqrt{\cdot}, b^{2} c q^{j} / a, b a^{-1} q^{j+1}, b / a t q^{k-1}, \\
\sqrt{\cdot},-\sqrt{\cdot}, b q / a, b^{2} c / a, b^{2} c a^{-1} t q^{k+j},
\end{array}\right. \\
& \left.\begin{array}{c}
b c a^{-1} e^{i \theta}, b c a^{-1} e^{-i \theta} \\
b^{2} a^{-1} q^{j+1} e^{-i \theta}, b^{2} a^{-1} q^{j+1} e^{i \theta} ; a c^{-1} t q^{k}
\end{array}\right]
\end{align*}
$$

by (3.19). Our reason for choosing the above ${ }_{8} \phi_{7}$ from among all the other possibilities will be clear from (6.12) and (6.11) below. Since the second ${ }_{4} \phi_{3}$ on the r.h.s. of (6.6) equals

$$
\begin{align*}
& \frac{(a q / c)_{j}\left(b / a t q^{k+j-1}\right)_{j}}{(a q / b)_{j}\left(c / a t q^{k+j-1}\right)_{j}}\left(\frac{c}{b}\right)^{j}{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-j}, t^{-1} q^{1-k}, b e^{i \theta}, b e^{-i \theta} \\
b c, a q / c, b / a t q^{k+j-1}
\end{array} ; q\right]  \tag{6.8}\\
& =\frac{(a q / c)_{j}\left|\left(a t q^{k} e^{i \theta}\right)_{j}\right|^{2}}{(a q / b)_{j}\left(a t q^{k} / c\right)_{j}\left(a b t q^{k}\right)_{j}} \\
& \quad \cdot{ }_{8} \phi_{7}\left[a b t q^{k-1}, q \sqrt{j d o t},-q \sqrt{\cdot}, a t q^{k} / c, b c t q^{k-1},\right. \\
& \sqrt{\cdot},-\sqrt{\cdot}, b c, a q / c, \\
& b e^{i \theta}, b e^{-i \theta}, q^{-j} \\
& \left.a t q^{k} e^{-i \theta}, a t q^{k} e^{i \theta}, a b t q^{k+j} ; a b^{-1} q^{j+1}\right]
\end{align*}
$$

the second sum over $j$ on the r.h.s. of (6.6) equals

$$
\begin{align*}
\sum_{r=0}^{\infty} \frac{\left(a b t q^{k-1}\right)_{r}(q \sqrt{\cdot})_{r}(-q \sqrt{\cdot})_{r}\left(a t q^{k} / c\right)_{r}\left(b c t q^{k-1}\right)_{r}\left(t q^{k}\right)_{r}(-1)^{r} q^{r(r+1) / 2}}{(q)_{r}(\sqrt{\cdot})_{r}(-\sqrt{\cdot})_{r}(b c)_{r}(a q / c)_{r}(a q / b)_{r}\left(a b t q^{k}\right)_{2 r}}  \tag{6.9}\\
\cdot \frac{\left|\left(a e^{i \phi}\right)_{r}\left(b e^{i \theta}\right)_{r}\right|^{2}}{\left|\left(a t q^{k} e^{i \theta}\right)_{r}\right|^{2}}\left(\frac{a q}{b}\right)^{r}{ }_{3} \phi_{2}\left[\begin{array}{c}
t q^{k+r}, a q^{r} e^{i \phi}, a q^{r} e^{-i \phi} \\
a b^{-1} q^{r+1}, a b t q^{k+2 r}
\end{array} ; q\right]
\end{align*}
$$

by a change in order of summation. We can apply (3.10) to the above ${ }_{3} \phi_{2}$ to find that it equals

$$
\begin{aligned}
& \frac{\left(b / a q^{r}\right)_{\infty}\left(a b q^{r}\right)_{\infty}\left|\left(b t q^{k+r} e^{i \phi}\right)_{\infty}\right|^{2}}{\left(a b t q^{k+2 r}\right)_{\infty}\left(b t q^{k} / a\right)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\right|^{2}} \\
& \quad-\frac{\left(t q^{k+r}\right)_{\infty}\left(b / a q^{r}\right)_{\infty}\left(b^{2} t q^{k+r}\right)_{\infty}\left|\left(a q^{r} e^{i \phi}\right)_{\infty}\right|^{2}}{\left(a q^{r} / b\right)_{\infty}\left(b t q^{k} / a\right)_{\infty}\left(a b t q^{k+2 r}\right)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\right|^{32} \phi_{2}}\left[\begin{array}{c}
b t q^{k} / a, b e^{i \phi}, b e^{-i \phi} \\
b / a q^{r-1}, b^{2} t q^{k+r}
\end{array} ; q\right] .
\end{aligned}
$$

Hence, from (6.9), the second sum over $j$ on the r.h.s. of (6.6) equals

$$
\begin{align*}
& \left.\frac{(a b)_{\infty}(b / a)_{\infty}\left|\left(b t q^{k} e^{i \phi}\right)_{\infty}\right|^{2}}{\left(a b t q^{k}\right)_{\infty}\left(b t q^{k} / a\right)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\right|^{2}{ }_{10} \phi_{9}\left[\begin{array}{c}
a b t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, a t q^{k} / c \\
\sqrt{\cdot},-\sqrt{\cdot}, b c, \\
b c t q^{k-1}, t q^{k}, b e^{i \theta}, b e^{-i \theta}, a e^{i \phi}, a e^{-i \phi} \\
a q / c, a b, a t q^{k} e^{-i \theta}, a t q^{k} e^{i \theta}, b t q^{k} e^{-i \phi}, b t q^{k} e^{i \phi} ; q
\end{array}\right]} \begin{array}{l}
-\frac{(b / a)_{\infty}\left(t q^{k}\right)_{\infty}\left(b^{2} t q^{k}\right)_{\infty}\left|\left(a e^{i \phi}\right)_{\infty}\right|^{2}}{(a / b)_{\infty}\left(a b t q^{k}\right)_{\infty}\left(b t q^{k} / a\right)_{\infty}\left|\left(b e^{i \phi}\right)_{\infty}\right|^{2}} \sum_{j=0}^{\infty} \frac{\left(b t q^{k} / a\right)_{j}\left|\left(b e^{i \phi}\right)_{j}\right|^{2}}{(q)_{j}(b q / a)_{j}\left(b^{2} t q^{k}\right)_{j}} q^{j} \\
\cdot{ }_{8} \phi_{7}\left[a b t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, a t q^{k} / c, b c t q^{k-1}, b e^{i \theta}, b e^{-i \theta}, a / b q^{j} ; q^{j+1}\right] \\
\sqrt{\cdot},-\sqrt{\cdot}, b c, a q / c, a t q^{k} e^{-i \theta}, a t q^{k} e^{i \theta}, b^{2} t q^{k+j}
\end{array}\right] \tag{6.10}
\end{align*}
$$

by a change in order of summation.
Combining (6.3), (6.5), (6.6), (6.7) and (6.10) we obtain that

$$
\begin{align*}
G_{1}(x, y)+ & G_{2}(x, y)=\frac{V(x, y)\left(t q^{k}\right)_{\infty}(b c)_{\infty}\left|\left(c e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\right|^{2}}{\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}}  \tag{6.11}\\
& \cdot\left\{\begin{array}{l}
\frac{\left(b c^{2} / a\right)_{\infty}\left(a t q^{k} / c\right)_{\infty}}{(a / c)_{\infty}\left(b c^{2} t q^{k} / a\right)_{\infty}}\left|\left(a e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(c t q^{k} e^{i \theta}\right)_{\infty}\left(b c a^{-1} t q^{k} e^{i \phi}\right)_{\infty}\right|^{2} \\
\\
\cdot{ }_{10} \phi_{9}\left[b c^{2} a^{-1} t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot},\right. \\
\sqrt{\cdot},-\sqrt{\cdot}, \\
t q^{k}, b c t q^{k-1}, c t q^{k} / a, c e^{i \phi}, c e^{-i \phi}, b c a^{-1} e^{i \theta}, b c a^{-1} e^{-i \theta} \\
\left.b c^{2} / a, c q / a, b c, b c a^{-1} t q^{k} e^{-i \phi}, b c a^{-1} t q^{k} e^{i \phi}, c t q^{k} e^{-i \theta}, c t q^{k} e^{i \theta} ; q\right]
\end{array}\right.
\end{align*}
$$

$$
\begin{aligned}
& +\frac{(a b)_{\infty}\left(c t q^{k} / a\right)_{\infty}}{(c / a)_{\infty}\left(a b t q^{k}\right)_{\infty}}\left|\left(c e^{i \phi}\right)_{\infty}\left(b c a^{-1} e^{i \theta}\right)_{\infty}\left(a t q^{k} e^{i \theta}\right)_{\infty}\left(b t q^{k} e^{i \phi}\right)_{\infty}\right|^{2} \\
& \cdot{ }_{10} \phi_{9}\left[\begin{array}{c}
a b t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, a t q^{k} / c, b c t q^{k-1}, t q^{k}, b e^{i \theta}, b e^{-i \theta}, \\
\sqrt{\cdot},-\sqrt{\cdot}, b c, a q / c, a b, a t q^{k} e^{-i \theta}, a t q^{k} e^{i \theta},
\end{array}\right. \\
& \begin{array}{c}
a e^{i \phi}, a e^{-i \phi} \\
\left.\left.b t q^{k} e^{-i \phi}, b t q^{k} e^{i \phi} ; q\right]\right\}
\end{array} \\
& +\frac{V(x, y)\left(t q^{k}\right)_{\infty}\left(c t q^{k} / a\right)_{\infty}\left|\left(a e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(c e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\right|^{2}}{\left|\left(t q^{k} e^{i \theta+i \phi}\right)_{\infty}\left(t q^{k} e^{i \theta-i \phi}\right)_{\infty}\right|^{2}} \\
& \cdot\left\{\frac{\left(b^{2} c / a\right)_{\infty}\left(a t q^{k} / c\right)_{\infty}\left(b^{2} c t q^{k} / a\right)_{\infty}\left(a t q^{k} / b\right)_{\infty}}{(a / b)_{\infty}(c / b)_{\infty}(b / c)_{\infty}\left(b^{3} c q / a^{2}\right)_{\infty}}\left|\left(c e^{i \theta}\right)_{\infty}\left(b^{2} a^{-1} q e^{i \theta}\right)_{\infty}\right|^{2}\right. \\
& \cdot \sum_{j=0}^{\infty} \frac{\left(b t q^{k} / a\right)_{j}\left(b^{3} c q / a^{2}\right)_{j}\left|\left(b e^{i \phi}\right)_{j}\right|^{2}}{(q)_{j}\left(b^{2} c t q^{k} / a\right)_{j}\left|\left(b^{2} a^{-1} q e^{i \theta}\right)_{j}\right|^{2}} q^{j} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
b^{3} c a^{-2} q^{j}, q \sqrt{\cdot},-q \sqrt{\cdot}, \\
\sqrt{\cdot},-\sqrt{\cdot},
\end{array}\right. \\
& \begin{array}{l}
b^{2} c q^{j} / a, b a^{-1} q^{j+1}, b / a t q^{k-1}, b c a^{-1} e^{i \theta}, b c a^{-1} e^{-i \theta} \\
\left.b / a, b^{2} c / a, b^{2} c a^{-1} t q^{k+j}, b^{2} a^{-1} q^{j+1} e^{-i \theta}, b^{2} a^{-1} q^{j+1} e^{i \theta} ; a c^{-1} t q^{k}\right]
\end{array} \\
& -\frac{(b c)_{\infty}\left(b^{2} t q^{k}\right)_{\infty}\left(t q^{k}\right)_{\infty}}{(a / b)_{\infty}(c / a)_{\infty}\left(a b t q^{k}\right)_{\infty}}\left|\left(b c a^{-1} e^{i \theta}\right)_{\infty}\left(a t q^{k} e^{i \theta}\right)_{\infty}\right|^{2} \\
& \cdot \sum_{j=0}^{\infty} \frac{\left(b t q^{k} / a\right)_{j}}{(q)_{j}(b q / a)_{j}} \frac{\left|\left(b e^{i \phi}\right)_{j}\right|^{2}}{\left(b^{2} t q^{k}\right)_{j}} q^{j} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{rl}
a b t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, a t q^{k} / c, b c t q^{k-1}, a / b q^{j}, & \\
\sqrt{\cdot},-\sqrt{\cdot}, b c, a q / c, b^{2} t q^{k+j}, & \left.\begin{array}{c}
b e^{i \theta}, b e^{-i \theta} \\
a t q^{k} e^{-i \theta}, a t q^{k} e^{i \theta} ;
\end{array}\right]
\end{array}\right. \\
& -\frac{\left(b c^{2} / a\right)_{\infty}\left(a t q^{k} / c\right)_{\infty}\left(b^{2} c t q^{k} / a\right)_{\infty}}{(a / c)_{\infty}(c / b)_{\infty}\left(b c^{2} t q^{k} / a\right)_{\infty}}\left|\left(b e^{i \theta}\right)_{\infty}\left(c t q^{k} e^{i \theta}\right)_{\infty}\right|^{2} \\
& \cdot \sum_{k=0}^{\infty} \frac{\left(b t q^{k} / a\right)_{j}}{(q)_{j}(b q / c)_{j}} \frac{\left|\left(b e^{i \phi}\right)_{j}\right|^{2}}{\left(b^{2} c t q^{k} / a\right)_{j}} q^{j} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
b c^{2} a^{-1} t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, b c t q^{k-1}, c / b q^{j}, \\
\sqrt{\cdot},-\sqrt{\cdot}, c q / a, b^{2} c a^{-1} t q^{k+j},
\end{array}\right. \\
& \begin{array}{c}
t q^{k}, b c a^{-1} e^{i \theta}, b c a^{-1} e^{-i \theta} \\
\left.\left.b c^{2} / a, c t q^{k} e^{-i \theta}, c t q^{k} e^{i \theta} ; q^{j+1}\right]\right\} .
\end{array}
\end{aligned}
$$

Now, we need but observe that, by Bailey [6, (5.1)], the last ${ }_{8} \phi_{7}$ in (6.11) equals

$$
\begin{gather*}
\frac{(a / c)_{\infty}\left(b^{2} c / a\right)_{\infty}\left(a t q^{k} / b\right)_{\infty}\left(b c^{2} t q^{k} / a\right)_{\infty}\left|\left(c e^{i \theta}\right)_{\infty}\left(b^{2} a^{-1} q^{j+1} e^{i \theta}\right)_{\infty}\right|^{2}}{(a / b)_{\infty}\left(b c^{2} / a\right)_{\infty}\left(b c^{-1} q^{j+1}\right)_{\infty}\left|\left(b e^{i \theta}\right)_{\infty}\left(c t q^{k} e^{i \theta}\right)_{\infty}\right|^{2}}  \tag{6.12}\\
\cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
b^{3} c a^{-2} q^{j}, q \sqrt{\cdot},-q \sqrt{\cdot}, b^{2} c q^{j} / a, b a^{-1} q^{j+1}, b / a t q^{k-1} \\
\sqrt{\cdot},-\sqrt{\cdot}, b q / a, b^{2} c / a, b^{2} c a^{-1} t q^{k+j}, \\
b c a^{-1} e^{i \theta}, b c a^{-1} e^{-i \theta} \\
\left.b^{2} a^{-1} q^{j+1} e^{-i \theta}, b^{2} a^{-1} q^{j+1} e^{i \theta} ; a c^{-1} t q^{k}\right]
\end{array}\right] \\
-\frac{(b c)_{\infty}(a / c)_{\infty}\left(t q^{k}\right)_{\infty}\left(b a^{-1} q^{j+1}\right)_{\infty}\left(b c^{2} t q^{k} / a\right)_{\infty}\left(b^{2} t q^{k+j}\right)_{\infty}}{(c / a)_{\infty}\left(b c^{2} / a\right)_{\infty}\left(a b t q^{k}\right)_{\infty}\left(a t q^{k} / c\right)_{\infty}\left(b c^{-1} q^{j+1}\right)_{\infty}\left(b^{2} c^{-1} a t q^{k+j}\right)_{\infty}} \\
\cdot \frac{\left|\left(a t q^{k} e^{i \theta}\right)_{\infty}\left(b c a^{-1} e^{i \theta}\right)_{\infty}\right|^{2}}{\left((c / b)_{\infty}(b q / c)_{\infty}\right.}(a / b)_{\infty}(b q / a)_{\infty} \\
\left|\left(b e^{i \theta}\right)_{\infty}\left(c t q^{k} e^{i \theta}\right)_{\infty}\right|^{2} \\
\cdot{ }_{8} \phi_{7}\left[a b t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, a t q^{k} / c, b c t q^{k-1}, a / b q^{j}, b e^{i \theta}, b e^{-i \theta} ; q^{j+1}\right], \\
\sqrt{\cdot},-\sqrt{\cdot}, b c, a q / c, b^{2} t q^{k+j}, a t q^{k} e^{-i \theta}, a t q^{k} e^{i \theta}
\end{gather*}
$$

from which it fortunately follows that the second expression in braces on the r.h.s. of (6.11) equals zero.

Hence, combining (5.5), (5.10), and (6.11) with the above observation we finally get our desired formula.

$$
\begin{align*}
& K_{t}(x, y ; a, b, c, b c / a ; q)=\left(1-t^{2}\right) \frac{(b c q t)_{\infty}}{(t / b c)_{\infty}}  \tag{6.13}\\
& \cdot \sum_{k=0}^{\infty} \frac{(-b c)_{k}}{(q)_{k}} \frac{(b c \sqrt{q})_{k}(-b c \sqrt{q})_{k}\left|\left(b c a^{-1} e^{i \theta}\right)_{k}\left(b c a^{-1} e^{i \phi}\right)_{k}\right|^{2} q^{k}}{\left(b c^{2} / a\right)_{k}\left(b^{2} c / a\right)_{k}(b c)_{k}\left(b c a^{-2}\right)_{k}(b c q t)_{k}(b c q / t)_{k}} \\
& \cdot{ }_{10} \phi_{9}\left[\begin{array}{c}
a^{2} / b c q^{k}, q \sqrt{\cdot},-q \sqrt{\cdot}, a / b^{2} c q^{k-1}, a / b c^{2} q^{k-1}, q^{-k}, \\
\sqrt{\cdot},-\sqrt{\cdot}, a b, a c, a^{2} q / b c, a b^{-1} c^{-1} q^{1-k} e^{-i \theta}, \\
a e^{i \theta}, a e^{-i \theta}, a e^{i \phi}, a e^{-i \phi} \\
a b^{-1} c^{-1} q^{1-k} e^{i \theta}, a b^{-1} c^{-1} q^{1-k} e^{-i \phi}, a b^{-1} c^{-1} q^{1-k} e^{i \phi} ; q
\end{array}\right] \\
& +\frac{(t)_{\infty}(a t / c)_{\infty}\left(b^{2} c^{2}\right)_{\infty}\left|\left(a e^{i \phi}\right)_{\infty}\left(b e^{i \theta}\right)_{\infty}\left(c t e^{i \theta}\right)_{\infty}\left(b c a^{-1} t e^{i \phi}\right)_{\infty}\right|^{2}}{(a b)_{\infty}(a c)_{\infty}(b c)_{\infty}(a / c)_{\infty}\left(b^{2} c / a\right)_{\infty}\left(b c^{2} t / a\right)_{\infty}(b c / t)_{\infty}\left|\left(t e^{i \theta+i \phi}\right)_{\infty}\left(t e^{i \theta-i \phi}\right)_{\infty}\right|^{2}} \\
& \cdot \sum_{k=0}^{\infty} \frac{(-t)_{k}(t \sqrt{q})_{k}(-t \sqrt{q})_{k}\left(b c^{2} t / a\right)_{k}\left|\left(t e^{i \theta+i \phi}\right)_{k}\left(t e^{i \theta-i \phi}\right)_{k}\right|^{2}}{(q)_{k}(q t / b c)_{k}\left(q t^{2}\right)_{k}(a t / c)_{k}\left|\left(c t e^{i \theta}\right)_{k}\left(b c a^{-1} t e^{i \phi}\right)_{k}\right|^{2}} q^{2}
\end{align*}
$$

$$
\begin{aligned}
& \cdot{ }_{10} \phi_{9}\left[\begin{array}{c}
b c^{2} a^{-1} t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, t q^{k}, b c t q^{k-1}, c a^{-1} t q^{k}, b c a^{-1} e^{i \theta}, \\
\sqrt{\cdot},-\sqrt{\cdot}, b c^{2} / a, c q / a, b c, c t q^{k} e^{-i \theta}, \\
b c a^{-1} e^{-i \theta}, c e^{i \phi}, c e^{-i \phi} \\
\left.c t q^{k} e^{i \theta}, b c a^{-1} t q^{k} e^{-i \phi}, b c a^{-1} t q^{k} e^{i \phi} ; q\right]
\end{array}\right] \\
& +\frac{(t)_{\infty}(c t / a)_{\infty}\left(b^{2} c^{2}\right)_{\infty}\left|\left(c e^{i \phi}\right)_{\infty}\left(b c a^{-1} e^{i \theta}\right)_{\infty}\left(a t e^{i \theta}\right)_{\infty}\left(b t e^{i \phi}\right)_{\infty}\right|^{2}}{(a c)_{\infty}(b c)_{\infty}\left(b c^{2} / a\right)_{\infty}\left(b^{2} c / a\right)_{\infty}(c / a)_{\infty}(a b t)_{\infty}(b c / t)_{\infty}\left|\left(t e^{i \theta+i \phi}\right)_{\infty}\left(t e^{i \theta-i \phi}\right)_{\infty}\right|^{2}} \\
& \cdot \sum_{k=0}^{\infty} \frac{(-t)_{k}(t \sqrt{q})_{k}(-t \sqrt{q})_{k}(a b t)_{k}\left|\left(t e^{i \theta+i \phi}\right)_{k}\left(t e^{i \theta-i \phi}\right)_{k}\right|^{2}}{(q)_{k}(q t / b c)_{k}\left(q t^{2}\right)_{k}(c t / a)_{k}\left|\left(a t e^{i \theta}\right)_{k}\left(b t e^{i \phi}\right)_{k}\right|^{2}} q^{k} \\
& \cdot{ }_{10} \phi_{9}\left[\begin{array}{c}
a b t q^{k-1}, q \sqrt{\cdot},-q \sqrt{\cdot}, t q^{k}, b c t q^{k-1}, a c^{-1} t q^{k}, b e^{i \theta}, b e^{-i \theta}, a e^{i \phi}, a e^{-i \phi} \\
\sqrt{\cdot},-\sqrt{\cdot}, a b, a q / c, b c, a t q^{k} e^{-i \theta}, a t q^{k} e^{i \theta}, b t q^{k} e^{-i \phi}, b t q^{k} e^{i \phi}
\end{array}\right] .
\end{aligned}
$$

By inspection it is obvious from (6.13) that if $0 \leqq t<1,0<q<1$, and (4.9) holds with $\alpha, \beta>-1$, then $K_{t}(x, y ; a, b, c, b c / a ; q)$ and hence the Poisson kernel $P_{t}(x, y$; $a, b, c, b c / a ; q$ ) for the continuous $q$-Jacobi polynomials are positive when $-1 \leqq x, y \leqq 1$.
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#### Abstract

We improve previous results concerning the monotonicity in $\lambda$ of $f(\lambda) x_{n k}^{(\lambda)}$ where $x_{n k}^{(\lambda)}$ is a positive zero of the ultraspherical polynomial $P_{n}^{(\lambda)}(x)$, and $f(\lambda)$ is a suitably chosen positive increasing function. The range of validity is extended to $-\frac{1}{2} \leqq \lambda \leqq \frac{3}{2}$ rather than $0 \leqq \lambda \leqq 1$. In a certain sense the results are the best obtainable by the methods used. Some new elementary bounds for the zeros are obtained and compared with known results. An inequality for $\partial\left(\log x_{n k}^{(\lambda)}\right) / \partial \lambda$ is also derived.
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1. Introduction. The study of zeros of special functions is of interest not only because of its mathematical aspects but also due to its many applications. The zeros of classical orthogonal polynomials may be interpreted as equilibrium configurations of certain one-dimensional systems [3], [12]. For instance the $x$-zeros $x_{n k}^{(\lambda)}, k=1,2, \cdots, n$, of the ultraspherical polynomial $P_{n}^{(\lambda)}(x)$ can be thought of as the positions of equilibrium of $n(\geqq 2)$ unit electrical charges in the interval $(-1,1)$ in the field generated by two identical charges of magnitude $\lambda / 2+1 / 4$ placed at 1 and -1 [12, pp. 140-142]. Thus, the study of the variation of $x_{n k}^{(\lambda)}$ with $\lambda$ and of bounds for $x_{n k}^{(\lambda)}$ corresponds to the physical problem of how the position of equilibrium of the $n$ unit charges varies with $\lambda$ and how much they can be displaced by changing $\lambda$. The physical interpretation makes it clear that the positive zeros move to the left when $\lambda$ is increased; this agrees with a theorem of Stieltjes [9], [12, p. 121].

In this paper we use Sturmian methods to improve some previously known results [2], [7], [8] concerning the monotonicity of $f(\lambda) x_{n k}^{(\lambda)}$. From this we are able to derive some new elementary bounds for the zeros. In many cases these bounds are sharper than existing elementary bounds and, in some cases, generally for the smallest positive zero, they are sharper than existing bounds involving zeros of Bessel functions.
2. A preliminary theorem. Although the Sturm comparison theorem [10] is almost 150 years old, its value in providing information about zeros of special functions has not always been appreciated fully; see, for example, the remarks in Watson's treatise [13, p. 517]. It is largely to G. Szegö that we owe the obervation that Sturm methods can provide quite sharp results; see [12, Chap. 6] and R. Askey's notes following [11] in Szegö's collected papers.

An old result, due to Stieltjes [9], [12, p. 121] asserts that each positive zero $x_{n k}^{(\lambda)}$ of $P_{n}^{(\lambda)}(x)$ decreases as $\lambda$ increases, for $n, k$ fixed. On the other hand, R. Spigler [8] proved essentially the following theorem.

[^84]Theorem 2.1. The function $f(\lambda) x_{n k}^{(\lambda)}$ increases with $\lambda, \lambda \in I$, where I is some interval, for every function $f(\lambda)$ which satisfies $f(\lambda)>0, f^{\prime}(\lambda)>0, f^{\prime}(\lambda)$ continuous for $\lambda \in I$ and

$$
\begin{align*}
& \left(f^{2}-x^{2}\right)\left[2(n+\lambda)^{2} f^{\prime}-(2 n+1) f\right] f+2 x^{2}(n+\lambda)\left(f^{2}-x^{2}\right)  \tag{2.1}\\
& \quad+f f^{\prime}\left(1+2 \lambda-2 \lambda^{2}\right)\left(f^{2}+x^{2}\right)+x^{2} f f^{\prime} \geqq 0, \quad 0<x<f(\lambda)
\end{align*}
$$

In [8] only the case $I=(0,1)$ was considered. However, an examination of the proof reveals that we may take $I$ to be any interval included in $\left[-\frac{1}{2}, \frac{3}{2}\right]$ possibly including one or both of its endpoints.

Theorem 2.1 was proved in [8] by applying a version of the Sturm comparison theorem [4] to the differential equation obtained by applying the scaling $x \rightarrow x / f(\lambda)$ to the equation satisfied by

$$
u_{\lambda}(x)=\left(1-x^{2}\right)^{\lambda / 2+1 / 4} P_{n}^{(\lambda)}(x) .
$$

The coefficient $\psi_{\lambda}(x)$ in the scaled equation

$$
\begin{equation*}
u_{\lambda}^{\prime \prime}+\psi_{\lambda}(x) u_{\lambda}=0 \tag{2.2}
\end{equation*}
$$

was shown to be a monotonically decreasing function of $\lambda$ using the condition (2.1). Spigler [8] called a function $f(\lambda)$ "acceptable" if it satisfies the hypotheses placed on $f$ in Theorem 2.1 (in the special case where $I=(0,1)$ ). He then used (2.1) to derive the sufficient condition

$$
\begin{equation*}
\frac{f^{\prime}(\lambda)}{f(\lambda)} \geqq \frac{2 n+1}{2(n+\lambda)^{2}}, \quad 0<\lambda<1 \tag{2.3}
\end{equation*}
$$

for the increase of $f(\lambda) x_{n k}^{(\lambda)}$ on $0<\lambda<1$ for an acceptable $f$. The results [8]

$$
\begin{equation*}
\left|\frac{\partial\left(\log x_{n k}^{(\lambda)}\right)}{\partial \lambda}\right| \leqq \frac{f^{\prime}(\lambda)}{f(\lambda)}, \quad 0<\lambda<1 \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
1<\frac{x_{n k}^{(\lambda)}}{x_{n k}^{(\lambda+\varepsilon)}}<\frac{f(\lambda+\varepsilon)}{f(\lambda)}, \quad 0<\lambda<\lambda+\varepsilon<1, \tag{2.5}
\end{equation*}
$$

valid for every acceptable $f$ showed that the most desirable $f$ is one which minimizes the ratio $f^{\prime}(\lambda) / f(\lambda)$. Correspondingly, the best results of the type (2.4) and (2.5) in [8] were obtained by taking the equality sign in (2.3). This leads, apart from a multiplicative constant, to

$$
\begin{equation*}
f(\lambda)=\exp \left\{\frac{(2 n+1) \lambda}{2 n(n+\lambda)}\right\} \tag{2.6}
\end{equation*}
$$

The inequality

$$
\begin{equation*}
\frac{x_{n k}^{(\lambda)}}{x_{n k}^{(\lambda+\varepsilon)}}<1+\frac{\varepsilon}{\lambda} \tag{2.7}
\end{equation*}
$$

obtained in [7] corresponds to (2.5) with $f(\lambda)=\lambda$. However the right-hand side here becomes infinite as $\lambda \rightarrow 0$. Following a suggestion of R. Askey, S. Ahmed [2] considered functions of the form $(\lambda+m)^{1 / 2}$. Our results generalize those of [2].

In [8], use was made of the sufficient condition (2.3) for a function satisfying the other hypotheses in Theorem 2.1 to satisfy (2.1) also. Here we use instead (3.7) below which is, in a certain sense, both necessary and sufficient. In this way, we obtain inequalities of the type (2.4) and (2.5) which are the "best" that can be obtained by "the Sturm method plus scaling" in the sense that we discover the "acceptable" $f$ 's for which $f^{\prime}(\lambda) / f(\lambda)$ is smallest on $-\frac{1}{2} \leqq \lambda \leqq \frac{3}{2}$. (Here we use the word "acceptable" in a wider sense than Spigler [8] who considered only $0<\lambda<1$.)
3. The best acceptable function. Our main goal here is to prove the following result.

Theorem 3.1. For $n \geqq 2$ let $x_{n k}^{(\lambda)}$ denote the $k$ th $x$-zero in decreasing order of $P_{n}^{(\lambda)}(x)$. Then, for $k=1, \cdots,[n / 2]$,

$$
\left[2 n^{2}+1+2 \lambda(2 n+1)\right]^{1 / 2} x_{n k}^{(\lambda)}
$$

increases as $\lambda$ increases, $-\frac{1}{2} \leqq \lambda \leqq \frac{3}{2}$.
Proof. It is simply a matter of checking that the condition (2.1), with equality sign, is satisfied for $0 \leqq x \leqq f(\lambda),-\frac{1}{2} \leqq \lambda \leqq \frac{3}{2}$, where

$$
\begin{equation*}
f(\lambda)=\left[2 n^{2}+1+2 \lambda(2 n+1)\right]^{1 / 2} \tag{3.1}
\end{equation*}
$$

To see this, we divide (2.1) by $[f(\lambda)]^{4}$ and obtain, after some algebraic manipulation,

$$
\begin{equation*}
\frac{f^{\prime}(\lambda)}{f(\lambda)} \geqq F\left(\frac{x^{2}}{f^{2}}\right), \quad 0<x<f(\lambda) \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
F(u)=\frac{(1-u)[2(n+1)-2 u(n+\lambda)]}{2(n+\lambda)^{2}(1-u)+\left(1+2 \lambda-2 \lambda^{2}\right)(1+u)+u} . \tag{3.3}
\end{equation*}
$$

It is clear that the denominator here is positive for $0<u<1,-\frac{1}{2} \leqq \lambda \leqq \frac{3}{2}$.
In order that (3.2) hold for every $x$ in $(0, f(\lambda))$ it is necessary and sufficient that

$$
\begin{equation*}
f^{\prime}(\lambda) / f(\lambda) \geqq \sup _{0<u<1} F(u) . \tag{3.4}
\end{equation*}
$$

However we can show that

$$
\begin{equation*}
\sup _{0<u<1} F(u)=F(0) \tag{3.5}
\end{equation*}
$$

To prove (3.5) we note that it is equivalent to

$$
\begin{equation*}
\frac{a-(a+b) u+b u^{2}}{A-B u} \leqq \frac{a}{A}, \quad 0<u<1 \tag{3.6}
\end{equation*}
$$

where $a=2 n+1, b=2(n+\lambda)$,

$$
A=2(n+\lambda)^{2}+1+2 \lambda-2 \lambda^{2}, \quad B=-2\left[1+\lambda-\lambda^{2}-(n+\lambda)^{2}\right]
$$

and it is easy to see that a necessary and sufficient condition for this is that $A \geqq B$ or that $-\frac{1}{2} \leqq \lambda \leqq \frac{3}{2}$. Thus for these values of $\lambda$, (3.4) is equivalent to

$$
\begin{equation*}
\frac{f^{\prime}(\lambda)}{f(\lambda)} \geqq \frac{2 n+1}{2(n+\lambda)^{2}+1+2 \lambda-2 \lambda^{2}} \tag{3.7}
\end{equation*}
$$

and it is easy to see that this holds with the equality sign when $f(\lambda)$ is given by (3.1). This completes the proof of Theorem 3.1.

The method of proof shows that the choice (3.1) for $f(\lambda)$ is, apart from constant factors, the one which minimizes $f^{\prime}(\lambda) / f(\lambda)$ subject to the hypotheses of Theorem 2.1 applied to the interval $I=\left[-\frac{1}{2}, \frac{3}{2}\right]$ and so it is the best "acceptable" function for this interval.

From Theorem 3.1 we get
Corollary 3.1. If $n \geqq 2,-\frac{1}{2} \leqq \lambda<\lambda+\varepsilon<\frac{3}{2}, k=1,2, \ldots[n / 2]$, we have

$$
1<\frac{x_{n k}^{(\lambda)}}{x_{n k}^{(\lambda+\varepsilon)}}<\left[1+\frac{\varepsilon}{\lambda+\left(2 n^{2}+1\right) /[2(2 n+1)]}\right]^{1 / 2} .
$$

We also have, as in [8], from (2.4) and (3.7):
Corollary 3.2. $A$ "best" estimate for the derivative of $x_{n k}^{(\lambda)}$ is given by

$$
\left|\frac{\partial\left(\log x_{n k}^{(\lambda)}\right)}{\partial \lambda}\right|<\frac{2 n+1}{2(2 n+1) \lambda+2 n^{2}+1}
$$

where $-\frac{1}{2} \leqq \lambda \leqq \frac{3}{2}, k=1,2, \cdots,[n / 2]$.
4. Numerical bounds for $\boldsymbol{x}_{\boldsymbol{n k}}^{(\lambda)}, \mathbf{0}<\lambda<1$. The decreasing character of $x_{n k}^{(\lambda)}$, as a function of $\lambda$, enables us to provide upper and lower bounds for this quantity whenever the zeros of two other ultraspherical polynomials $P_{n}^{\left(\lambda_{1}\right)}(x)$ and $P_{n}^{\left(\lambda_{2}\right)}(x)$, with $\lambda_{1}<\lambda<$ $\lambda_{2}$, are known. When $\lambda_{1}=0, \lambda_{2}=1$ we have the Chebyshev polynomials; in this way Stieltjes was able to show that

$$
\begin{equation*}
\cos \frac{k \pi}{n+1}<x_{n k}^{(\lambda)}<\cos \frac{(2 k-1) \pi}{2 n}, \tag{4.1}
\end{equation*}
$$

for $0<\lambda<1$ [9], [12, p. 122].
The monotonic increasing character of $f(\lambda) x_{n k}^{(\lambda)}$, where $f(\lambda)$ is given by (3.1), enables us to get sharper results. In fact we have

$$
\begin{equation*}
\frac{f\left(\lambda_{1}\right)}{f(\lambda)} x_{n k}^{\left(\lambda_{1}\right)}<x_{n k}^{(\lambda)}<\frac{f\left(\lambda_{2}\right)}{f(\lambda)} x_{n k}^{\left(\lambda_{2}\right)} \tag{4.2}
\end{equation*}
$$

where $-\frac{1}{2} \leqq \lambda_{1}<\lambda<\lambda_{2} \leqq \frac{3}{2}, k=1,2, \cdots,[n / 2]$. In particular with $\lambda_{1}=0, \lambda_{2}=1$ we get the following result.

Theorem 4.1. For $0<\lambda<1$ and $k=1,2, \cdots,[n / 2]$ we have

$$
\begin{equation*}
x_{n k}^{(\lambda)}<\left[\frac{2 n^{2}+4 n+3}{2 n^{2}+1+2 \lambda(2 n+1)}\right]^{1 / 2} \cos \frac{k \pi}{n+1} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{n k}^{(\lambda)}>\left[\frac{2 n^{2}+1}{2 n^{2}+1+2 \lambda(2 n+1)}\right]^{1 / 2} \cos \frac{(2 k-1) \pi}{2 n} . \tag{4.4}
\end{equation*}
$$

G. Szegö [12, §6.6] summarizes the various known elementary bounds for $x_{n k}^{(\lambda)}$, including some obtained by Sturm methods. The best such upper bound, among those available in [12] is

$$
\begin{equation*}
x_{n k}^{(\lambda)}<\cos \left[\frac{k-(1-\lambda) / 2}{n+\lambda} \pi\right], \quad 0<\lambda<1, \tag{4.5}
\end{equation*}
$$

and the best such lower bounds are

$$
\begin{equation*}
x_{n k}^{(\lambda)}>\cos \frac{k \pi}{n+1}, \quad \frac{1}{2} \leqq \lambda<1, \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{n k}^{(\lambda)}>\cos \left\{\frac{(k+\lambda-1 / 2) \pi}{n+2 \lambda}\right\}, \quad 0<\lambda \leqq \frac{1}{2} . \tag{4.7}
\end{equation*}
$$

In the special case $\lambda=\frac{1}{2}$ (Legendre polynomials) some calculations which we performed in the range $n=2$ to 15 indicate that our lower bound (4.4) is quite sharp and generally better than (4.6) and (4.7) for all except the first (largest) one or two zeros, while our upper bound (4.3) is better than (4.5) for at most the last (smallest) zero. Thus, for example, our bounds lead to

$$
\begin{equation*}
0.20111<x_{15,7}^{(1 / 2)}<0.20126 \tag{4.8}
\end{equation*}
$$

while (4.5) and (4.6) lead to

$$
0.19509<x_{15,7}^{(1 / 2)}<0.20130 .
$$

We note that (4.1) would have given only

$$
0.195090<x_{15,7}^{(1 / 2)}<0.207912 .
$$

Calculations for other values of $\lambda(0<\lambda<1)$ confirm the pattern; our lower bounds are better than (4.6) and (4.7) for most zeros except the largest while our upper bounds are better than (4.5) only for the smallest zeros. There does not appear to be any easy way to decide a priori on the relative sharpness of these elementary bounds. In Table 1 we provide some further numerical comparison of our bounds with (4.5) to (4.7).

Table 1

| $n$ | $k$ | $L$ | $L_{s}$ | $U$ | $U_{s}$ |
| :---: | :---: | :--- | :--- | :--- | :--- |
| 2 | 1 | $0.56695^{*}$ | 0.50000 | $0.58248^{*}$ | 0.58779 |
| 3 | 1 | $0.74032^{*}$ | 0.70711 | 0.79663 | 0.78183 |
| 4 | 1 | $0.81893^{*}$ | 0.80902 | 0.89149 | 0.86603 |
| 4 | 2 | $0.33921^{*}$ | 0.30902 | $0.34052^{*}$ | 0.34202 |
| 5 | 1 | 0.86257 | 0.86603 | 0.93972 | 0.90963 |
| 5 | 2 | $0.53310^{*}$ | 0.50000 | 0.54254 | 0.54064 |
| 6 | 1 | 0.88993 | 0.90100 | 0.96667 | 0.93502 |
| 6 | 2 | $0.65147^{*}$ | 0.62349 | 0.66896 | 0.66312 |
| 6 | 3 | $0.23846^{*}$ | 0.22252 | $0.23875^{*}$ | 0.23932 |

The columns headed $L$ and $U$ give the (lower and upper) bounds for $x_{n k}^{(1 / 2)}$ obtained using our formulas (4.3) and (4.4). The columns headed $L_{s}$ and $U_{s}$ give the bounds obtained by using (4.5) and (4.6) (or (4.7)). An asterisk indicates the cases where our bounds are better.

We can hardly expect our bounds to compare as well with those involving nonelementary functions. Szegö [11] showed that for $0<\lambda<1, k=1,2, \cdots,[n / 2]$,

$$
\begin{equation*}
x_{n k}^{(\lambda)}<\cos \frac{j_{\lambda-1 / 2, k}}{\left[(n+\lambda)^{2}+\left(1-4 / \pi^{2}\right) \lambda(1-\lambda)\right]^{1 / 2}} \tag{4.9}
\end{equation*}
$$

where $j_{\lambda-1 / 2, k}$ is the $k$ th positive zero of the Bessel function $J_{\lambda-1 / 2}(x)$, while L . Gatteschi [5] provided the lower bound

$$
\begin{equation*}
x_{n k}^{(\lambda)}>\cos \frac{j_{\lambda-1 / 2, k}}{\left[(n+\lambda)^{2}+\lambda(1-\lambda) / 3\right]^{1 / 2}} \tag{4.10}
\end{equation*}
$$

for the same range. Some calculations indicate that our elementary bounds (4.3), (4.4) are sometimes sharper than (4.9), (4.10) but only in the case of the smallest zeros. Thus, for example, (4.3) and (4.4) give

$$
0.14885<x_{10,5}^{(1 / 2)}<0.14889
$$

while (4.9) and (4.10) give

$$
0.148788<x_{10,5}^{(1 / 2)}<0.149204 .
$$

5. Bounds outside the range $0<\lambda<1$. It is clear from (4.2) that we also have, for $1<\lambda \leqq \frac{3}{2}$,

$$
\begin{equation*}
x_{n k}^{(\lambda)}>\left[\frac{2 n^{2}+4 n+3}{2 n^{2}+1+2 \lambda(2 n+1)}\right]^{1 / 2} \cos \frac{k \pi}{n+1} \tag{5.1}
\end{equation*}
$$

and for $1 \leqq \lambda<\frac{3}{2}$

$$
\begin{equation*}
x_{n k}^{(\lambda)}<\left[\frac{2 n^{2}+6 n+4}{2 n^{2}+1+2 \lambda(2 n+1)}\right] x_{n k}^{(3 / 2)} . \tag{5.2}
\end{equation*}
$$

The corresponding inequalities for $-\frac{1}{2} \leqq \lambda \leqq 0$ are

$$
\begin{equation*}
x_{n k}^{(\lambda)}>\left[\frac{2 n^{2}-2 n}{2 n^{2}+1+2 \lambda(2 n+1)}\right]^{1 / 2} x_{n k}^{(-1 / 2)}, \quad-\frac{1}{2}<\lambda \leqq 0 \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{n k}^{(\lambda)}<\left[\frac{2 n^{2}+1}{2 n^{2}+1+2 \lambda(2 n+1)}\right]^{1 / 2} \cos \frac{(2 k-1) \pi}{2 n}, \quad-\frac{1}{2} \leqq \lambda<0 . \tag{5.4}
\end{equation*}
$$

All of the above inequalities hold for $k=1,2, \cdots,[n / 2]$. It is noteworthy that (5.1) and (5.4) are reversed forms of (4.3) and (4.4). Laforgia [6] has shown that inequalities (4.9) and (4.10), which become equalities for $\lambda=1$, are reversed for $\lambda>1$ so it is of interest to compare the elementary lower bound (5.1) with the reversed form of (4.10) in the range $1<\lambda \leqq \frac{3}{2}$. Some calculations which we have performed in the case $n=10$ and various values of $\lambda$ indicate that the elementary bound (5.1) is sharper only in the case of the smallest zero ( $k=5$ in this example). The upper bound (5.2) is not elementary but it involves the zeros of $P_{n}^{(3 / 2)}(x)$ which are the same as those of the derivative $P_{n+1}^{\prime}(x)$ of the Legendre polynomial and some of these have been tabulated [1, p. 920].

In particular, the inequality (5.3) and, more especially the elementary inequality (5.4), are noteworthy in that they provide simple bounds corresponding to negative values of $\lambda$. There do not appear to be many such bounds in the literature.
6. Concluding remarks. 1 . Since Laforgia's reversed forms of (4.9), (4.10) are valid for all $\lambda>1$, the question arises as to whether some of our monotonicity properties or
elementary bounds can be extended to all values of $\lambda>1$. We have seen that our method of proof cannot furnish such an extension since inequality (3.6) fails to hold for $\lambda>3 / 2$. However the example

$$
x_{21}^{(\lambda)}=[2(\lambda+1)]^{-1 / 2}
$$

shows that, for $\varepsilon>0,(\lambda+1-\varepsilon)^{1 / 2} x_{21}^{(\lambda)}$ increases on the interval $-1+\varepsilon<\lambda<\infty$. Examining the proof in $\S 3$ we see that if we take $\lambda>\frac{3}{2}$ the inequality (2.1) breaks down for $x$ close to $f(\lambda)$. The condition $0<x<f(\lambda)$ arises from the fact that the positive zeros lie in $(0,1)$. If we have a better upper bound for a zero say $0<x_{n k}^{(\lambda)}<x_{0}<1$ then we would need the condition (2.1) only for $0<x<x_{0} f(\lambda)$ with a corresponding enlargement of the set of values of $\lambda$ for which our results hold. Since we have many such upper bounds including those proved here, our results can in fact be improved in this way though it does not seem to be possible to get them for all positive $\lambda$.
2. In the case of $x_{21}^{(\lambda)}$, not only do our methods not give the whole $\lambda$-interval, they do not in fact give the factor $(\lambda+1-\varepsilon)^{1 / 2}$ for small $\varepsilon>0$. Using our method we need (2.1) to hold as $x \rightarrow 0^{+}$i.e., we need

$$
\begin{equation*}
[(2 n+1)(n+2 \lambda)-(n-1)] f^{\prime}(\lambda) \geqq(2 n+1) f(\lambda) \tag{6.1}
\end{equation*}
$$

If we let $f(\lambda)=(\lambda+\beta)^{1 / 2}$, we see that (6.1) requires us to have $\beta \leqq \frac{9}{10}$.
3. In [8] it was shown that $\lambda^{\alpha} x_{n k}^{(\lambda)}$ increases with $\lambda, 0<\lambda<1$, provided

$$
\alpha \geqq \max _{n \geqq 1} \frac{2 n+1}{8 n}=\frac{3}{8} .
$$

Actually, since only the cases $n \geqq 2$ arise, it could be deduced from the work in [8] that this holds for

$$
\alpha \geqq \max _{n \geqq 2} \frac{2 n+1}{8 n}=\frac{5}{16} .
$$

However the results of the present paper, in particular the condition (3.7), show that it is sufficient to have

$$
\alpha \geqq \max \frac{2 n+1}{2(2 n+1)+2 n^{2}+1}=\frac{5}{19} .
$$

4. $P_{4}^{(\lambda)}(x)$ is a constant multiple of

$$
4(\lambda+2)(\lambda+3) x^{4}-12(\lambda+2) x^{2}+3 .
$$

Hence $\left[x_{41}^{(\lambda)}\right]^{2}$ and $\left[x_{42}^{(\lambda)}\right]^{2}$ are given by

$$
[3 \pm \sqrt{9-3(\lambda+3) /(\lambda+2)}] /[2(\lambda+3)]
$$

From this it follows that $(\lambda+3)^{1 / 2} x_{41}^{(\lambda)}$ increases while $(\lambda+3)^{1 / 2} x_{42}^{(\lambda)}$ decreases on $(-3 / 2, \infty)$. Thus, it would be of interest to obtain monotonicity results like Theorem 3.1 in which the square root factor depends on $k$ as well as on $n$. Such results would lead to elementary bounds of the form (4.3), (4.4) in which the square root factors as well as the arguments of the cosine terms depend on $k$.
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#### Abstract

We give a simplified proof of a theorem proved in [Inequalities and numerical bounds for zeros of ultraspherical polynomials, this Journal, 17 (1986) pp. 1000-1007].
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S. Ahmed, M. E. Muldoon and R. Spigler proved the following result [2].

Theorem. For $n \geqq 2$ let $x_{n k}^{(\lambda)}$ denote the kth $x$-zero in decreasing order of $P_{n}^{(\lambda)}(x)$. Then for $k=1,2, \cdots,[n / 2]$

$$
\left[2 n^{2}+1+2 \lambda(2 n+1)\right]^{1 / 2} x_{n k}^{(\lambda)}
$$

increases as $\lambda$ increases, $-\frac{1}{2} \leqq \lambda \leqq \frac{3}{2}$.
The proof of the theorem given in [2] was based on a result due to Spigler, proved as a consequence of a version of the Sturm comparison theorem given in [1].

The aim of this note is to provide a shorter and easier proof of the theorem above.
Proof. The function $u(x)=\left(1-x^{2}\right)^{\lambda / 2+1 / 4} P_{n}^{(\lambda)}(x)$ satisfies the differential equation [3, p. 81]

$$
\frac{d^{2} u}{d x^{2}}+p(\lambda, x) u=0
$$

where

$$
p(\lambda, x)=\frac{(n+\lambda)^{2}}{1-x^{2}}+\frac{1 / 2+\lambda-\lambda^{2}+x^{2} / 4}{\left(1-x^{2}\right)^{2}} .
$$

Let $t=f(\lambda) x$, where

$$
f(\lambda)=\left[2 n^{2}+1+2 \lambda(2 n+1)\right]^{1 / 2}
$$

Then the function $U(t)=u(x)$ satisfies the differential equation

$$
\frac{d^{2} U}{d t^{2}}+\tilde{P}(\lambda, t) U=0
$$

with

$$
\tilde{P}(\lambda, t)=[f(\lambda)]^{-2} p\left(\lambda, \frac{t}{f(\lambda)}\right) .
$$

[^85]The authors in [2] have this result. Making the substitution

$$
t^{2}=\sigma, \quad f^{2}=\varphi=2 n^{2}+1+2 \lambda(2 n+1)
$$

we get

$$
P(\lambda, \varphi, \sigma)=\tilde{P}(\lambda, t)=\frac{(n+\lambda)^{2}}{\varphi-\sigma}+\frac{\varphi\left(1 / 2+\lambda-\lambda^{2}\right)+\sigma / 4}{(\varphi-\sigma)^{2}} .
$$

As in [2] we intend to apply the version of the Sturm comparison theorem proved in [1]. To this end we need to show that the function $P(\lambda, \varphi, \sigma)$ defined above decreases as $\lambda$ increases, $-\frac{1}{2} \leqq \lambda \leqq \frac{3}{2}$. Since

$$
\frac{d P}{d \lambda}=\frac{\partial P}{\partial \lambda}+\frac{\partial P}{\partial \varphi} \varphi^{\prime}, \quad 0 \leqq \sigma<\varphi
$$

we get

$$
\begin{equation*}
(\varphi-\sigma)^{3} \frac{d P}{d \lambda}=A \sigma^{2}+B \sigma+C \tag{1}
\end{equation*}
$$

where

$$
\begin{aligned}
& A=2(n+\lambda), \quad B=-(4 n+2 \lambda+1) \varphi+\left[\lambda^{2}-\lambda-1+(n+\lambda)^{2}\right] \varphi^{\prime}, \\
& C=(2 n+1) \varphi^{2}+\left[\lambda^{2}-\lambda-1 / 2-(n+\lambda)^{2}\right] \varphi \varphi^{\prime} .
\end{aligned}
$$

The quadratic polynomial (1) is strictly convex.
Therefore, in order to show that $d P / d \lambda \leqq 0$ we have to check the sign of this polynomial only at $\sigma=0$ and $\sigma=\varphi$. By the definition of $\sigma$ we obtain $C=0$. At $\sigma=\varphi$ the polynomial assumes the value

$$
\varphi(2 n+1)\left(4 \lambda^{2}-4 \lambda-3\right)=\varphi(2 n+1)(2 \lambda+1)(2 \lambda-3)
$$

which is clearly negative if $-\frac{1}{2}<\lambda<\frac{3}{2}$.
The proof of the theorem is complete.
Acknowledgment. We are indebted to Professor Richard A. Askey for the careful reading of the manuscript.
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#### Abstract

Watson's product formula for Laguerre polynomials $L_{n}^{\alpha}$ for $\alpha>-\frac{1}{2}$ as well as its limiting case for $\alpha=-\frac{1}{2}$ have served for defining a generalized translation operator [1]. In this paper we proceed just the other way. The Laguerre translation operator will be introduced as the solution of an associated Cauchy problem for each $\alpha \geqq-\frac{1}{2}$. A main task consists in finding the corresponding Riemann function explicitly. The Laguerre product formula then follows as a corollary. The paper concludes with a comparison between the translation operators associated with the Laguerre series and the Hankel transform.
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1. Introduction, survey of approach. Let for $\alpha>-1, x \geqq 0$, and $n \in \mathbb{P}=$ $\{0,1,2, \cdots\}$ the Laguerre polynomials, Laguerre functions, and the Bessel functions be defined by

$$
\begin{aligned}
& L_{n}^{\alpha}(x)=\sum_{k=0}^{n}\binom{n+\alpha}{n-k} \frac{(-x)^{k}}{k!} \\
& y_{n}^{\alpha}(x)=e^{-x^{2} / 2} L_{n}^{\alpha}\left(x^{2}\right) / L_{n}^{\alpha}(0) \\
& j_{\alpha}(x)=2^{\alpha} \Gamma(\alpha+1) x^{-\alpha} J_{\alpha}(x)=\sum_{k=0}^{\infty} \frac{\Gamma(\alpha+1)(-1)^{k}(x / 2)^{2 k}}{k!\Gamma(k+\alpha+1)},
\end{aligned}
$$

respectively. The product formula for Laguerre polynomials due to Watson [32] can be written in the form

$$
\begin{align*}
y_{n}^{\alpha}(x) y_{n}^{\alpha}(t)= & \frac{\Gamma(\alpha+1)}{\Gamma(\alpha+1 / 2) \Gamma(1 / 2)} \int_{0}^{\pi} y_{n}^{\alpha}\left(\left[x^{2}+t^{2}+2 x t \cos \theta\right]^{1 / 2}\right)  \tag{1.1}\\
& \cdot j_{\alpha-1 / 2}(x t \sin \theta) \sin ^{2 \alpha} \theta d \theta \quad\left(\alpha>-\frac{1}{2}, x, t \geqq 0\right) .
\end{align*}
$$

The limiting formula for $\alpha$ tending to $-\frac{1}{2}$,

$$
\begin{align*}
y_{n}^{-1 / 2}(x) y_{n}^{-1 / 2}(t)= & \frac{1}{2}\left\{y_{n}^{-1 / 2}(|x-t|)+y_{n}^{-1 / 2}(x+t)\right\} \\
& -\frac{x t}{2} \int_{0}^{\pi} y_{n}^{-1 / 2}\left(\left[x^{2}+t^{2}+2 x t \cos \theta\right]^{1 / 2}\right) J_{1}(x t \sin \theta) d \theta \tag{1.2}
\end{align*}
$$

was first proved by Boersma, cf. [23] for his proof and another proof by the author.

[^86]Watson proved the identity (1.1) by special function arguments using the generating functions of the Laguerre polynomials and their products as well as an integral representation of Bessel functions due to Gegenbauer. Later, a group theoretical proof for $\alpha \in \mathbb{P}$ was given by Peetre [24]: If one associates the Weyl transform with the $k$-dimensional Heisenberg group, the so-called twisted convolution of two functions is introduced in such a way that the convolution is mapped by the Weyl transform onto an ordinary product of the Weyl transforms of the functions. Peetre showed that the restriction of the Weyl transform to rotation invariant functions is the Laguerre transform with $\alpha=k-1$, and the restriction of the twisted convolution is the Laguerre convolution. This immediately yields the product formula.

Another proof is due to Koornwinder [20] who deduces the product formula for $\alpha>0$ from his Laguerre addition formula by integration. The assertion for $-\frac{1}{2}<\alpha \leqq 0$ then follows by analytic continuation with respect to $\alpha$. Koornwinder obtains his addition formula as a limit of the addition formula for the so-called disk polynomials which for its part was found in case $\alpha \in \mathbb{N}$ independently by Šapiro [28] and Koornwinder [16] by interpreting the disk polynomials as spherical functions on the homogeneous spaces $S U(\alpha+2) / S U(\alpha+1)$. Again, analytic continuation leads to the general formula. Thus one may say that Koornwinder's proof of (1.1) also has a group theoretical source.

Each of these proofs is of its own interest since each illustrates a different aspect of special function theory. The main purpose of the present paper is to give another analytic proof for the Laguerre product formula which works for each $\alpha \geqq-\frac{1}{2}$ at once. Our starting point is the fact that the Laguerre functions $y_{n}^{\alpha}$ are the eigenfunctions of the Sturm-Liouville differential equation (S.-L. DE)

$$
\begin{equation*}
\frac{d}{d x}\left[x^{2 \alpha+1} \frac{d}{d x} u(x)\right]+\left(\lambda x^{2 \alpha+1}-x^{2 \alpha+3}\right) u(x)=0 \quad(0 \leqq x<\infty) \tag{1.3}
\end{equation*}
$$

for the eigenvalues $\lambda_{n}=4 n+2 \alpha+2$, satisfying the boundary conditions

$$
u(0)=1, \quad \int_{0}^{\infty}|u(x)|^{2} x^{2 \alpha+1} d x<\infty
$$

$\mathrm{DE}(1.3)$ follows from the more familiar S.-L. DE for the Laguerre polynomials [30]

$$
\frac{d}{d x}\left[e^{-x} x^{\alpha+1} \frac{d}{d x} L_{n}^{\alpha}(x)\right]+n e^{-x} x^{\alpha} L_{n}^{\alpha}(x)=0 \quad(n \in \mathbb{P})
$$

by an appropriate transformation. In operational notation it can also be written as

$$
\begin{equation*}
D_{q, x}^{\alpha}(u, x)+\lambda u(x)=0, \quad D_{q, x}^{\alpha}=\frac{d^{2}}{d x^{2}}+\frac{2 \alpha+1}{x} \frac{d}{d x}-q(x) \tag{1.4}
\end{equation*}
$$

with the potential function given by $q(x)=x^{2}$. The Laguerre translation $T_{L, t}^{\alpha}(f, x)$ of a sufficiently smooth function $f(x)$ can then be introduced as the solution $u(x, t)$ of the Cauchy problem

$$
\begin{align*}
& \left(D_{q, x}^{\alpha}-D_{q, t}^{\alpha}\right) u(x, t)=0 \quad(0<t \leqq x), \\
& u(x, 0)=f(x), \quad u_{t}(x, 0)=\left.\frac{\partial}{\partial t} u(x, t)\right|_{t=0}=0 \quad(x>0), \tag{1.5}
\end{align*}
$$

where $q(x)=x^{2}$, and where $u(x, t)$ is extended symmetrically in $x$ and $t$ to $0<x<t$. By solving this problem we will establish the following kernel representation of the Laguerre translation (see also [1] and [12] with a slight change of notation).

Theorem 1. For $\alpha \geqq-\frac{1}{2}$ the solution $u(x, t)=T_{L, t}^{\alpha}(f ; x)$ of the Cauchy problem (1.5) is given by

$$
T_{L, t}^{\alpha}(f ; x)=\left\{\begin{array}{l}
\int_{0}^{\infty} f(z) K_{L}^{\alpha}(x, t, z) z^{2 \alpha+1} d z, \quad \alpha>-\frac{1}{2} \\
\frac{1}{2}\{f(|x-t|)+f(x+t)\}+\int_{0}^{\infty} f(z) K_{L}^{-1 / 2}(x, t, z) d z, \quad \alpha=-\frac{1}{2}
\end{array}\right.
$$

where the kernel functions $K_{L}^{\alpha}$ are

$$
K_{L}^{\alpha}(x, t, z)=\left\{\begin{array}{l}
\frac{\Gamma(\alpha+1)}{\Gamma(\alpha+1 / 2) \Gamma(1 / 2)}(x t z)^{-2 \alpha} \rho^{2 \alpha-1} j_{\alpha-1 / 2}(\rho), \quad \alpha>-\frac{1}{2}  \tag{1.6}\\
-\frac{1}{4} x t z j_{1}(\rho), \quad \alpha=-\frac{1}{2}
\end{array}\right.
$$

for $|x-t|<z<x+t$, and $K_{L}^{\alpha}(x, t, z)=0$ elsewhere, with the notation

$$
\begin{align*}
\rho(x, t, z) & =\frac{1}{2}\left(2\left[x^{2} t^{2}+x^{2} z^{2}+t^{2} z^{2}\right]-x^{4}-t^{4}-z^{4}\right)^{1 / 2} \\
& =\frac{1}{2}\left(\left[(x+t)^{2}-z^{2}\right]\left[z^{2}-(x-t)^{2}\right]\right)^{1 / 2} \tag{1.7}
\end{align*}
$$

The proof will be given in §5. For $\alpha \geqq 0$ the domain of the translation operator $T_{L, t}^{\alpha}$ can be extended to the weighted Lebesgue space

$$
L_{w(2 \alpha+1)}^{1}=\left\{f ;\|f\|_{L_{w(2 \alpha+1)}^{1}}=\int_{0}^{\infty}|f(x)| x^{2 \alpha+1} d x<\infty\right\}
$$

(cf. [12]). Applying Theorem 1 to the Laguerre functions $y_{n}^{\alpha}, n \in \mathbb{P}$, one obtains

$$
y_{n}^{\alpha}(x) y_{n}^{\alpha}(t)=T_{L, t}^{\alpha}\left(y_{n}^{\alpha} ; x\right) \quad\left(x, t>0, \alpha \geqq-\frac{1}{2}\right),
$$

which provides the desired proof of the product formulas (1.1), (1.2).
The foregoing way of introducing generalized translation operators goes back to Delsarte [7], [8], who studied the Cauchy problem (1.5) in case $q(x) \equiv 0$. Many authors have continued and extended his work. For example, Levitan [22] and Povzner [25] considered the particular case $\alpha=-\frac{1}{2}$ of (1.5), imposing certain growth conditions on the potential $q$. Other generalizations were made by Leblanc, Hutson and Pym, as well as by Chébli; cf. [4] for references. For example, Chébli [5] proceeds from the partly more general differential operator

$$
D_{x}^{A}=\frac{1}{A(x)} \frac{\partial}{\partial x}\left[A(x) \frac{\partial}{\partial x}\right] \quad(0<x<\infty)
$$

where, apart from a convexity property for $A(x)$, he assumes that $A \in C^{2}(0, \infty)$, $A(0)=0, A(x)>0$ for $x>0$, and $A^{\prime}(x) / A(x)=\alpha / x+B(x), B$ being continuous at 0 .

In order to solve a Cauchy problem of the form (1.5), Riemann's method can be used provided the corresponding Riemann function can be determined explicitly (cf. $\S 2$ ). Of course, the latter task is the main obstacle here. The interesting feature of this approach to a translation operator is that it can also cover variants of the classical translations which arise from slight variations of the potential function $q$ in (1.5). In fact, once the Riemann function of a differential equation (1.5) is found for some fixed
potential $q_{0}$, it may be possible to handle the solutions of (1.5) for other $q$ without knowing their Riemann functions explicitly, e.g., by estimating the Riemann functions in terms of the old one.

Braaksma and de Snoo [4] have proceeded this way, starting from the Cauchy problem (1.5) with $q_{0} \equiv 0$ (cf. also [3]). Its solution defines the well-known "Hankel translation"

$$
T_{H, t}^{\alpha}(f ; x)= \begin{cases}\int_{0}^{\infty} f(z) K_{H}^{\alpha}(x, t, z) z^{2 \alpha+1} d z, & \alpha>-\frac{1}{2}  \tag{1.8}\\ \frac{1}{2}\{f(|x-t|)+f(x+t)\}, & \alpha=-\frac{1}{2}\end{cases}
$$

where

$$
K_{H}^{\alpha}(x, t, z)=\frac{\Gamma(\alpha+1)}{\Gamma(\alpha+1 / 2) \Gamma(1 / 2)}(x t z)^{-2 \alpha}(\rho(x, t, z))^{2 \alpha-1}
$$

if $|x-t|<z<x+t$, and $K_{H}^{\alpha}(x, t, z)=0$ elsewhere, with $\rho$ given by (1.7). See [2], [6], [13], [15], also for applications in harmonic analysis of the Hankel transform. By varying the potential and the corresponding Riemann function (cf. (4.7), (4.9)) Braaksma and de Snoo derived estimates of the kernels of a class of generalized translations. This class does not contain the Laguerre translation whose potential is $q(x)=x^{2}$ since, among other conditions, the potentials $q$ admitted in [4] have to vanish at infinity. So our final purpose is to determine the Riemann function associated with the Laguerre translation (cf. §4, in particular, (4.11), (4.13)) and thus to provide a new starting point $\left(q_{0}(x)=x^{2}\right.$ instead of $\left.q_{0}(x) \equiv 0\right)$ for the same procedure. In a forthcoming paper it will be shown that in this way one can indeed obtain norm estimates for a class of translations in some neighborhood of the Laguerre case.

At this point let us make some further remarks concerning product formulas for orthogonal systems and their relation to other important formulas in the field as, e.g., to addition formulas and Laplace type integral representations. In particular, we will take the Jacobi polynomial systems as examples which have been extensively studied. While product and addition formulas for the ultraspherical polynomials are well known for quite a time, the respective formulas for the Jacobi polynomials were found by Koornwinder within the last decade. See, e.g., [18], [19], and, for the historical background, also the introductory survey paper of Koornwinder's thesis [17]. He gave several different proofs, some of which are group theoretic in nature, while others are analytic. It turns out that, for Jacobi polynomials, one of the four properties: Laplace representation, product formula, degenerate and ordinary addition formula implies the three others [19]. This may be a general feature, also for other orthogonal systems. Let us mention only one analytic proof of the product formula [18]. It also proceeds from a partial differential equation, but now of elliptic type, i.e., from the biaxially symmetric potential equation

$$
\begin{equation*}
\left(D_{0, x}^{\beta}+D_{0, t}^{\alpha}\right) F(x, t)=0, \tag{1.9}
\end{equation*}
$$

where the same differential operators appear as in the Hankel case (cf. (1.4)). Solving (1.9) in two different ways leads, after some transformations, to Bateman's bilinear sum which expresses the product of the Jacobi polynomials $P_{n}^{\alpha, \beta}(x) P_{n}^{\alpha, \beta}(t)$ as a linear combination of the terms $(x+t)^{k} P_{k}^{\alpha, \beta}((1+x t) /(x+t))$. An application to the Laplace type integral representations of the Jacobi polynomials (which can be derived from the corresponding formula for the ultraspherical polynomials by means of fractional integration) then yields the Jacobi product formula immediately.
2. Translation and Riemann function. We begin with a brief review of Riemann's method (cf. [27] and, e.g., [4], [10]). The Cauchy problem (1.5) can be reformulated so as to have homogeneous initial conditions. To this end we set $v(x, t)=u(x, t)-f(x)$, so that, with the notation $D_{q, x, t}^{\alpha}=D_{q, x}^{\alpha}-D_{q, t}^{\alpha}$,

$$
\begin{align*}
& D_{q, x, t}^{\alpha} v(x, t)=-D_{q, x, t}^{\alpha} f(x) \quad(0<t \leqq x) \\
& v(x, 0)=0, \quad v_{t}(x, 0)=0 \quad(x>0) \tag{2.1}
\end{align*}
$$

Denote by $A_{q}(\xi, \tau ; x, t)$ the Riemann function associated with the operator

$$
D_{q, \xi, \tau}^{\alpha}=\frac{\partial^{2}}{\partial \xi^{2}}-\frac{\partial^{2}}{\partial \tau^{2}}+\frac{2 \alpha+1}{\xi} \frac{\partial}{\partial \xi}-\frac{2 \alpha+1}{\tau} \frac{\partial}{\partial \tau}-[q(\xi)-q(\tau)]
$$

i.e., $A_{q}(\xi, \tau ; x, t)=v^{*}(\xi, \tau ; x, t)$ where $v^{*}$ solves the characteristic boundary value problem

$$
\begin{align*}
& \left(\begin{array}{l}
\left.D_{q, \xi, \tau}^{\alpha}\right)^{*} v^{*}(\xi, \tau) \\
=v_{\xi \xi}^{*}-v_{\tau \tau}^{*}-\left(\frac{2 \alpha+1}{\xi} v^{*}\right)_{\xi}+\left(\frac{2 \alpha+1}{\tau} v^{*}\right)_{\tau}-[q(\xi)-q(\tau)] v^{*}=0 \\
\\
\quad \text { if }(\xi, \tau) \in \Delta_{x t}=\{(\xi, \tau) ; 0<\tau<t, x-t+\tau<\xi<x+t-\tau\}, \\
v_{\xi}^{*}+v_{\tau}^{*}=\left(\alpha+\frac{1}{2}\right)\left(\frac{1}{\xi}+\frac{1}{\tau}\right) v^{*} \quad \text { if } \xi-\tau=x-t, \\
v_{\xi}^{*}-v_{\tau}^{*}=\left(\alpha+\frac{1}{2}\right)\left(\frac{1}{\xi}-\frac{1}{\tau}\right) v^{*} \quad \text { if } \xi+\tau=x+t, \\
v^{*}(x, t ; x, t)=1 .
\end{array} .\right. \tag{2.2}
\end{align*}
$$

Applying Green's theorem to

$$
v^{*} D_{q, \xi, \tau}^{\alpha} v=v^{*} D_{q, \xi, v}^{\alpha} v-v\left(D_{q, \xi, \tau}^{\alpha}\right)^{*} v^{*}
$$

and choosing for the region of integration the triangle $\Delta_{x t, \varepsilon}$ with vertices $R(x, t)$ and $P_{\varepsilon}(x-t+\varepsilon, \varepsilon), Q_{\varepsilon}(x+t-\varepsilon, \varepsilon)$ for some $\varepsilon>0$, one obtains

$$
\begin{aligned}
& \iint_{x t, \varepsilon} v^{*} D_{q, \xi, \tau}^{\alpha} v d \xi d \tau \\
&=\int_{\partial \Delta_{x t, \ell}}\left[\left(v^{*} v_{\tau}-v v_{\tau}^{*}+\frac{2 \alpha+1}{\tau} v v^{*}\right) d \xi+\left(v^{*} v_{\xi}-v v_{\xi}^{*}+\frac{2 \alpha+1}{\xi} v v^{*}\right) d \tau\right] \\
&=\left(v v^{*}\right)_{P_{\varepsilon}}+\left(v v^{*}\right)_{Q_{\varepsilon}}-2\left(v v^{*}\right)_{R}+\left.\int_{x-t+\varepsilon}^{x+t-\varepsilon}\left(v^{*} v_{\tau}-v v_{\tau}^{*}+\frac{2 \alpha+1}{\tau} v v^{*}\right)\right|_{\tau=\varepsilon} d \xi .
\end{aligned}
$$

Here $\left(v v^{*}\right)_{P_{e}}$ denotes the value of $v v^{*}$ at the vertex $P_{\varepsilon}$, etc. Under the assumption that $v^{*}$ and $((2 \alpha+1) / \tau) v^{*}-v_{\tau}^{*}$ remain continuous on $\Delta_{x t, \varepsilon}$ for $\varepsilon$ tending to $0+$, this leads in the limit to

$$
v(x, t)=-\frac{1}{2} \iint_{\Delta_{x t}} v^{*} D_{q, \xi, r}^{\alpha} v d \xi d \tau \quad\left(\alpha \geqq-\frac{1}{2}\right)
$$

in view of the initial data of $v$. As will be shown in $\S \S 4$ and 5 , the two continuity conditions are satisfied if $q(x)=x^{2}$. In view of (2.1), one can replace $v(\xi, \tau)$ by $-f(\xi)$
in the last integral, so that a second application of Green's theorem yields

$$
\begin{aligned}
v(x, t) & =\frac{1}{2} \iint_{\Delta_{x t}} v^{*} D_{q, \xi, \tau}^{\alpha} f d \xi d \tau \\
& =\frac{1}{2}\left\{\left(f v^{*}\right)_{P_{0}}+\left(f v^{*}\right) Q_{Q_{0}}\right\}-\left(f v^{*}\right)_{R}+\left.\frac{1}{2} \lim _{\varepsilon \rightarrow 0+} \int_{x-t+\varepsilon}^{x+t-\varepsilon}\left(\frac{2 \alpha+1}{\tau} v^{*}-v_{\tau}^{*}\right)\right|_{\tau=\varepsilon} f d \xi .
\end{aligned}
$$

Since $\left(v^{*}\right)_{R}=1$, and $\left(v^{*}\right)_{P_{0}}=\left(v^{*}\right)_{Q_{0}}=0$ if $\alpha>-\frac{1}{2}$, and $=1$ if $\alpha=-\frac{1}{2}$ (cf. (4.12), (4.13)), one finally derives

$$
\begin{aligned}
u(x, t) & =v(x, t)+f(x) \\
& =\left\{\begin{array}{l}
\int_{x-t}^{x+t} f(\xi) w_{q}^{\alpha}(x, t, \xi) d \xi, \quad \alpha>-\frac{1}{2}, \\
\frac{1}{2}\{f(x-t)+f(x+t)\}+\int_{x-t}^{x+t} f(\xi) w_{q}^{\alpha}(x, t, \xi) d \xi, \quad \alpha=-\frac{1}{2},
\end{array}\right.
\end{aligned}
$$

for $0<t \leqq x$, where

$$
\begin{align*}
w_{q}^{\alpha}(x, t, \xi) & =\frac{1}{2} \lim _{\tau \rightarrow 0+}\left\{\frac{2 \alpha+1}{\tau} A_{q}^{\alpha}(\xi, \tau ; x, t)-\frac{\partial}{\partial \tau} A_{q}^{\alpha}(\xi, \tau ; x, t)\right\}  \tag{2.3}\\
& =-\frac{1}{2} \lim _{\tau \rightarrow 0+}\left\{\tau^{2 \alpha+1} \frac{\partial}{\partial \tau}\left[\tau^{-2 \alpha-1} A_{q}^{\alpha}(\xi, \tau ; x, t)\right]\right\}
\end{align*}
$$

For $0<x<t$, set $u(x, t)=u(t, x)$. If $w_{q}^{\alpha}(x, t, \xi)$ is symmetric with respect to $x$ and $t$ for each $|x-t|<\xi<x+t$, the kernel of the corresponding generalized translation is then given by

$$
\begin{equation*}
K_{q}^{\alpha}(x, t, \xi)=\xi^{-2 \alpha-1} w_{q}^{\alpha}(x, t, \xi) \tag{2.4}
\end{equation*}
$$

This relation will be the basis of the proof of Theorem 1 in $\S 5$.
In view of the importance of Riemann's method [27] for various problems concerning partial differential equations, many authors have tried to determine as many Riemann functions as possible in closed form. For example, there are contributions by Chaundy, Cohn, Copson, Henrici, Vekua, and, particularly in recent years, by Bauer, Florian, Lanckau, Püngel, Wahlberg, and Wallner, cf. e.g. [21], [26], [31] and the literature cited there. Here, one essential step is to introduce appropriate auxiliary variables for representing the Riemann function, the number of which increases with the generality of the underlying PDE. For example, let us take the boundary value problem, which will be of particular interest in the following (cf. §4),

$$
\begin{align*}
& V_{\zeta \eta}-\left[C_{0}+C_{1}(\zeta-\eta)^{-2}\right] V=0, \quad C_{0}, C_{1}=\text { const. }  \tag{2.5}\\
& V\left(\zeta, \eta_{0} ; \zeta_{0}, \eta_{0}\right)=V\left(\zeta_{0}, \eta ; \zeta_{0}, \eta_{0}\right)=1 .
\end{align*}
$$

Its solution follows at once from a result of Henrici [14] by changing the variable $\eta$ into $-\eta$. With the two auxiliary variables

$$
\begin{equation*}
w_{0}=\left(\zeta-\zeta_{0}\right)\left(\eta-\eta_{0}\right), \quad w=w_{0}\left[(\zeta-\eta)\left(\zeta_{0}-\eta_{0}\right)\right]^{-1} \tag{2.6a}
\end{equation*}
$$

the solution is given as the confluent hypergeometric function

$$
\begin{align*}
V\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right) & =\Xi_{2}\left(p, 1-p ; 1 ; w, C_{0} w_{0}\right)  \tag{2.6b}\\
& =\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \frac{(p)_{n}(1-p)_{n}}{(n+k)!n!k!} w^{n}\left(C_{0} w_{0}\right)^{k},
\end{align*}
$$

where $|w|<1, w_{0}$ is arbitrary, and $p(1-p)=C_{1}$. This can also be derived from more general results of Lanckau [21], Püngel [26], and Wallner [31]. Let us mention that Püngel gave his Riemann function in a somewhat different form, namely as a power series expansion in powers of $w_{0}$ with coefficients being polynomials of several variables. When applied to our example (2.5), his result reduces to

$$
\begin{aligned}
& V\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right)=\sum_{k=0}^{\infty} Q^{k}(v) \frac{\left(w_{0}\right)^{k}}{k!^{2}}, \quad v=\frac{w}{w_{0}}, \\
& Q^{k}(v)=\sum_{n=0}^{k}\binom{k}{n}(p)_{n}(1-p)_{n} C_{0}^{k-n} v^{n},
\end{aligned}
$$

which coincides with (2.6b).
3. Auxiliary results. We collect some properties of the hypergeometric function to be used in the sequel. (See, e.g., [9], [29].) The transformations

$$
\begin{array}{ll}
F(a, b ; c ; z)=(1-z)^{-a} F\left(a, c-b ; c ; \frac{z}{z-1}\right) \\
F(a, b ; c ; z)=(1-z)^{-b} F\left(c-a, b ; c ; \frac{z}{z-1}\right)  \tag{3.1b}\\
F(a, b ; c ; z)=(1-z)^{c-a-b} F(c-a, c-b ; c ; z) & \left(|z|<1,\left|\frac{z}{z-1}\right|<1\right) \\
\end{array}
$$

are due to Euler as is the integral representation

$$
F(a, b ; c ; z)=\frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} t^{b-1}(1-t)^{c-b-1}(1-t z)^{-a} d t
$$

for $\operatorname{Re} c>\operatorname{Re} b>0,|\arg (1-z)|<\pi$. The Gauss summation theorem reads

$$
F(a, b ; c ; 1)=\frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)} \quad(c \neq 0,-1, \cdots ; \operatorname{Re} c>\operatorname{Re}(a+b))
$$

Moreover, one has

$$
\begin{aligned}
& \begin{array}{l}
\frac{d}{d z} F(a, b ; c ; z)=\frac{a b}{c} F(a+1, b+1 ; c+1 ; z), \\
F(a, b ; c ; z)=\frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)} F(a, b ; a+b+1-c ; 1-z) \\
\quad+\frac{\Gamma(c) \Gamma(a+b-c)}{\Gamma(c) \Gamma(b)}(1-z)^{c-a-b} F(c-a, c-b ; c-a-b+1 ; 1-z) \\
\text { if } a+b<c<a+b+1, c \neq 0,-1,-2, \cdots, \text { and for } a, b \neq 0,-1,-2, \cdots, \\
F(a, b ; a+b ; z)=\frac{\Gamma(a+b)}{\Gamma(a) \Gamma(b)} \sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{n!n!}\left[k_{n, 0}-\log (1-z)\right](1-z)^{n} \\
F(a, b ; a+b+1 ; z)=\frac{\Gamma(a+b+1)}{\Gamma(a+1) \Gamma(b+1)}-(1-z) \frac{\Gamma(a+b+1)}{\Gamma(a) \Gamma(b)} .
\end{array} \\
& \quad \sum_{n=0}^{\infty} \frac{(a+1)_{n}(b+1)_{n}}{(n+1)!n!}\left[k_{n, 1}-\log (1-z)\right](1-z)^{n},
\end{aligned}
$$

where $k_{n, j}=\psi(n+1)+\psi(n+1+j)-\psi(a+n+j)-\psi(b+n+j)(j=0,1)$. Hence the behavior of $F$ for $z \rightarrow 1$ - can be described by
(3.2a)
$|F(a, b ; c ; z)-F(a, b ; c ; 1)|$

$$
\leqq C \begin{cases}\left|\frac{a b \Gamma(c) \Gamma(c-a-b-1)}{\Gamma(c-a) \Gamma(c-b)}\right|(1-z) & \text { if } c>a+b+1 \\ \left|\frac{\Gamma(a+b+1)}{\Gamma(a) \Gamma(b)}\right|(1-z) \log \left(\frac{1}{1-z}\right) & \text { if } c=a+b+1 \\ \left|\frac{\Gamma(c) \Gamma(a+b-c)}{\Gamma(a) \Gamma(b)}\right|(1-z)^{c-a-b} & \text { if } a+b<c<a+b+1\end{cases}
$$

$$
\begin{equation*}
F(a, b ; a+b ; z)=\frac{\Gamma(a+b)}{\Gamma(a) \Gamma(b)} \log \left(\frac{1}{1-z}\right)+O(1) \quad(z \rightarrow 1-) . \tag{3.2b}
\end{equation*}
$$

The following lemma can be considered as a generalization of Euler's transformation.
Lemma 1. For $n \in \mathbb{P}, a<1,0 \leqq \phi \leqq 1, \chi \geqq 0$, the function

$$
S(n, a ; \phi, \chi)=\sum_{k=0}^{\infty} F(n+a, k ; k+n+1 ; \phi) \frac{n!(-\chi)^{k}}{k!(k+n)!}
$$

satisfies

$$
|S(n, a ; \phi, \chi)| \leqq\left\{\begin{array}{l}
1, \quad a \leqq \frac{1}{2}  \tag{3.3}\\
1+\frac{\chi}{(1-a)(2-a)}, \quad \frac{1}{2}<a<1
\end{array}\right.
$$

Moreover, if $a \leqq \frac{1}{2}, b>0, c>0,|z|<1$, and $|z /(z-1)|<1$, there holds

$$
\begin{align*}
\sum_{n=0}^{\infty} & \left\{\sum_{k=0}^{\infty} \frac{n!(-\chi)^{k}}{k!(k+n)!}\right\} \frac{(a)_{n}(b)_{n}}{(c)_{n} n!} z^{n}  \tag{3.4}\\
& =(1-z)^{-a} \sum_{n=0}^{\infty} S\left(n, a ; \frac{z}{z-1}, \chi\right) \frac{(a)_{n}(c-b)_{n}}{(c)_{n} n!}\left(\frac{z}{z-1}\right)^{n}
\end{align*}
$$

Proof. Concerning (3.3), insert

$$
F(n+a, k ; k+n+1 ; 1)=\frac{(k+n)!\Gamma(1-a)}{n!\Gamma(k+1-a)} \quad(a<1)
$$

to deduce $S(n, a ; 1, \chi)=j_{-a}(2 \sqrt{\chi})$, from which the assertion for $\phi=1$ follows by means of the estimate of the Bessel functions [33, 3.31(1), (2)]

$$
\left|j_{\nu}(x)\right| \leqq\left\{\begin{array}{l}
1, \quad \nu \geqq-\frac{1}{2}  \tag{3.5}\\
1+\frac{x^{2}}{4(\nu+1)(\nu+2)}, \quad-1<\nu<-\frac{1}{2}
\end{array} \quad(x \geqq 0) .\right.
$$

Now let $0 \leqq \phi<1$. In view of Euler's integral representation one has

$$
S(n, a ; \phi, \chi)=1+\int_{0}^{1}\left\{\sum_{k=1}^{\infty} \frac{(-\chi)^{k} t^{k-1}}{k!(k-1)!}\right\} g_{n, \phi}(t) d t
$$

where $g_{n, \phi}(t)=(1-t)^{n}(1-t \phi)^{-n-a}$. Interpreting the inner sum as the derivative of $j_{0}$, summation by parts gives

$$
S(n, a ; \phi, \chi)=j_{0}(2 \sqrt{\chi})(1-\phi)^{-a} \delta_{n, 0}-\int_{0}^{1} j_{0}(2 \sqrt{\chi t}) g_{n, \phi}^{\prime}(t) d t
$$

$\delta_{n, 0}$ being Kronecker's symbol. In case $a \leqq 0$,

$$
g_{n, \phi}^{\prime}(t)=-[n(1-\phi)-a \phi(1-t)](1-t)^{n-1}(1-t \phi)^{-n-a-1}
$$

is nonpositive on $0 \leqq t \leqq 1$ for each $n \in \mathbb{P}, 0 \leqq \phi<1$, so that, in view of (3.5),

$$
|S(n, a ; \phi, \chi)| \leqq(1-\phi)^{-a} \delta_{n, 0}-\int_{0}^{1} g_{n, \phi}^{\prime}(t) d t \equiv 1 \quad(\chi \geqq 0) .
$$

In the remaining cases $0<a<1$ we use

$$
\begin{aligned}
F(n+a, k ; k & +n+1 ; \phi)=(1-\phi)^{1-a} F(n+1, k-a+1 ; k+n+1 ; \phi) \\
& =(1-\phi)^{1-a} \frac{\Gamma(k+n+1)}{\Gamma(k-a+1) \Gamma(n+a)} \int_{0}^{1} t^{k-a}(1-t)^{n+a-1}(1-t \phi)^{-n-1} d t
\end{aligned}
$$

to deduce

$$
\begin{align*}
S(n, a ; \phi, \chi)= & (1-\phi)^{1-a} \frac{\Gamma(n+1)}{\Gamma(n+a) \Gamma(1-a)}  \tag{3.6}\\
& \cdot \int_{0}^{1} j_{-a}(2 \sqrt{\chi t}) t^{-a}(1-t)^{n+a-1}(1-t \phi)^{-n-1} d t
\end{align*}
$$

Applying (3.5) once more, one has

$$
|S(n, a ; \phi, \chi)| \leqq(1-\phi)^{1-a} F(n+1,1-a ; n+1 ; \phi) \equiv 1
$$

for $0<a \leqq \frac{1}{2}$ and, for $\frac{1}{2}<a<1$,

$$
\begin{aligned}
|S(n, a ; \phi, \chi)| & \leqq 1+(1-\phi)^{1-a} \frac{\chi}{(n+1)(2-a)} F(n+1,2-a ; n+2 ; \phi) \\
& \leqq 1+\frac{\chi}{(1-a)(2-a)} .
\end{aligned}
$$

This completes the proof of (3.3). To verify (3.4), we generalize a proof of Euler's transformation (3.1a) as given in [29, §1.7.1]. Setting

$$
\frac{(a)_{n}(b)_{n}}{(c)_{n} n!}=\frac{(a)_{n}}{n!} F(-n, c-b ; c ; 1)=\sum_{j=0}^{n} \frac{(a)_{j}(c-b)_{j}(j+a)_{n-j}(-1)^{j}}{(c)_{j j}!(n-j)!}
$$

for $b>0, c>0, n \in \mathbb{P}$, the left-hand side of (3.4) becomes

$$
\begin{aligned}
\sum_{n=0}^{\infty}\left\{\sum_{k=0}^{\infty}\right. & \left.\frac{n!(-\chi)^{k}}{k!(k+n)!}\right\}\left\{\sum_{j=0}^{n} \frac{(a)_{j}(c-b)_{j}(j+a)_{n-j}(-1)^{j}}{(c)_{j j} j!(n-j)!}\right\} z^{n} \\
= & \sum_{j=0}^{\infty}\left\{\sum_{n=j}^{\infty}\left[\sum_{k=0}^{\infty} \frac{n!(-\chi)^{k}}{k!(k+n)!}\right] \frac{(j+a)_{n-j}}{(n-j)!} z^{n-j}\right\} \frac{(a)_{j}(c-b)_{j}}{(c)_{j j}!}(-z)^{j}
\end{aligned}
$$

By an index transformation, an interchange of summations and an application of (3.1a), the term in curly brackets can be written as

$$
\begin{aligned}
& \sum_{k=0}^{\infty}\left[\sum_{n=0}^{\infty} \frac{(j+a)_{n}(n+j)!}{(n+j+k)!n!} z^{n}\right] \frac{(-\chi)^{k}}{k!} \\
& \quad=\sum_{k=0}^{\infty} F(j+a, j+1 ; k+j+1 ; z) \frac{j!(-\chi)^{k}}{(k+j)!k!} \\
& \quad=(1-z)^{-a-j} \sum_{k=0}^{\infty} F\left(j+a, k ; k+j+1 ; \frac{z}{z-1}\right) \frac{j!(-\chi)^{k}}{(k+j)!k!}
\end{aligned}
$$

which proves (3.4).
4. The Riemann function associated with the Laguerre translation. In the characteristic boundary value problem (2.2) we choose the Laguerre potential $q(\xi)=\xi^{2}$ and substitute

$$
\begin{array}{ll}
\zeta(\xi, \tau)=\frac{1}{4}(\xi+\tau)^{2}, & \zeta_{0}=\zeta(x, t) \\
\eta(\xi, \tau)=\frac{1}{4}(\xi-\tau)^{2}, & \eta_{0}=\eta(x, t) \tag{4.1}
\end{array}
$$

Dropping the asterisk, we obtain

$$
\begin{align*}
& v_{\zeta \eta}+\left(\frac{\alpha+1 / 2}{\zeta-\eta} v\right)_{\zeta}-\left(\frac{\alpha+1 / 2}{\zeta-\eta} v\right)_{\eta}-v=0 \quad \text { if }(\zeta, \eta) \in \Delta_{\zeta_{0} \eta_{0}} \\
& v_{\zeta}=\frac{\alpha+1 / 2}{\zeta-\eta} v \quad \text { if } \eta=\eta_{0}  \tag{4.2}\\
& v_{\eta}=-\frac{\alpha+1 / 2}{\zeta-\eta} v \quad \text { if } \zeta=\zeta_{0} \\
& v\left(\zeta_{0}, \eta_{0} ; \zeta_{0}, \eta_{0}\right)=1
\end{align*}
$$

for $\alpha \geqq-\frac{1}{2}$, where now

$$
\Delta_{\zeta_{0} \eta_{0}}=\left\{(\zeta, \eta) ; \eta_{0}<\eta<\zeta_{0}, \eta<\zeta<\zeta_{0}\right\} .
$$

The boundary conditions in (4.2) can also be written as

$$
\begin{equation*}
v\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right)=\left(\frac{\zeta-\eta}{\zeta_{0}-\eta_{0}}\right)^{\alpha+1 / 2} \quad \text { if } \eta=\eta_{0} \text { or } \zeta=\zeta_{0} \tag{4.3}
\end{equation*}
$$

We further use the transformation

$$
\begin{equation*}
v\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right)=\left(\frac{\zeta-\eta}{\zeta_{0}-\eta_{0}}\right)^{\alpha+1 / 2} V\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right) \tag{4.4}
\end{equation*}
$$

to turn (4.2) into its selfadjoint form

$$
\begin{align*}
& V_{\zeta \eta}+\left[\frac{\alpha^{2}-1 / 4}{(\zeta-\eta)^{2}}-1\right] V=0 \quad \text { if }(\zeta, \eta) \in \Delta_{\zeta_{0} \eta_{0}}  \tag{4.5}\\
& V\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right)=1 \quad \text { if } \eta=\eta_{0} \text { or } \zeta=\zeta_{0} .
\end{align*}
$$

As a pattern for solving this problem we consider the corresponding boundary value problem for the Riemann function of the Hankel case

$$
\begin{aligned}
& \left(V_{H}^{\alpha}\right)_{\zeta \eta}+\frac{\alpha^{2}-1 / 4}{(\zeta-\eta)^{2}} V_{H}^{\alpha}=0 \quad \text { if }(\zeta, \eta) \in \Delta_{\zeta_{0} \eta_{0}} \\
& V_{H}^{\alpha}\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right)=1 \quad \text { if } \eta=\eta_{0} \text { or } \zeta=\zeta_{0}
\end{aligned}
$$

(Throughout the paper the subscripts $H$ and $L$ stand for Hankel and Laguerre, respectively.) Its solution can be represented using one auxiliary variable only:

$$
V_{H}^{\alpha}\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right)=F\left(\frac{1}{2}+\alpha, \frac{1}{2}-\alpha ; 1 ; w\right), \quad w=\frac{\left(\zeta-\zeta_{0}\right)\left(\eta-\eta_{0}\right)}{(\zeta-\eta)\left(\zeta_{0}-\eta_{0}\right)} .
$$

But while the hypergeometric function $F$ converges in the unit disk only, the argument $w\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right)$ ranges over the whole negative semiaxis when $(\zeta, \eta)$ ranges over $\Delta_{\zeta_{0} \eta_{0}}$. To establish the complete solution by analytic continuation one therefore has to use Euler's transformations (3.1a) and (3.1b) according to $\alpha \leqq 0$ or $\alpha>0$. Hence, setting

$$
\begin{equation*}
\chi=\left(\zeta_{0}-\zeta\right)\left(\eta-\eta_{0}\right), \quad \psi=\left(\zeta_{0}-\eta\right)\left(\zeta-\eta_{0}\right), \quad \phi=\frac{\chi}{\psi}=\frac{w}{w-1} \tag{4.6}
\end{equation*}
$$

and returning to $v$ via (4.4) again, one obtains

$$
\begin{align*}
v_{H}^{\alpha}(\zeta & \left.\eta ; \zeta_{0}, \eta_{0}\right)  \tag{4.7}\\
& = \begin{cases}\frac{\zeta-\eta}{\left(\zeta_{0}-\eta_{0}\right)^{2 \alpha}} \psi^{\alpha-1 / 2} F\left(\frac{1}{2}-\alpha, \frac{1}{2}-\alpha ; 1 ; \phi\right), & \alpha>0, \\
(\zeta-\eta)^{2 \alpha+1} \psi^{-\alpha-1 / 2} F\left(\frac{1}{2}+\alpha, \frac{1}{2}+\alpha ; 1 ; \phi\right), & -\frac{1}{2} \leqq \alpha \leqq 0 .\end{cases}
\end{align*}
$$

Notice that $\phi$ vanishes on the characteristics $\eta=\eta_{0}$ and $\zeta=\zeta_{0}$, in accordance with (4.3). If $(\zeta, \eta) \in \Delta_{\zeta_{0} \eta_{0}}$ tends to the initial line $\zeta=\eta, \phi$ tends to $1-$, and the asymptotic behavior of the hypergeometric function implies that the Riemann function $v_{H}^{\alpha}$ is still continuous on $\eta_{0}<\zeta=\eta<\zeta_{0}$ with

$$
v_{H}^{\alpha}\left(\zeta, \zeta ; \zeta_{0}, \eta_{0}\right)=\left\{\begin{array}{lc}
0, & \alpha>-\frac{1}{2}  \tag{4.8}\\
1, & \alpha=-\frac{1}{2}
\end{array}\right.
$$

When substituting (4.1) into (4.7) and (4.8), the Riemann function of the Hankel case in the sense of (2.2) is finally given for $(\xi, \tau) \in \overline{\Delta_{x t}}$ by

$$
\begin{equation*}
A_{H}^{\alpha}(\xi, \tau ; x, t)=v_{H}^{\alpha}\left(\frac{1}{4}(\xi+\tau)^{2}, \frac{1}{4}(\xi-\tau)^{2} ; \frac{1}{4}(x+t)^{2}, \frac{1}{4}(x-t)^{2}\right) . \tag{4.9}
\end{equation*}
$$

Returning to problem (4.5), we use the solution (2.6) of (2.5) for the case $C_{0}=1$ and $C_{1}=\frac{1}{4}-\alpha^{2}$ to get

$$
\begin{aligned}
V_{L}^{\alpha}\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right) & =\sum_{n=0}^{\infty}\left\{\sum_{k=0}^{\infty} \frac{n!(-\chi)^{k}}{k!(k+n)!}\right\} \frac{(1 / 2+\alpha)_{n}(1 / 2-\alpha)_{n}}{n!n!} w^{n} \\
& =\sum_{n=0}^{\infty} j_{n}(2 \sqrt{\chi}) \frac{(1 / 2+\alpha)_{n}(1 / 2-\alpha)_{n}}{n!n!} w^{n}
\end{aligned}
$$

for those $\zeta, \eta$ for which the series converges absolutely, i.e., for $|w|<1$. In the particular cases $\alpha=-\frac{1}{2}$ and $\alpha=\frac{1}{2}$, the result reduces to

$$
\begin{equation*}
V_{L}^{ \pm 1 / 2}\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right)=j_{0}(2 \sqrt{\chi})=J_{0}\left(2 \sqrt{\left(\zeta_{0}-\zeta\right)\left(\eta-\eta_{0}\right)}\right) \tag{4.10}
\end{equation*}
$$

which is known as the Riemann function of the telegraph equation $V_{\zeta \eta}-V=0$, cf., e.g. [10, p. 133].

In order to obtain the solution for each $w \leqq 0$ by analytic continuation, we now have to apply (3.4) of Lemma 1. Choosing $a=\frac{1}{2}+\alpha, b=\frac{1}{2}-\alpha$ if $-\frac{1}{2} \leqq \alpha \leqq 0$, and $a=\frac{1}{2}-\alpha, b=\frac{1}{2}+\alpha$ if $\alpha>0$, as well as $c=1$, and inverting the transformation (4.4), it follows for $(\zeta, \eta) \in \Delta_{\zeta_{0} \eta_{0}}$ that

$$
\begin{align*}
& v_{L}^{\alpha}\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right)  \tag{4.11}\\
& =\left\{\begin{array}{l}
\frac{\zeta-\eta}{\left(\zeta_{0}-\eta_{0}\right)^{2 \alpha}} \psi^{\alpha-1 / 2} \sum_{n=0}^{\infty} S\left(n, \frac{1}{2}-\alpha ; \phi, \chi\right) \frac{(1 / 2-\alpha)_{n}(1 / 2-\alpha)_{n}}{n!n!} \phi^{n}, \quad \alpha>0, \\
(\zeta-\eta)^{2 \alpha+1} \psi^{-\alpha-1 / 2} \sum_{n=0}^{\infty} S\left(n, \frac{1}{2}+\alpha ; \phi, \chi\right) \frac{(1 / 2+\alpha)_{n}(1 / 2+\alpha)_{n}}{n!n!} \phi^{n}, \quad-\frac{1}{2} \leqq \alpha \leqq 0,
\end{array}\right.
\end{align*}
$$

where

$$
S\left(n, \frac{1}{2} \pm \alpha ; \phi, \chi\right)=\sum_{k=0}^{\infty} F\left(n+\frac{1}{2} \pm \alpha, k ; k+n+1 ; \phi\right) \frac{n!(-\chi)^{k}}{k!(k+n)!}
$$

Notice that $v_{H}^{\alpha}\left(\zeta, \eta ; \zeta_{0}, \eta_{0}\right)$ in (4.7) is of the same form as (4.11) except for the factors $S\left(n, \frac{1}{2} \pm \alpha ; \phi, \chi\right)$. As in the Hankel case, $v_{L}^{\alpha}$ depends continuously on the boundary conditions (4.3). Since $S(n, 1 / 2-|\alpha|, \phi, \chi)$ tends to $j_{|\alpha|-1 / 2}(2 \sqrt{\chi})$ for each $n \in \mathbb{P}$ if $\phi$ tends to $1-, v_{L}^{\alpha}$ has a continuous extension to the initial line $\eta_{0}<\zeta=\eta<\zeta_{0}$, and

$$
v_{L}^{\alpha}\left(\zeta, \zeta ; \zeta_{0}, \eta_{0}\right)=\left\{\begin{array}{l}
0, \quad \alpha>-\frac{1}{2}  \tag{4.12}\\
J_{0}\left(2 \sqrt{\left(\zeta_{0}-\zeta\right)\left(\zeta-\eta_{0}\right)}\right), \quad \alpha=-\frac{1}{2}
\end{array}\right.
$$

After substituting (4.1) into (4.11) and (4.12) one obtains the final version of the Riemann function in the Laguerre case,

$$
\begin{equation*}
A_{L}^{\alpha}(\xi, \tau ; x, t)=v_{L}^{\alpha}\left(\frac{1}{4}(\xi+\tau)^{2}, \frac{1}{4}(\xi-\tau)^{2} ; \frac{1}{4}(x+t)^{2}, \frac{1}{4}(x-t)^{2}\right) \tag{4.13}
\end{equation*}
$$

when $(\xi, \tau) \in \overline{\Delta_{x t}}$.
5. The kernel of the Laguerre translation, proof of Theorem 1. In view of (2.3) and (2.4), the kernel of the Laguerre translation can be derived from the representation of the Riemann function by

$$
\begin{align*}
& w_{L}^{\alpha}(x, t, \xi)=-\frac{1}{2} \lim _{\tau \rightarrow 0+} G_{L}^{\alpha}(\tau) \\
& G_{L}^{\alpha}(\tau)=G_{L}^{\alpha}(\tau ; x, t, \xi)=\tau^{2 \alpha+1} \frac{\partial}{\partial \tau}\left[\tau^{-2 \alpha-1} A_{L}^{\alpha}(\xi, \tau ; x, t)\right] . \tag{5.1}
\end{align*}
$$

The main purpose of this paragraph is to prove somewhat more than needed for the proof of Theorem 1, namely an asymptotic expansion of $G_{L}^{\alpha}(\tau)$ for $\tau \rightarrow 0+$ (see (5.11)).

Again, let us first consider the Hankel case. Setting

$$
\begin{aligned}
& \phi(\xi, \tau ; x, t)=\chi(\xi, \tau ; x, t) / \psi(\xi, \tau ; x, t) \\
& \chi(\xi, \tau ; x, t)=\frac{1}{16}\left[(x+t)^{2}-(\xi+\tau)^{2}\right]\left[(\xi-\tau)^{2}-(x-t)^{2}\right] \\
& \psi(\xi, \tau ; x, t)=\frac{1}{16}\left[(x+t)^{2}-(\xi-\tau)^{2}\right]\left[(\xi+\tau)^{2}-(x-t)^{2}\right],
\end{aligned}
$$

(cf. (4.1), (4.6)) and writing the Riemann function (4.9) in the form

$$
\begin{align*}
& A_{H}^{\alpha}(\xi, \tau ; x, t)=a_{H}^{|\alpha|}(\xi, \tau ; x, t) \cdot \begin{cases}\xi \tau(x t)^{-2 \alpha}, & \alpha>0 \\
(\xi \tau)^{2 \alpha+1}, & -\frac{1}{2} \leqq \alpha \leqq 0,\end{cases}  \tag{5.2}\\
& a_{H}^{\gamma}(\xi, \tau ; x, t)=\psi^{\gamma-1 / 2} F\left(\frac{1}{2}-\gamma, \frac{1}{2}-\gamma ; 1 ; \phi\right)
\end{align*} \quad(\gamma \geqq 0), ~ \$
$$

the kernel of the Hankel translation is given by

$$
\begin{aligned}
w_{H}^{\alpha}(x, t, \xi) & =-\frac{1}{2} \lim _{\tau \rightarrow 0+} G_{H}^{\alpha}(\tau), \\
G_{H}^{\alpha}(\tau) & =\tau^{2 \alpha+1} \frac{\partial}{\partial \tau}\left[\tau^{-2 \alpha-1} A_{H}^{\alpha}(\xi, \tau ; x, t)\right] \\
& = \begin{cases}\xi(x t)^{-2 \alpha}\left\{-2 \alpha a_{H}^{\alpha}(\tau)+\tau \frac{\partial}{\partial \tau} a_{H}^{\alpha}(\tau)\right\}, & \alpha>0, \\
(\xi \tau)^{2 \alpha+1} \frac{\partial}{\partial \tau} a_{H}^{-\alpha}(\tau), & -\frac{1}{2} \leqq \alpha \leqq 0\end{cases}
\end{aligned}
$$

For $\alpha=-\frac{1}{2}$ and $\alpha=\frac{1}{2}$ one immediately obtains

$$
G_{H}^{-1 / 2}(\tau)=0, \quad G_{H}^{1 / 2}(\tau)=-\xi(x t)^{-1}
$$

In the remaining cases, the asymptotic expansion of $G_{H}^{\alpha}(\tau)$ for $\tau \rightarrow 0+$ can essentially be deduced from

Lemma 2. Let $\gamma \geqq 0$ and let $\psi_{0}=\psi(\xi, 0 ; x, t)$. Then
(i) $\quad a_{H}^{\gamma}(\tau)=\frac{\Gamma(2 \gamma)}{\Gamma^{2}(\gamma+1 / 2)} \psi_{0}^{\gamma-1 / 2}+ \begin{cases}O\left(\tau^{2 \gamma}\right), & 0<\gamma<\frac{1}{2}, \\ O(\tau), & \gamma>\frac{1}{2}(\tau \rightarrow 0+),\end{cases}$
(ii)

$$
\frac{\partial}{\partial \tau} a_{H}^{\gamma}(\tau)=\left\{\begin{array}{l}
-\frac{\Gamma(1-2 \gamma)}{\Gamma^{2}(1 / 2-\gamma)} \psi_{0}^{-\gamma-1 / 2}(\xi x t)^{2 \gamma} \tau^{2 \gamma-1}+\mathcal{O}\left(\tau^{2 \gamma}\right), \quad 0 \leqq \gamma \leqq \frac{1}{2} \\
O\left(\tau^{2 \gamma-1}\right), \quad \frac{1}{2}<\gamma<1, \\
O\left(\tau \log \frac{1}{\tau}\right), \quad \gamma=1, \\
O(\tau), \quad \gamma>1 \quad(\tau \rightarrow 0+) .
\end{array}\right.
$$

Proof. By definition, one has

$$
\begin{aligned}
& 1-\phi=\psi^{-1} \xi \tau x t, \quad \phi^{\prime}(\tau)=\psi^{-1}\left[\chi^{\prime}(\tau)-\phi \psi^{\prime}(\tau)\right] \\
& \chi^{\prime}(\tau)=-\frac{1}{2} \xi x t+\frac{\tau}{4}\left(\xi^{2}+x^{2}+t^{2}-\tau^{2}\right), \quad \psi^{\prime}(\tau)=\frac{1}{2} \xi x t+\frac{\tau}{4}\left(\xi^{2}+x^{2}+t^{2}-\tau^{2}\right)
\end{aligned}
$$

The differentiability of $\psi$ and (3.2) immediately implies the assertion of part (i). Concerning part (ii), an application of

$$
\begin{aligned}
& F\left(\frac{1}{2}-\gamma, \frac{1}{2}-\gamma ; 1 ; \phi\right)+\left(\frac{1}{2}-\gamma\right) F\left(\frac{3}{2}-\gamma, \frac{3}{2}-\gamma ; 2 ; \phi\right) \cdot \phi \\
& =F\left(\frac{3}{2}-\gamma, \frac{1}{2}-\gamma ; 1 ; \phi\right), \\
& F\left(\frac{3}{2}-\gamma, \frac{1}{2}-\gamma ; 1 ; \phi\right)+\left(\frac{1}{2}-\gamma\right) F\left(\frac{3}{2}-\gamma, \frac{3}{2}-\gamma ; 2 ; \phi\right) \\
& \quad=\left(\frac{3}{2}-\gamma\right) F\left(\frac{3}{2}-\gamma, \frac{5}{2}-\gamma ; 2 ; \phi\right)(1-\phi), \\
& F\left(\frac{3}{2}-\gamma, \frac{1}{2}-\gamma ; 1 ; \phi\right)-\left(\frac{1}{2}-\gamma\right) F\left(\frac{3}{2}-\gamma, \frac{3}{2}-\gamma ; 2 ; \phi\right) \\
& \quad=\left(\frac{1}{2}+\gamma\right) F\left(\frac{3}{2}-\gamma, \frac{1}{2}-\gamma ; 2 ; \phi\right)
\end{aligned}
$$

for $\phi<1$ leads to

$$
\begin{aligned}
& \frac{\partial}{\partial \tau} a_{H}^{\gamma}(\tau) \\
& \begin{aligned}
&=\left(\gamma-\frac{1}{2}\right) \psi^{\gamma-3 / 2} \psi^{\prime}(\tau) F\left(\frac{1}{2}-\gamma, \frac{1}{2}-\gamma ; 1 ; \phi\right) \\
&+\psi^{\gamma-1 / 2}\left(\frac{1}{2}-\gamma\right)^{2} F\left(\frac{3}{2}-\gamma, \frac{3}{2}-\gamma ; 2 ; \phi\right) \phi^{\prime}(\tau)
\end{aligned} \\
& =\left(\gamma-\frac{1}{2}\right) \psi^{\gamma-3 / 2}\left\{\begin{array}{l}
\psi^{\prime}(\tau) F\left(\frac{3}{2}-\gamma, \frac{1}{2}-\gamma ; 1 ; \phi\right) \\
\\
\left.\quad-\left(\frac{1}{2}-\gamma\right) \chi^{\prime}(\tau) F\left(\frac{3}{2}-\gamma, \frac{3}{2}-\gamma ; 2 ; \phi\right)\right\} \\
=\left(\gamma-\frac{1}{2}\right) \psi^{\gamma-3 / 2}\left\{\frac{1}{2} \xi x t\left(\frac{3}{2}-\gamma\right) F\left(\frac{3}{2}-\gamma, \frac{5}{2}-\gamma ; 2 ; \phi\right)(1-\phi)\right. \\
\\
\left.\quad+\frac{\tau}{4}\left(\xi^{2}+x^{2}+t^{2}-\tau^{2}\right)\left(\frac{1}{2}+\gamma\right) F\left(\frac{3}{2}-\gamma, \frac{1}{2}-\gamma ; 2 ; \phi\right)\right\} .
\end{array}\right.
\end{aligned}
$$

The assertion then follows by (3.1c) and (3.2). For $0 \leqq \gamma<\frac{1}{2}$, in particular, the first term in curly brackets gives

$$
\begin{aligned}
\frac{1}{2} \xi x t\left(\frac{3}{2}-\gamma\right) \frac{\Gamma(2-2 \gamma)}{\Gamma(3 / 2-\gamma) \Gamma(5 / 2-\gamma)}(1-\phi)^{2 \gamma-1}+O\left((1-\phi)^{2 \gamma}\right) & (\phi \rightarrow 1-) \\
& =\frac{\Gamma(1-2 \gamma)}{\Gamma(1 / 2-\gamma) \Gamma(3 / 2-\gamma)} \psi_{0}^{1-2 \gamma}(\xi x t)^{2 \gamma} \tau^{2 \gamma-1}+O\left(\tau^{2 \gamma}\right)
\end{aligned} \quad(\tau \rightarrow 0+), ~ 又 ~(\tau \rightarrow 0)
$$

while the second term can be neglected.
An application of Lemma 2 now yields

$$
\begin{align*}
G_{H}^{\alpha}(\tau)= & -\frac{\Gamma(2 \alpha+1)}{\Gamma^{2}(\alpha+1 / 2)} \xi(x t)^{-2 \alpha}\left(\frac{1}{16}\left[(x+t)^{2}-\xi^{2}\right]\left[\xi^{2}-(x-t)^{2}\right]\right)^{\alpha-1 / 2}  \tag{5.3}\\
& + \begin{cases}O(\tau) & \text { if } \alpha>\frac{1}{2} \text { or }-\frac{1}{2}<\alpha \leqq 0 \\
O\left(\tau^{2 \alpha}\right) & \text { if } 0<\alpha<\frac{1}{2} \quad(\tau \rightarrow 0+)\end{cases}
\end{align*}
$$

In the Laguerre case, we write the Riemann function (4.13) in a form analogous to (5.2),

$$
\begin{aligned}
& A_{L}^{\alpha}(\xi, \tau ; x, t)=a_{L}^{|\alpha|}(\xi, \tau ; x, t) \cdot \begin{cases}\xi \tau(x t)^{-2 \alpha}, & \alpha>0, \\
(\xi \tau)^{2 \alpha+1}, & -\frac{1}{2} \leqq \alpha \leqq 0\end{cases} \\
& a_{L}^{\gamma}(\xi, \tau ; x, t)=\psi^{\gamma-1 / 2} \sum_{n=0}^{\infty} S\left(n, \frac{1}{2}-\gamma ; \phi, \chi\right) \frac{(1 / 2-\gamma)_{n}(1 / 2-\gamma)_{n}}{n!n!} \phi^{n} \quad(\gamma \geqq 0)
\end{aligned}
$$

Thus, $G_{L}^{\alpha}(\tau)$ in (5.1) can be expressed by

$$
G_{L}^{\alpha}(\tau)=\left\{\begin{array}{l}
\xi(x t)^{-2 \alpha}\left\{-2 \alpha a_{L}^{\alpha}(\tau)+\tau \frac{\partial}{\partial \tau} a_{L}^{\alpha}(\tau)\right\}, \quad \alpha>0  \tag{5.4}\\
(\xi \tau)^{2 \alpha+1} \frac{\partial}{\partial \tau} a_{L}^{-\alpha}(\tau), \quad-\frac{1}{2} \leqq \alpha \leqq 0
\end{array}\right.
$$

When $\alpha=-\frac{1}{2}$ or $\alpha=\frac{1}{2}$, use $a_{L}^{1 / 2}(\tau)=j_{0}(2 \sqrt{\chi})$ to get

$$
\begin{align*}
& G_{L}^{-1 / 2}(\tau)=-j_{1}(2 \sqrt{\chi}) \chi^{\prime}(\tau) \\
& G_{L}^{1 / 2}(\tau)=-\xi(x t)^{-1}\left\{j_{0}(2 \sqrt{\chi})+\tau j_{1}(2 \sqrt{\chi}) \chi^{\prime}(\tau)\right\} . \tag{5.5}
\end{align*}
$$

Otherwise, the following analogue of Lemma 2 will be needed.
Lemma 3. Let $\gamma \geqq 0$ and let $\psi_{0}=\chi_{0}=\psi(\xi, 0 ; x, t)$. Then

$$
a_{L}^{\gamma}(\tau)=\frac{\Gamma(2 \gamma)}{\Gamma^{2}(\gamma+1 / 2)} \psi_{0}^{\gamma-1 / 2} j_{\gamma-1 / 2}\left(2 \sqrt{\chi_{0}}\right)+\left\{\begin{array}{lc}
O\left(\tau^{2 \gamma}\right), & 0<\gamma<\frac{1}{2}  \tag{i}\\
O(\tau), & \gamma>\frac{1}{2} \quad(\tau \rightarrow 0+)
\end{array}\right.
$$

(ii)

Proof. First we consider the cases $\gamma>\frac{1}{2}$ of part (i). By the mean value theorem, for each $n, k \in \mathbb{P}$ there exist $\tilde{\phi} \in(\phi, 1)$ such that

$$
\begin{aligned}
& F\left(n+\frac{1}{2}-\gamma, k ;\right.n+k+1 ; \phi) \\
&= F\left(n+\frac{1}{2}-\gamma, k ; n+k+1 ; 1\right)-\frac{(n+1 / 2-\gamma) k}{n+k+1} \\
& \cdot F\left(n+\frac{3}{2}-\gamma, k+1 ; n+k+2 ; \tilde{\phi}\right)(1-\phi) \\
&= \frac{\Gamma(n+k+1) \Gamma(\gamma+1 / 2)}{\Gamma(n+1) \Gamma(k+\gamma+1 / 2)}-\frac{(n+1 / 2-\gamma) k \Gamma(n+k+1)}{\Gamma(k+1) \Gamma(n+1)} \\
& \cdot \int_{0}^{1} t^{k}(1-t)^{n}(1-t \tilde{\phi})^{-n-3 / 2+\gamma} d t(1-\phi)
\end{aligned}
$$

So one has

$$
\begin{aligned}
& \left|S\left(n, \frac{1}{2}-\gamma ; \phi, \chi\right)-j_{\gamma-1 / 2}(2 \sqrt{\chi})\right| \\
& \quad=\left|\left(n+\frac{1}{2}-\gamma\right) \int_{0}^{1} \sum_{k=1}^{\infty} \frac{(-\chi t)^{k}}{(k-1)!k!}(1-t)^{n}(1-t \tilde{\phi})^{-n-3 / 2+\gamma} d t(1-\phi)\right| \\
& \quad \leqq\left|n+\frac{1}{2}-\gamma\right| \chi \int_{0}^{1}\left|j_{1}(2 \sqrt{\chi t})\right| t\left(\frac{1-t}{1-t \tilde{\phi}}\right)^{n}(1-t \tilde{\phi})^{\gamma-3 / 2} d t(1-\phi) \\
& \quad \leqq C\left|n+\frac{1}{2}-\gamma\right| \chi(1-\phi)
\end{aligned}
$$

with a constant $C$ depending only on $\gamma$, and consequently

$$
\begin{aligned}
& \left|a_{L}^{\gamma}(\tau)-\psi^{\gamma-1 / 2} F\left(\frac{1}{2}-\gamma, \frac{1}{2}-\gamma ; 1 ; \phi\right) j_{\gamma-1 / 2}(2 \sqrt{\chi})\right| \\
& \leqq C \psi^{\gamma-1 / 2} \chi\left|F\left(\frac{1}{2}-\gamma, \frac{3}{2}-\gamma ; 1 ; \phi\right)\right|(1-\phi) \leqq C(1-\phi)
\end{aligned}
$$

For $0<\gamma<\frac{1}{2}$, we use the representation (3.6) of $S(n, a ; \phi, \chi)$ with $a=\frac{1}{2}-\gamma$ and the identity

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{(1 / 2-\gamma)_{n}}{n!}\left(\frac{[1-t] \phi}{1-t \phi}\right)^{n}=\left(1-\frac{[1-t] \phi}{1-t \phi}\right)^{\gamma-1 / 2}=\left(\frac{1-\phi}{1-t \phi}\right)^{\gamma-1 / 2} \tag{5.6}
\end{equation*}
$$

to obtain

$$
\begin{aligned}
& \sum_{n=0}^{\infty} S\left(n, \frac{1}{2}-\gamma ; \phi, \chi\right) \frac{(1 / 2-\gamma)_{n}(1 / 2-\gamma)_{n}}{n!n!} \phi^{n} \\
& =\frac{(1-\phi)^{\gamma+1 / 2}}{\Gamma(1 / 2-\gamma) \Gamma(1 / 2+\gamma)} \int_{0}^{1} j_{\gamma-1 / 2}(2 \sqrt{\chi t}) t^{\gamma-1 / 2}(1-t)^{-1 / 2-\gamma}(1-t \phi)^{-1} \\
& \quad \cdot \sum_{n=0}^{\infty} \frac{(1 / 2-\gamma)_{n}}{n!}\left(\frac{[1-t] \phi}{1-t \phi}\right)^{n} d t \\
& =\frac{(1-\phi)^{2 \gamma}}{\Gamma(1 / 2-\gamma) \Gamma(1 / 2+\gamma)} \int_{0}^{1} j_{\gamma-1 / 2}(2 \sqrt{\chi t}) t^{\gamma-1 / 2}(1-t)^{-1 / 2-\gamma}(1-t \phi)^{-1 / 2-\gamma} d t
\end{aligned}
$$

Again by the mean value theorem, for each $0 \leqq t \leqq 1$ there exists $s(t) \in(t, 1)$ such that

$$
j_{\gamma-1 / 2}(2 \sqrt{x t})=j_{\gamma-1 / 2}(2 \sqrt{\chi})+\frac{\chi}{\gamma+1 / 2} j_{\gamma+1 / 2}(2 \sqrt{\chi s(t)})(1-t)
$$

By (3.5) this gives

$$
\begin{aligned}
& \left|a_{L}^{\gamma}(\tau)-\psi^{\gamma-1 / 2}(1-\phi)^{2 \gamma} F\left(\frac{1}{2}+\gamma, \frac{1}{2}+\gamma ; 1 ; \phi\right) j_{\gamma-1 / 2}(2 \sqrt{\chi})\right| \\
& \leqq \psi^{\gamma-1 / 2} \chi \frac{(1-\phi)^{2 \gamma}}{\Gamma(1 / 2-\gamma) \Gamma(3 / 2+\gamma)} \\
& \quad \cdot \int_{0}^{1}\left|j_{\gamma+1 / 2}(2 \sqrt{\chi s(t)})\right| t^{\gamma-1 / 2}(1-t)^{1 / 2-\gamma}(1-t \phi)^{-1 / 2-\gamma} d t \\
& \leqq \psi^{\gamma-1 / 2} \chi \frac{1 / 2-\gamma}{1 / 2+\gamma}(1-\phi)^{2 \gamma} F\left(\frac{1}{2}+\gamma, \frac{1}{2}+\gamma ; 2 ; \phi\right) \\
& \leqq C(1-\phi)^{2 \gamma} .
\end{aligned}
$$

In view of the asymptotic expansions

$$
\psi^{\gamma-1 / 2}=\psi_{0}^{\gamma-1 / 2}+O(\tau), \quad j_{\gamma-1 / 2}(2 \sqrt{\chi})=j_{\gamma-1 / 2}\left(2 \sqrt{\chi_{0}}\right)+O(\tau),
$$

and

$$
\begin{aligned}
(1-\phi)^{2 \gamma} F\left(\frac{1}{2}+\gamma, \frac{1}{2}+\gamma ; 1 ; \phi\right) & =F\left(\frac{1}{2}-\gamma, \frac{1}{2}-\gamma ; 1 ; \phi\right) \\
& =\frac{\Gamma(2 \gamma)}{\Gamma^{2}(\gamma+1 / 2)}+ \begin{cases}O\left((1-\phi)^{2 \gamma}\right), & 0<\gamma<\frac{1}{2} \\
O(1-\phi), & \gamma>\frac{1}{2}\end{cases}
\end{aligned}
$$

for $\tau \rightarrow 0+$, the assertion of Lemma 3(i) then follows.

Concerning part (ii), term by term differentiation for $\phi<1$ is justified by Lemma 1, (3.3), so that

$$
\begin{align*}
\frac{\partial}{\partial \tau} a_{L}^{\gamma}(\tau)= & \left(\gamma-\frac{1}{2}\right) \psi^{\gamma-3 / 2} \psi^{\prime}(\tau) \sum_{n=0}^{\infty} S\left(n, \frac{1}{2}-\gamma ; \phi, \chi\right) \frac{(1 / 2-\gamma)_{n}(1 / 2-\gamma)_{n}}{n!n!} \phi^{n}  \tag{5.7}\\
& +\psi^{\gamma-1 / 2} \phi^{\prime}(\tau) \sum_{n=1}^{\infty} S\left(n, \frac{1}{2}-\gamma ; \phi, \chi\right) \frac{(1 / 2-\gamma)_{n}(1 / 2-\gamma)_{n}}{n!n!} \phi^{n-1} \\
& +\psi^{\gamma-1 / 2} \sum_{n=0}^{\infty} \frac{\partial}{\partial \tau} S\left(n, \frac{1}{2}-\gamma ; \phi, \chi\right) \frac{(1 / 2-\gamma)_{n}(1 / 2-\gamma)_{n}}{n!n!} \phi^{n}
\end{align*}
$$

and

$$
\begin{aligned}
& \frac{\partial}{\partial \tau} S\left(n, \frac{1}{2}-\gamma ; \phi, \chi\right) \\
& =\phi^{\prime}(\tau)\left(n+\frac{1}{2}-\gamma\right) \sum_{k=0}^{\infty} k F\left(n+\frac{3}{2}-\gamma, k+1 ; n+k+2 ; \phi\right) \frac{n!(-\chi)^{k}}{k!(k+n+1)!} \\
& \quad-\chi^{\prime}(\tau) \sum_{k=0}^{\infty} F\left(n+\frac{1}{2}-\gamma, k+1 ; n+k+2 ; \phi\right) \frac{n!(-\chi)^{k}}{k!(k+n+1)!}
\end{aligned}
$$

An index transformation in the second term of (5.7), together with the relation

$$
\begin{aligned}
& \left(n+\frac{1}{2}-\gamma\right) F\left(n+\frac{3}{2}-\gamma, k ; n+k+2 ; \phi\right)+k F\left(n+\frac{3}{2}-\gamma, k+1 ; n+k+2 ; \phi\right) \\
& =(n+k+1) F\left(n+\frac{3}{2}-\gamma, k ; n+k+1 ; \phi\right)-\left(\gamma+\frac{1}{2}\right) F\left(n+\frac{3}{2}-\gamma, k ; n+k+2 ; \phi\right)
\end{aligned}
$$

then give

$$
\begin{aligned}
& \frac{\partial}{\partial \tau} a_{L}^{\gamma}(\tau) \\
& \quad=\left(\gamma-\frac{1}{2}\right) \psi^{\gamma-3 / 2} \psi^{\prime}(\tau) \sum_{n=0}^{\infty} S\left(n, \frac{1}{2}-\gamma ; \phi, \chi\right) \frac{(1 / 2-\gamma)_{n}(1 / 2-\gamma)_{n} \phi^{n}}{n!n!} \\
& \quad+\left(\frac{1}{2}-\gamma\right) \psi^{\gamma-1 / 2} \phi^{\prime}(\tau) \sum_{n=0}^{\infty} S\left(n, \frac{3}{2}-\gamma ; \phi, \chi\right) \frac{(1 / 2-\gamma)_{n}(3 / 2-\gamma)_{n}}{n!n!} \phi^{n} \\
& \quad+\left(\gamma-\frac{1}{2}\right)\left(\gamma+\frac{1}{2}\right) \psi^{\gamma-1 / 2} \phi^{\prime}(\tau) \sum_{n=0}^{\infty} S\left(n+1, \frac{1}{2}-\gamma ; \phi, \chi\right) \frac{(1 / 2-\gamma)_{n}(3 / 2-\gamma)_{n}}{(n+1)!n!} \phi^{n} \\
& \quad-\psi^{\gamma-1 / 2} \chi^{\prime}(\tau) \sum_{n=0}^{\infty}\left\{\sum_{k=0}^{\infty} F\left(n+\frac{1}{2}-\gamma, k+1 ; n+k+2 ; \phi\right) \frac{n(-\chi)^{k}}{k!(k+n+1)!}\right\} \\
& \quad . \frac{(1 / 2-\gamma)_{n}(1 / 2-\gamma)_{n}}{n!n!} \phi^{n}
\end{aligned}
$$

$$
=A_{1}+A_{2}+A_{3}+A_{4}
$$

say. When estimating the four terms separately, they turn out to be of the same order if $\gamma>\frac{1}{2}$, while for $0 \leqq \gamma<\frac{1}{2}$ the second term turns out to be the main one. Indeed, since

$$
\begin{aligned}
& \left|A_{1}\right| \leqq \psi^{\gamma-3 / 2}\left|\left(\gamma-\frac{1}{2}\right) \psi^{\prime}(\tau)\right| F\left(\frac{1}{2}-\gamma, \frac{1}{2}-\gamma ; 1 ; \phi\right) \\
& \left|A_{3}\right| \leqq C_{\gamma} \psi^{\gamma-1 / 2}\left|\left(\gamma-\frac{1}{2}\right)\left(\gamma+\frac{1}{2}\right) \phi^{\prime}(\tau) F\left(\frac{1}{2}-\gamma, \frac{3}{2}-\gamma ; 2 ; \phi\right)\right|
\end{aligned}
$$

where the constant $C_{\gamma}$ equals 1 for $0 \leqq \gamma<\frac{1}{2}$, and

$$
\begin{aligned}
&\left|A_{4}\right| \leqq \psi^{\gamma-1 / 2}\left|\chi^{\prime}(\tau)\right| \sum_{n=0}^{\infty} \int_{0}^{1}\left|j_{0}(2 \sqrt{\chi t})\right|(1-t)^{n}(1-t \phi)^{-n-1 / 2+\gamma} d t \\
& \cdot \frac{(1 / 2-\gamma)_{n}(1 / 2-\gamma)_{n}}{n!n!} \phi^{n} \\
& \leqq \psi^{\gamma-1 / 2}\left|\chi^{\prime}(\tau)\right| F\left(\frac{1}{2}-\gamma, \frac{1}{2}-\gamma ; 1 ; \phi\right) \cdot \begin{cases}\frac{1}{\gamma+1 / 2}, & 0 \leqq \gamma<\frac{1}{2} \\
1, & \gamma \geqq \frac{1}{2}\end{cases}
\end{aligned}
$$

it follows for $i=1,3,4$ that

$$
A_{i}=\left\{\begin{array}{ll}
O\left(\log \frac{1}{\tau}\right), & \gamma=0,  \tag{5.8}\\
O(1), & \gamma>0
\end{array} \quad(\tau \rightarrow 0+)\right.
$$

For $\gamma>\frac{1}{2}, A_{2}$ is of the same order since, in view of (3.3),

$$
\begin{align*}
\left|A_{2}\right| \leqq & \left(\gamma-\frac{1}{2}\right) \psi^{\gamma-1 / 2}\left|\phi^{\prime}(\tau)\right|  \tag{5.9}\\
& \cdot \sum_{n=0}^{\infty} \frac{\left|(1 / 2-\gamma)_{n}(3 / 2-\gamma)_{n}\right|}{n!n!} \phi^{n} \cdot \begin{cases}1+\frac{\chi}{\gamma^{2}-1 / 4}, & \frac{1}{2}<\gamma<1 \\
1, & \gamma \geqq 1\end{cases} \\
= & O(1) \quad(\tau \rightarrow 0+)
\end{align*}
$$

It remains to consider $A_{2}$ in case $0 \leqq \gamma<\frac{1}{2}$. Euler's transformation and integral representation give

$$
\begin{aligned}
S\left(n, \frac{3}{2}\right. & -\gamma ; \phi, \chi) \\
& =(1-\phi)^{\gamma-1 / 2} \sum_{k=0}^{\infty} F\left(k+\gamma-\frac{1}{2}, n+1 ; k+n+1 ; \phi\right) \frac{n!(-\chi)^{k}}{k!(k+n)!} \\
& =1+(1-\phi)^{\gamma-1 / 2} \frac{n!}{(3 / 2-\gamma)_{n} \Gamma(3 / 2-\gamma)} \\
& \cdot \sum_{k=1}^{\infty} \int_{0}^{1} t^{k+\gamma-3 / 2}(1-t)^{n-\gamma+1 / 2}(1-t \phi)^{-n-1} d t \frac{(-\chi)^{k}}{\Gamma(k+\gamma-1 / 2) k!} .
\end{aligned}
$$

Inserting this into $A_{2}$ and interchanging the order of summation we have

$$
\begin{aligned}
A_{2}=\left(\frac{1}{2}-\gamma\right) & \psi^{\gamma-1 / 2} \phi^{\prime}(\tau) \\
& \cdot\left[F\left(\frac{1}{2}-\gamma, \frac{3}{2}-\gamma ; 1 ; \phi\right)+\frac{1}{\Gamma(3 / 2-\gamma)}(1-\phi)^{\gamma-1 / 2}\right. \\
& \cdot \sum_{k=1}^{\infty}\left\{\sum_{n=0}^{\infty} \frac{(1 / 2-\gamma)_{n}}{n!} \int_{0}^{1} t^{k+\gamma-3 / 2}(1-t)^{n-\gamma+1 / 2}(1-t \phi)^{-n-1} d t \phi^{n}\right\} \\
& \left.\cdot \frac{(-\chi)^{k}}{\Gamma(k+\gamma-1 / 2) k!}\right]
\end{aligned}
$$

and, by (5.6), the sum in curly brackets equals

$$
\begin{aligned}
& (1-\phi)^{\gamma-1 / 2} \int_{0}^{1} t^{k+\gamma-3 / 2}(1-t)^{-\gamma+1 / 2}(1-t \phi)^{-\gamma-1 / 2} d t \\
& \quad=(1-\phi)^{\gamma-1 / 2} \frac{\Gamma(k+\gamma-1 / 2) \Gamma(3 / 2-\gamma)}{\Gamma(k+1)} F\left(\gamma+\frac{1}{2}, k+\gamma-\frac{1}{2} ; k+1 ; \phi\right)
\end{aligned}
$$

Using the transformation

$$
F\left(\frac{1}{2}-\gamma, \frac{3}{2}-\gamma ; 1 ; \phi\right)=(1-\phi)^{2 \gamma-1} F\left(\gamma+\frac{1}{2}, \gamma-\frac{1}{2} ; 1 ; \phi\right)
$$

and applying Euler's integral representation once more, one obtains

$$
A_{2}=\left(\frac{1}{2}-\gamma\right) \psi^{\gamma-1 / 2} \phi^{\prime}(\tau)(1-\phi)^{2 \gamma-1} \sum_{k=0}^{\infty} F\left(\gamma+\frac{1}{2}, k+\gamma-\frac{1}{2} ; k+1 ; \phi\right) \frac{(-\chi)^{k}}{\Gamma^{2}(k+1)} .
$$

Using now (3.2a), $1-\phi=\psi^{-1} \xi \tau x t$ and $\phi^{\prime}(\tau)=-\psi_{0}^{-1} \xi x t+O(\tau), \tau \rightarrow 0+$, we arrive at

$$
\begin{align*}
& A_{2}=\frac{\Gamma(1-2 \gamma)}{\Gamma^{2}(1 / 2-\gamma)} \psi^{\gamma-1 / 2} \phi^{\prime}(\tau)(1-\phi)^{2 \gamma-1} j_{-\gamma-1 / 2}(2 \sqrt{\chi})+\left\{\begin{array}{lc}
O\left(\log \frac{1}{\tau}\right), & \gamma=0 \\
O(1), & 0<\gamma<\frac{1}{2}
\end{array}\right. \\
& \quad=-\frac{\Gamma(1-2 \gamma)}{\Gamma^{2}(1 / 2-\gamma)} \psi_{0}^{-\gamma-1 / 2}(\xi x t)^{2 \gamma} j_{-\gamma-1 / 2}\left(2 \sqrt{\chi_{0}}\right) \tau^{2 \gamma-1}+\left\{\begin{array}{lc}
O\left(\log \frac{1}{\tau}\right), & \gamma=0 \\
O(1), & 0<\gamma<\frac{1}{2}
\end{array}\right. \tag{5.10}
\end{align*}
$$

as $\tau \rightarrow 0+$. By (5.8), (5.9), and (5.10), the proof of Lemma 3 is complete.

Applying Lemma 3 for $\gamma=|\alpha|$ to the right-hand side of (5.4) and observing (5.5), the desired asymptotic expansions now follow:

$$
\begin{align*}
G_{L}^{\alpha}(\tau)= & -\frac{\Gamma(2 \alpha+1)}{\Gamma^{2}(\alpha+1 / 2)} \xi(x t)^{-2 \alpha} \psi_{0}^{\alpha-1 / 2} j_{\alpha-1 / 2}\left(2 \sqrt{\chi_{0}}\right)  \tag{5.11}\\
& + \begin{cases}O(\tau), \quad \alpha \geqq \frac{1}{2}, \\
O\left(\tau^{2 \alpha}\right), & 0<\alpha<\frac{1}{2}, \\
O\left(\tau \log \frac{1}{\tau}\right), \quad \alpha=0, \\
O\left(\tau^{2 \alpha+1}\right), & -\frac{1}{2}<\alpha<0 \quad(\tau \rightarrow 0+), \\
G_{L}^{-1 / 2}(\tau)=\frac{1}{2} \xi x t j_{1}\left(2 \sqrt{\chi_{0}}\right)+O(\tau) \quad(\tau \rightarrow 0+),\end{cases}
\end{align*}
$$

where $\psi_{0}=\chi_{0}=\frac{1}{16}\left[(x+t)^{2}-\xi^{2}\right]\left[\xi^{2}-(x-t)^{2}\right]$. In view of (5.1) we thus have found that (5.12)
$w_{L}^{\alpha}(x, t, \xi)= \begin{cases}\frac{\Gamma(2 \alpha+1)}{\Gamma^{2}(\alpha+1 / 2)} \xi(2 x t)^{-2 \alpha}(\rho(x, t, \xi))^{2 \alpha-1} j_{\alpha-1 / 2}(\rho(x, t, \xi)), & \alpha>-\frac{1}{2}, \\ -\frac{1}{4} \xi x t j_{1}(\rho(x, t, \xi)), & \alpha=-\frac{1}{2},\end{cases}$
where $\rho$ is given by (1.7).
Proof of Theorem 1. Using (2.4) and Legendre's duplication formula, the kernel representation (1.6) is an immediate consequence of (5.12).
6. A comparison between the Laguerre and the Hankel translations. There is a deep relation between the geometrical interpretations of both translations. In fact the Laguerre translation plays the same role in the rotation invariant case of the Weyl transform on a higher dimensional Heisenberg group as the Hankel translation does with respect to the rotation invariant case of the ordinary Fourier transform in several variables [24].

But while the Hankel translation is a positive operator, the Laguerre translation obviously is not. Nevertheless, it follows from the estimate (3.5) of the Bessel functions that, for each $\alpha \geqq 0$, the respective translation kernels are related by

$$
\left|K_{L}^{\alpha}(x, t, z)\right| \leqq K_{H}^{\alpha}(x, t, z) \quad(0<x, t, z<\infty) .
$$

Consequently, the operator norms of the translations satisfy

$$
\left\|T_{L, t}^{\alpha}\right\|_{\left[L_{w(2 \alpha+1)}^{1}\right]} \leqq\left\|T_{H, t}^{\alpha}\right\|_{\left[L_{w(2 \alpha+1)}^{1}\right]}=1 \quad(\alpha \geqq 0, t \geqq 0),
$$

and, in fact, it can be shown that equality holds [12]. To our opinion this is a surprising result which seems to indicate that even nonpositive translation operators may show a favourable norm behavior.

In addition to the numerous relations between the Laguerre and Hankel cases mentioned in the preceding paragraphs, it is to be noted that the Riemann functions themselves are closely related to each other by

$$
\begin{equation*}
\left|A_{L}^{\alpha}(\xi, \tau ; x, t)\right| \leqq A_{H}^{\alpha}(\xi, \tau ; x, t) \tag{6.1}
\end{equation*}
$$

provided $\alpha \geqq-\frac{1}{2}$ and $(\xi, \tau) \in \overline{\Delta_{x}}$. This follows from (4.9), (4.13) by observing that the factors $S\left(n, \frac{1}{2}-|\alpha| ; \phi, \chi\right)$ are uniformly bounded by 1 in view of Lemma 1.

We finally mention two different formal representations of the translation kernels as a "triple product integral" and a "triple product sum", which reflect the formal difference arising from the continuous and discrete spectrum of the S.-L. DE (1.4) for $q \equiv 0$ and $q(x)=x^{2}$, respectively. These are

$$
\begin{aligned}
& K_{H}^{\alpha}(x, t, z)=\left[2^{\alpha} \Gamma(\alpha+1)\right]^{-2} \int_{0}^{\infty} j_{\alpha}(x u) j_{\alpha}(t u) j_{\alpha}(z u) u^{2 \alpha+1} d u \\
& K_{L}^{\alpha}(x, t, z)=\sum_{k=0}^{\infty} \frac{2 \Gamma(k+\alpha+1)}{\Gamma^{2}(\alpha+1) \Gamma(k+1)} y_{k}^{\alpha}(x) y_{k}^{\alpha}(t) y_{k}^{\alpha}(z)
\end{aligned}
$$

if $|x-t|<z<x+t$. This can also be compared with the kernel representation of the Jacobi translation given by Gasper [11, (2.2)] as a sum over triple products of Jacobi polynomials as well as an integral of a triple product of Bessel functions.
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#### Abstract

In an earlier article [Technique for evaluating indefinite integrals involving products of certain special functions, Jean C. Piquette and A. L. Van Buren, SIAM J. Math. Anal., 15 (1984), pp. 845-855], a new analytical technique for evaluating indefinite integrals involving special functions was described. The technique replaces the integral by an inhomogeneous set of coupled first-order differential equations. This coupled set does not explicitly contain the special functions of the integrand, and any particular solution of the set is sufficient to obtain an analytical result for the indefinite integral. The present article gives an analytical expression for the functional coefficients arising in the coupled set. Thus, the process of obtaining the coupled set is reduced to evaluation of the analytical expression. This formula is therefore valuable in creating a general algorithm for analytically evaluating indefinite integrals of special functions. Such an algorithm could be used to mechanically generate the coupled differential equations, and could be readily implemented on a digital computer using a symbolic manipulation program.
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1. Introduction. A previous article [1] presented an analytical technique for evaluating indefinite integrals of the form

$$
\begin{equation*}
I=\int d x f(x) \prod_{i=1}^{m} R_{\mu_{i}}^{(i)}(x) \tag{1}
\end{equation*}
$$

where $R_{\mu_{i}}^{(i)}(x)$ is the $i$ th type of special function of order $\mu_{i}$ obeying the set of recurrence relations

$$
\begin{align*}
& R_{\mu+1}^{(i)}(x)=a_{\mu}(x) R_{\mu}^{(i)}(x)+b_{\mu}(x) R_{\mu-1}^{(i)}(x),  \tag{2a}\\
& D R_{\mu}^{(i)}(x)=c_{\mu}(x) R_{\mu}^{(i)}(x)+d_{\mu}(x) R_{\mu-1}^{(i)}(x) . \tag{2b}
\end{align*}
$$

Here $a_{\mu}, b_{\mu}, c_{\mu}$, and $d_{\mu}$ are known functions corresponding to $R_{\mu}^{(i)}$. The symbol $D$ represents $d / d x$. The function $f(x)$ and the product $\Pi R_{\mu}^{(i)}$ are both assumed continuous (or with at most a finite number of discontinuities) over an interval [ $x_{1}, x_{2}$ ], insuring that the integral $I$ exists in the same interval. The technique is a generalization of one used by Sonine [2] (described by Watson [3]) to evaluate indefinite integrals involving products of Bessel functions. Reference [1] extended the technique to include most of the special functions of physics, including Legendre functions, Hermite functions, Laguerre funtions, etc. The technique replaces the integral which is to be evaluated by an inhomogeneous set of coupled first-order differential equations. The coupled set does not explicitly contain any of the special functions $R_{\mu}^{(i)}$, and any particular solution of the set is sufficient to yield an analytical expression for the integral $I$.

[^87]The method of [1] assumes that the integral $I$ of (1) may be represented by the expression

$$
\begin{equation*}
I=\sum_{p_{1}=0}^{1} \sum_{p_{2}=0}^{1} \sum_{p_{m}=0}^{1} A_{p_{1} p_{2}, \cdots, p_{m}}(x) \prod_{i=1}^{m} R_{\mu_{i}+p_{i}}^{(i)}(x) \tag{3}
\end{equation*}
$$

where the $2^{m}$ coefficients $A_{p_{1}, p_{2}, \cdots, p_{m}}(x)$ are functions to be determined. The technique replaces the integral $I$ with the coupled set of differential equations

$$
\begin{equation*}
f(x) \delta_{0, p}=D A_{p}+\sum_{[q]} B_{p q} A_{q} \tag{4}
\end{equation*}
$$

where $\delta$ is a Kronecker delta defined to be zero unless $p_{1}=p_{2}=\cdots=p_{m}=0$. In (4), the shorthand notations $A_{p} \equiv A_{p_{1}, p_{2}, \cdots, p_{m}}(x)$ and $B_{p q} \equiv B_{p_{1}, p_{2}, \cdots, p_{m}, q_{1}, q_{2}, \cdots, q_{m}}(x)$ have been used. Also, the notation $\sum_{\{q\}}$ represents the multiple summations

$$
\sum_{q_{1}=0}^{1} \sum_{q_{2}=0}^{1} \cdots \sum_{q_{m}=0}^{1}
$$

The functions $B_{p q}$ are described in [1] as being known functions resulting from repeated applications of the relations of (2) and the regrouping of terms in the form $\Pi_{i=1}^{m} R_{\mu_{i}+p_{i}}^{(i)}$. As of the writing of [1], no general analytical expression for the coefficients $B_{p q}$ was available. However, due to the advent of symbolic manipulation computer programs (such as MACSYMA, SMP, REDUCE, MAPLE, etc.), such a formula would reduce the problem of generating the coupled set (4) from the indefinite integral of (1) to a mechanical process (i.e., evaluation of a formula). Since a particular solution to the coupled set may be easier to obtain than directly performing the indefinite integral, the availability of a formula to generate the required coupled set in an algorithmic way is of interest. This formula is obtained in the present article.
2. An analytical expression for the coefficients $\boldsymbol{B}_{p q}$. Rather than working directly with the recurrence relations (2), it is more convenient to use the equivalent set

$$
\begin{align*}
& D R_{\mu}^{(i)}(x)=a_{\mu}^{\prime}(x) R_{\mu}^{(i)}(x)+b_{\mu}^{\prime}(x) R_{\mu+1}^{(i)}(x)  \tag{5a}\\
& D R_{\mu+1}^{(i)}(x)=c_{\mu}^{\prime}(x) R_{\mu}^{(i)}(x)+d_{\mu}^{\prime}(x) R_{\mu+1}^{(i)}(x) \tag{5b}
\end{align*}
$$

where

$$
\begin{array}{ll}
a_{\mu}^{\prime}(x) \equiv c_{\mu}(x)-\frac{a_{\mu}(x) d_{\mu}(x)}{b_{\mu}(x)}, & c_{\mu}^{\prime}(x) \equiv d_{\mu+1}(x), \\
b_{\mu}^{\prime}(x) \equiv d_{\mu}(x) / b_{\mu}(x), & d_{\mu}^{\prime}(x) \equiv c_{\mu+1}(x)
\end{array}
$$

The special case where $b_{\mu}=0$ (discussed extensively in [1]) is excluded here.
The desired expression for $B_{p q}$ is now obtained in the following way: The logarithmic derivative of the expression $\prod_{i=1}^{m} R_{\mu_{i}+p_{i}}^{(i)}(x)$ is first computed and simplified using recurrence relations (5). It is next necessary to express the quantity

$$
\sum_{\{p\}} A_{p} D \prod_{i=1}^{m} R_{\mu_{i}+p_{i}}^{(i)}(x)
$$

in terms of expressions of the form $\Pi_{i=1}^{m} R_{\mu_{i}+p_{i}}^{(i)}(x)$. The desired expression for $B_{p q}$ is obtained by comparing the result of the above computation with second term on the right-hand side of [1, eq. (10)]. The result is

$$
\begin{align*}
B_{p q}=\sum_{j=1}^{m} & {\left[\left(a_{\mu_{j}}^{\prime}(x) \prod_{l=1}^{m} \delta_{q_{l}, p_{l}}+c_{\mu_{j}}^{\prime}(x) \prod_{l=1}^{m} \delta_{q_{l}, p_{l}+\delta_{l j}}\right) \delta_{p_{j}, 0}\right.}  \tag{6}\\
& \left.+\left(b_{\mu_{j}}^{\prime}(x) \prod_{l=1}^{m} \delta_{q_{l}, p_{l}-\delta_{l j}}+d_{\mu_{j}}^{\prime}(x) \prod_{l=1}^{m} \delta_{q_{l}, p_{l}}\right) \delta_{p_{j}, 1}\right],
\end{align*}
$$

where $a_{\mu}^{\prime}, b_{\mu}^{\prime}, c_{\mu}^{\prime}$, and $d_{\mu}^{\prime}$ are defined above. Although the number of coefficients $B_{p, q}$ becomes large even for small values of $m$ (this number being equal to $2^{2 m}$ ), this presents no difficulty to the new symbol manipulation computer programs which routinely evaluate symbolic expressions containing thousands of terms. [1] discusses the procedure necessary to obtain a series solution (involving a single summation index) for the unknown integral. This process could also be implemented mechanically using a symbol manipulation program. In fact, I have recently implemented [1, eq. (10)], replacing $B_{p q}$ with (6) above, using the SMP ${ }^{\oplus}$ computer program. This implementation has enabled generation of the relevant differential equations to occur in a few minutes, compared with the several hours normally required when implemented using paper and pencil. Hence, combining the technique of [1] and the formula of (6) above, it should generally be possible to obtain a simple series representation for integrals of the type (1). Of course, if a closed-form particular solution of the coupled set (4) is found, then a closed-form analytical expression for the integral of (1) results via (3).
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#### Abstract

A method is presented for obtaining recurrence relations for the coefficients in Jacobi series solutions of linear ordinary differential equations with polynomial coefficients.
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1. Introduction. A function defined in the interval $\langle-1,1\rangle$ and satisfying the required conditions (see, e.g., [3, v. 1, §10.19] or [11, v. 1, §8.3]) may be expanded into a series uniformly convergent in this interval with respect to the Jacobi polynomials (in short: the Jacobi series):

$$
\begin{equation*}
f=\sum_{k=0}^{\infty} a_{k}^{(\alpha, \beta)}[f] P_{k}^{(\alpha, \beta)} \quad(\alpha>-1, \beta>-1) . \tag{1.1}
\end{equation*}
$$

Here $P_{k}^{(\alpha, \beta)}$ is the usual notation for the $k$ th Jacobi polynomial, and

$$
\begin{array}{r}
a_{k}^{(\alpha, \beta)}[f]=\frac{(2 k+\lambda) k!\Gamma(k+\lambda)}{2^{\lambda} \Gamma(k+\alpha+1) \Gamma(k+\beta+1)} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{k}^{(\alpha, \beta)}(x) f(x) d x  \tag{1.2}\\
(k=0,1, \cdots)
\end{array}
$$

where

$$
\lambda=\alpha+\beta+1 .
$$

Some alternative forms for the coefficients (1.2) are available for many elementary and special functions (see, e.g., [11, v. 2, §9.3]). In particular, if $f$ belongs to the hypergeometric family, $a_{k}^{(\alpha, \beta)}[f]$ is also of this type and obeys a difference equation of the form

$$
\begin{equation*}
\sum_{j=0}^{r} A_{j}(k) \psi_{k+j}=B(k) \tag{1.3}
\end{equation*}
$$

in which $A$ and $B$ are rational in $k[11$, v. 2, §12.4], [10]. In this case, equation (1.3) serves as the basis for a very efficient numerical procedure for the calculation of $a_{k}^{(\alpha, \beta)}[f]$ (see [11, v. 2, §12.5] or [17, Ex. 7.2]).

A simple and universal method for deriving a recurrence relation for the coefficients $a_{k}^{(\alpha, \beta)}[f]$ may be applied in the case where the function $f$ satisfies the linear differential equation

$$
\begin{equation*}
\sum_{m=0}^{n} p_{m} f^{(m)}=q \tag{1.4}
\end{equation*}
$$

[^88]of order $n$, with suitable initial or boundary conditions. In (1.4) $p_{0}, p_{1}, \cdots, p_{n}$ are polynomials, and the coefficients $a_{k}^{(\alpha, \beta)}[q]$ are known. The main idea of this method should be ascribed to Clenshaw [1]. We restate Clenshaw's result briefly. We assume the Chebyshev series expansion for $f$ :
\[

$$
\begin{equation*}
f=\frac{1}{2} t_{0}[f] T_{0}+\sum_{k=0}^{\infty} t_{k}[f] T_{k} \tag{1.5}
\end{equation*}
$$

\]

and similar expansions for the derivatives, where $T_{k}$ is the Chebyshev polynomial

$$
\begin{equation*}
T_{k}(x)=\frac{k!}{(1 / 2)_{k}} P_{k}^{(-1 / 2,-1 / 2)}(x) \tag{1.6}
\end{equation*}
$$

Here we use the Pochhammer symbol

$$
(a)_{k}=\Gamma(a+k) / \Gamma(a) .
$$

The following identities can be deduced from basic difference properties of the Chebyshev polynomials [1]:

$$
\begin{align*}
& t_{k-1}\left[f^{(m+1)}\right]-t_{k+1}\left[f^{(m+1)}\right]=2 k t_{k}\left[f^{(m)}\right],  \tag{1.7}\\
& t_{k}\left[x^{s} f^{(m)}\right]=2^{-s} \sum_{j=0}^{s}\binom{s}{j} t_{k-s+2 j}\left[f^{(m)}\right], \tag{1.8}
\end{align*}
$$

for nonnegative integers $m$ and $s$. The above equations are then applied to the differential equation (1.4) to obtain a system of finite difference equations for the coefficients $\left\{t_{k}\left[f^{(m)}\right]\right\}(m=0,1, \cdots, n)$. Many authors (Fox [4], Fox and Parker [5], Geddes [6], Horner [7], Morris and Horner [13], Olaofe [14], Paszkowski [15]) have proposed modifications and improvements of Clenshaw's method, which lead to a single difference equation or recurrence relation for the principal coefficients $\left\{t_{k}[f]\right\}$.

Paszkowski ([15, §13]) has raised the problem of constructing the recurrence relation which has the lowest order among all such relations following from (1.4), (1.7) and (1.8). The complete solution to this problem, even in the more general case of the Gegenbauer series expansion

$$
\begin{equation*}
f=\sum_{k=0}^{\infty} g_{k}^{(\nu)}[f] C_{k}^{(\nu)} \quad(\nu>-1 / 2) \tag{1.9}
\end{equation*}
$$

where $C_{k}^{(\nu)}$ is the Gegenbauer polynomial

$$
\begin{align*}
& C_{k}^{(\nu)}=\frac{(2 \nu)_{k}}{(\nu+1 / 2)_{k}} P_{k}^{(\nu-1 / 2, \nu-1 / 2)} \quad(\nu \neq 0),  \tag{1.10}\\
& C_{k}^{(0)}=\lim _{\nu \rightarrow 0} \nu^{-1} C_{k}^{(\nu)},
\end{align*}
$$

was given by Lewanowicz [8]. A generalization of Clenshaw's method, in which (1.6) was replaced by (1.9), has been given by Elliott [2].

The case of the unsymmetric Jacobi polynomial expansion (1.1), for which $\alpha \neq \beta$, was discussed in [9]; the proposed optimum algorithm provides a recurrence relation of minimum order among all such equations which can be obtained from the differential equation (1.4), using basic difference and differential properties of the Jacobi polynomials (see (3.1), (3.2)).

In the present paper we describe another method for constructing a recurrence relation for the coefficients (1.2). The new method, though not optimum in general, seems to have some important advantages over the algorithms of papers [8] and [9]. First, the recurrence relation and its order are given by explicit formulae. Second, the components of these formulae are expressed in terms of the coefficients of the differential equation

$$
\begin{equation*}
\sum_{m=0}^{n}\left(q_{m} f\right)^{(m)}=q \tag{1.11}
\end{equation*}
$$

where

$$
\begin{equation*}
q_{m}=\sum_{j=m}^{n}(-1)^{j-m}\binom{j}{m} p_{j}^{(j-m)}, \tag{1.12}
\end{equation*}
$$

which is equivalent to (1.4) (see, e.g., [15], p. 231). Last, the new procedure involves much less computational effort. Also, it could well be programmed in a language for symbolic computation; in this connection, see [6] and [16].

The main result of the paper is given in §4. The special cases of Gegenbauer and Chebyshev expansions are discussed in §5. Section 6 contains an illustrative example.

In the sequel we shall use the notation [9]

$$
\begin{equation*}
b_{k}[f] \equiv b_{k}^{(\alpha, \beta)}[f]=\frac{\Gamma(k+\alpha+1)}{\Gamma(k+\lambda)(2 k+\lambda-1)_{3}} a_{k}^{(\alpha, \beta)}[f] . \tag{1.13}
\end{equation*}
$$

We call $b_{k}[f]$ the Jacobi coefficients of the function $f$. It will be convenient to use coefficients with negative indices. We assume that if $\alpha \neq \beta$, or $\alpha=\beta$ but $2 \alpha+1$ is not an integral $\geqq 0$, then

$$
\begin{equation*}
b_{-k}^{(\alpha, \beta)}[f]=0 \quad \text { for } k=1,2, \cdots, \tag{1.14}
\end{equation*}
$$

and if $\alpha=\beta$ and $2 \alpha+1=m$ is a nonnegative integer, we define [2]

$$
b_{-k}^{(\alpha, \alpha)}[f]= \begin{cases}0 & \text { for } k=1,2, \cdots, m-1,  \tag{1.15}\\ b_{k-m}^{(\alpha, \alpha)}[f] & \text { for } k \geqq m .\end{cases}
$$

The quantities

$$
\begin{equation*}
c_{k}[f] \equiv c_{k}^{(\nu)}[f]=2\left(k+\nu-\frac{1}{2}\right) b_{k}^{(\nu-1 / 2, \nu-1 / 2)}[f] \tag{1.16}
\end{equation*}
$$

are called the Gegenbauer coefficients of $f$. It can be seen that

$$
c_{k}^{(\nu)}[f]= \begin{cases}\frac{\sqrt{\pi}}{\Gamma(\nu)(k+\nu)} g_{k}^{(\nu)}[f] & (\nu \neq 0) \\ \frac{\sqrt{\pi}}{4} t_{k}[f] & (\nu=0)\end{cases}
$$

2. Difference operators. The results given in the following sections are expressed in terms of a certain type of linear operator. Let $\mathscr{S}$ denote the linear space of all "doubly infinite" sequences of complex numbers, with addition of sequences and scalar multiplication defined as usual. Obviously $\mathscr{S}$ is the space of all complex-valued func-
tions defined on the set of all integers. Let $\mathscr{S}_{\text {rat }}$ denote the set of all rational functions $s \in \mathscr{S}$.

Consider the set $\mathscr{S}^{*}$ of all linear operators mapping $\mathscr{S}$ into itself. For $T \in \mathscr{S}^{*}$ and $\left\{z_{k}\right\} \in \mathscr{S}$, we denote the $k$ th coordinate of the sequence $T\left\{z_{k}\right\} \in \mathscr{S}$ by $T z_{k}$, so that $T\left\{z_{k}\right\}=\left\{T z_{k}\right\}$. The zero operator, the identity operator and the mth shift operator in $\mathscr{S}^{*}$ are denoted by $\theta, I$ and $E^{m}$, respectively. Then we have

$$
\begin{equation*}
I z_{k}=z_{k}, \quad \theta z_{k}=0, \quad E^{m} z_{k}=z_{k+m} \tag{2.1}
\end{equation*}
$$

for every $\left\{z_{k}\right\} \in \mathscr{S}$. Clearly, $E^{0}=I$.
Let $\mathscr{L}$ be the set of all operators $L \in \mathscr{S}^{*}$ such that

$$
\begin{equation*}
L=\sum_{j=0}^{r} \lambda_{j}(k) E^{u+j} \tag{2.2}
\end{equation*}
$$

where $r \geqq 0$ and $u$ are integers, and $\lambda_{0}, \lambda_{1}, \cdots, \lambda_{r} \in \mathscr{S}_{\text {rat }}$. Every nonzero operator $L \in \mathscr{L}$ can be expressed in the form (2.2) with $\lambda_{0} \not \equiv 0$ and $\lambda_{r} \not \equiv 0$. The number $r=r(L)$ is referred to as the order of the operator $L$, while $\lambda_{j}$ are called the coefficients of $L$. The elements of the set $\mathscr{L}$ are known as difference operators.

Let $L \in \mathscr{L}$ be defined by (2.2) and let $M \in \mathscr{L}$ be such that

$$
M=\sum_{j=0}^{t} \mu_{j}(k) E^{\nu+j}
$$

We define the product of $L$ and $M$ to be the operator

$$
L M=\sum_{i=0}^{r} \lambda_{i}(k) \sum_{j=0}^{t} \mu_{j}(k+u+i) E^{u+v+i+j}
$$

It can be seen that under this definition of multiplication, with addition defined in a natural manner, $\mathscr{L}$ forms a ring with identity $I$.

Let $L \in \mathscr{L}$ and $\omega \in \mathscr{S}$. The equation $L z_{k}=\omega(k)$ is the recurrence relation for the sequence $\left\{z_{k}\right\} \in \mathscr{S}$; the order of the recurrence relation is the order of the difference operator $L$.
3. Properties of the Jacobi coefficients. The well-known difference properties of the Jacobi polynomials,

$$
\begin{aligned}
&(2 k+\lambda-1)_{3} x P_{k}^{(\alpha, \beta)}(x)= 2(k+\alpha)(k+\beta)(2 k+\lambda+1) P_{k-1}^{(\alpha, \beta)}(x) \\
&+\left(\alpha^{2}-\beta^{2}\right)(2 k+\lambda) P_{k}^{(\alpha, \beta)}(x) \\
&+2(k+1)(k+\lambda)(2 k+\lambda-1) P_{k+1}^{(\alpha, \beta)}(x), \\
& 2\left[(k+\lambda-1)_{2}(2 k+\lambda-1) \frac{d}{d x} P_{k+1}^{(\alpha, \beta)}(x)+(\alpha-\beta)\right. \\
& \cdot(k+\lambda-1)(2 k+\lambda) \frac{d}{d x} P_{k}^{(\alpha, \beta)}(x) \\
&\left.-(k+\alpha)(k+\beta)(2 k+\lambda+1) \frac{d}{d x} P_{k-1}^{(\alpha, \beta)}(x)\right] \\
&=(k+\lambda-1)(2 k+\lambda-1)_{3} P_{k}^{(\alpha, \beta)}(x)
\end{aligned}
$$

(see, e.g., [3, v. 2, §10.8] or [11, v. 1, §8]) imply the following basic identities for the Jacobi coefficients [9]:

$$
\begin{align*}
& X b_{k}[f]=b_{k}[x f(x)]  \tag{3.1}\\
& D b_{k}\left[f^{\prime}\right]=b_{k}[f] \tag{3.2}
\end{align*}
$$

Here $X$ and $D$ are difference operators,

$$
\begin{align*}
& X=\sum_{j=0}^{2} \xi_{j}(k) E^{j-1}  \tag{3.3}\\
& D=\sum_{j=0}^{2} \delta_{j}(k) E^{j-1} \tag{3.4}
\end{align*}
$$

and $\xi_{j}, \delta_{j}$ are rational functions,

$$
\begin{align*}
& \delta_{0}(k)=2(k+\alpha)(2 k+\lambda-3) / \gamma(k), \quad \delta_{1}(k)=2(\alpha-\beta)(2 k+\lambda) / \gamma(k)  \tag{3.5}\\
& \delta_{2}(k)=-2(k+\beta+1)(2 k+\lambda+3) / \gamma(k), \quad \gamma(k)=(2 k+\lambda-1)_{3} \\
& \xi_{0}(k)=k \delta_{0}(k), \quad \xi_{1}(k)=\frac{1-\lambda}{2} \delta_{1}(k), \quad \xi_{2}(k)=-(k+\lambda) \delta_{2}(k) \tag{3.6}
\end{align*}
$$

From (3.1) and (3.2) we deduce the more general equations

$$
\begin{align*}
& p(X) b_{k}[f]=b_{k}[p f] \quad(p \text { a polynomial })  \tag{3.7}\\
& D^{i} b_{k}\left[f^{(i)}\right]=b_{k}[f] \tag{3.8}
\end{align*}
$$

Powers of the operators $X$ and $D$ may be obtained by the following procedure. Let $\Lambda \in \mathscr{L}, \Lambda=\sum_{j=0}^{2} \lambda_{j}(k) E^{j-1}$. Then we have

$$
\Lambda^{i}=\sum_{j=0}^{2 i} \lambda_{i j}(k) E^{j-i} \quad(i \geqq 0)
$$

where $\lambda_{i j} \in \mathscr{S}_{\text {rat }}, \lambda_{00}(k) \equiv 1$, and

$$
\begin{aligned}
& \lambda_{i j}(k)=\lambda_{0}(k) \lambda_{i-1, j}(k-1)+ \lambda_{1}(k) \lambda_{i-1, j-1}(k)+\lambda_{2}(k) \lambda_{i-1, j-2}(k+1) \\
&\left(j=0,1, \cdots, 2 i ; \lambda_{i,-2}=\lambda_{i,-1}=\lambda_{i, 2 i+1}=\lambda_{i, 2 i+2} \equiv 0\right)
\end{aligned}
$$

for $i \geqq 1$. Moreover, if $\Lambda$ has the symmetry property $\lambda_{j}(k)=\lambda_{2-j}(-k-\lambda)(j=0,1,2)$ then $\Lambda^{i}$ also has this property: $\lambda_{i j}(k)=\lambda_{i, 2 i-j}(-k-\lambda)(j=0,1, \cdots, 2 i)$. Note that $D$ and $X$ have the symmetry property.

Definition 3.1. Let

$$
\begin{aligned}
& A_{m}^{(\varepsilon)}=I+\tau_{m}^{(\varepsilon)}(k) E, \\
& Q_{m}^{(\varepsilon)}=k I-(k+\lambda+m+1) \tau_{m}^{(\varepsilon)}(k) E,
\end{aligned}
$$

where $\varepsilon= \pm 1, m=0,1, \cdots$, and

$$
\tau_{m}^{(-1)}(k)=\frac{(2 k+\lambda+1)_{3}}{(2 k+\lambda+m+1)_{2}(2 k+\lambda-1)}, \quad \tau_{m}^{(1)}(k)=-\frac{k+\beta+1}{k+\alpha+1} \tau_{m}^{(-1)}(k)
$$

Further, let

$$
\begin{aligned}
S_{i j}^{(\varepsilon)} & =I & & (i<j), \\
& =A_{i}^{(\varepsilon)} S_{i-1, j}^{(\varepsilon)} & & (i \geqq j \geqq 0), \\
P_{h}^{(\varepsilon)} & =S_{h-1,0}^{(\varepsilon)} & & (h \geqq 0), \\
R_{m}^{(\varepsilon)} & =I & & (m=0), \\
& =Q_{m-1}^{(\varepsilon)} R_{m-1}^{(\varepsilon)} & & (m \geqq 1) .
\end{aligned}
$$

In virtue of [9, Lemma 3.5], we have

$$
\begin{equation*}
A_{0}^{(\varepsilon)}(X+\varepsilon I)=Q_{0}^{(\varepsilon)} D \quad(\varepsilon= \pm 1) \tag{3.9}
\end{equation*}
$$

It can be checked that

$$
\begin{equation*}
A_{m}^{(\varepsilon)} Q_{m-1}^{(\varepsilon)}=Q_{m}^{(\varepsilon)} A_{m-1}^{(\varepsilon)} \quad(m \geqq 1) \tag{3.10}
\end{equation*}
$$

Lemma 3.1. The identity

$$
\begin{equation*}
P_{i}^{(\varepsilon)} b_{k}\left[\omega_{\varepsilon}^{i} f\right]=R_{i}^{(\varepsilon)} b_{k}[f], \tag{3.11}
\end{equation*}
$$

where $\omega_{\varepsilon}=(x+\varepsilon)(d / d x)$, holds for $\varepsilon= \pm 1$ and $i=0,1, \cdots$.
Proof (by induction on $i$ ). For $i=0$ equation (3.11) is obviously true. Now, we have

$$
P_{1}^{(\varepsilon)} b_{k}\left[\omega_{\varepsilon} f\right]=A_{0}^{(\varepsilon)}(X+\varepsilon I) b_{k}\left[f^{\prime}\right]=Q_{0}^{(\varepsilon)} D b_{k}\left[f^{\prime}\right]=R_{1}^{(\varepsilon)} b_{k}[f],
$$

as can be seen using Definition 3.1, (3.9) and (3.4). Assume that (3.11) holds for a certain $i(i \geqq 1)$. We obtain

$$
P_{i+1}^{(\varepsilon)} b_{k}\left[\omega_{\varepsilon}^{i+1} f\right]=A_{i}^{(\varepsilon)} P_{i}^{(\varepsilon)} b_{k}\left[\omega_{\varepsilon}^{i}\left(\omega_{\varepsilon} f\right)\right]=A_{i}^{(\varepsilon)} R_{i}^{(\varepsilon)} b_{k}\left[\omega_{\varepsilon} f\right] .
$$

From (3.10) we deduce that

$$
A_{i}^{(\varepsilon)} R_{i}^{(\varepsilon)}=Q_{i}^{(\varepsilon)} Q_{i-1}^{(\varepsilon)} \cdots Q_{i}^{(\varepsilon)} P_{1}^{(\varepsilon)},
$$

which together with the result of the first part of the proof leads to

$$
P_{i+1}^{(\varepsilon)} b_{i}\left[\omega^{i+1} f\right]=R_{i+1}^{(\varepsilon)} b_{k}[f] .
$$

Definition 3.2. Let

$$
\begin{aligned}
H_{m}^{(\varepsilon)} & =H+m(X+\varepsilon I) \quad(m=0,1, \cdots), \\
V_{i}^{(\varepsilon)} & =\left\{\begin{array}{ll}
I \quad(i=0), \\
V_{i-1}^{(\varepsilon)} H_{i}^{(\varepsilon)}
\end{array} \quad(i=1,2, \cdots),\right.
\end{aligned}
$$

where $\varepsilon= \pm 1$ and

$$
H=(k-1)_{2} \delta_{0}(k) E^{-1}-k(k+\lambda) \delta_{1}(k) I+(k+\lambda)_{2} \delta_{2}(k) E .
$$

Lemma 3.2. For every $m=0,1, \cdots$ and $\varepsilon= \pm 1$ we have

$$
\begin{equation*}
b_{k}\left[\omega_{\varepsilon}^{m}\left\{(x-\varepsilon)^{m} f(x)\right\}\right]=V_{m}^{(\varepsilon)} b_{k}[f] . \tag{3.12}
\end{equation*}
$$

Proof. It can be checked (see [9]) that

$$
\begin{equation*}
b_{k}\left[\left(x^{2}-1\right) f^{\prime}(x)\right]=H b_{k}[f] . \tag{3.13}
\end{equation*}
$$

We also need the identity

$$
\begin{align*}
& \omega_{\varepsilon}\left\{(x-\varepsilon)^{m+1} f(x)\right\}=(x-\varepsilon)^{m}\left\{\left(x^{2}-1\right) f^{\prime}(x)+(m+1)(x+\varepsilon) f(x)\right\}  \tag{3.14}\\
& \\
& \quad(m=0,1, \cdots) .
\end{align*}
$$

Equation (3.12) holds trivially for $m=0$. Assuming that it is true for a certain $m$ ( $m \geqq 0$ ), and making use of (3.14) and (3.13), we obtain

$$
\begin{aligned}
b_{k}\left[\omega_{\varepsilon}^{m+1}\left\{(x-\varepsilon)^{m+1} f(x)\right\}\right] & =V_{m}^{(\varepsilon)} b_{k}\left[\left(x^{2}-1\right) f^{\prime}(x)+(m+1)(x+\varepsilon) f(x)\right] \\
& =V_{m}^{(\varepsilon)}\{H+(m+1)(X+\varepsilon I)\} b_{k}[f]=V_{m+1}^{(\varepsilon)} b_{k}[f] .
\end{aligned}
$$

4. Recurrence relation for the Jacobi coefficients. The main result of this paper is contained in Theorem 4.1 below. We shall need one more lemma.

Lemma 4.1. For every $r=0,1, \cdots$ and $\varepsilon= \pm 1$ we have

$$
\begin{equation*}
\frac{d^{r}}{d x^{r}}\left\{(x+\varepsilon)^{r} f(x)\right\}=\sum_{h=0}^{r} \beta_{h}^{(r)} \omega_{\varepsilon}^{r-h} f(x), \tag{4.1}
\end{equation*}
$$

where $\omega_{\varepsilon}=(x+\varepsilon)(d / d x)$,

$$
\begin{equation*}
\beta_{h}^{(r)}=(-1)^{h}\binom{r}{h} B_{h}^{(r+1)} \quad(h=0,1, \cdots, r), \tag{4.2}
\end{equation*}
$$

and $B_{m}^{(a)}$ are generalized Bernoulli numbers defined implicitly by

$$
\left(\frac{t}{e^{t}-1}\right)^{a}=\sum_{m=0}^{\infty} \frac{t^{m}}{m!} B_{m}^{(a)}
$$

Proof. We start with the identity [11, v. 1, Eq. 2.8(16)]

$$
(y+1)_{r}=\sum_{h=0}^{r} \beta_{h}^{(r)} y^{r-h} .
$$

Combining this with [11, v. 1, Eq. 2.9(4)]

$$
\frac{d^{r}}{d z^{r}}\left\{z^{r} g(z)\right\}=\prod_{i=1}^{r}(\omega+i) g(z)
$$

where $\omega=z(d / d z)$, we obtain

$$
\begin{equation*}
\frac{d^{r}}{d z^{r}}\left\{z^{r} g(z)\right\}=\sum_{h=0}^{r} \beta_{h}^{(r)} \omega^{r-h} g(z) . \tag{4.3}
\end{equation*}
$$

For $\varepsilon \in\{-1,1\}$, let $z=x+\varepsilon$ and $f(x)=g(x+\varepsilon)$. Obviously, $\omega_{\varepsilon} f(x)=\omega g(z)$ and (4.1) is simply a transcription of (4.3).

The quantities (4.2) can be calculated recursively using formulae (cf. [11, v. 1, Eq. 2.8(7)])

$$
\begin{array}{ll}
\beta_{h}^{(r)}=\beta_{h}^{(r-1)}+r \beta_{h-1}^{(r-1)} & (r=1,2, \cdots ; h=0,1, \cdots)  \tag{4.4}\\
\beta_{0}^{(r)}=1, \quad \beta_{r+1}^{(r)}=0 & (r \geqq 0)
\end{array}
$$

Theorem 4.1. Let $f$ be a function satisfying the differential equation

$$
\begin{equation*}
\sum_{m=0}^{n}\left(q_{m} f\right)^{(m)}=q \tag{4.5}
\end{equation*}
$$

of order $n$, where $q_{0}, q_{1}, \cdots, q_{n}$ are polynomials, and assume that $f^{(n)}$ can be expanded into a uniformly convergent Jacobi series. Let $e_{i m}$ be an integer $\geqq 0$ such that the equation

$$
\begin{equation*}
q_{m}(x)=(x+1)^{e_{1 m}}(x-1)^{e_{-1 m}} u_{m}(x) \quad\left(m=1,2, \cdots, n ; q_{m} \not \equiv 0\right) \tag{4.6}
\end{equation*}
$$

holds for a polynomial $u_{m}, u_{m}( \pm 1) \neq 0$; let

$$
\begin{equation*}
s_{i}=\max \left\{\max _{1 \leqq m \leqq n, q_{m} \neq 0}\left(m-e_{i m}\right), 0\right\} \quad(i= \pm 1) \tag{4.7}
\end{equation*}
$$

and let $\varepsilon \in\{-1,1\}, s, \sigma$ and $d$ be integers,

$$
\begin{gather*}
\varepsilon= \begin{cases}1 & \text { for } s_{1} \leqq s_{-1}, \\
-1 & \text { for } s_{1}>s_{-1},\end{cases}  \tag{4.8}\\
s=s_{\varepsilon}, \quad \sigma=s_{-\varepsilon}, \quad d=\sigma-s . \tag{4.9}
\end{gather*}
$$

Finally, define the polynomials

$$
\begin{array}{ll}
\phi_{h}(x)=\sum_{i=s+h}^{n} \beta_{i-s-h}^{(i-s)}(x+\varepsilon)^{s-i} q_{i}(x) & \text { for } h=0,1, \cdots, n-s, \\
\psi_{j}(x)=(x-\varepsilon)^{-j} \phi_{j+d}(x) & \text { for } j=1,2, \cdots, n-\sigma . \tag{4.11}
\end{array}
$$

Then we have the recurrence relation

$$
\begin{equation*}
L b_{k}[f]=\rho(k) \tag{4.12}
\end{equation*}
$$

where

$$
\begin{gather*}
L=P_{d}^{(\varepsilon)} \sum_{m=0}^{s-1} D^{s-m} q_{m}(X)+\sum_{h=0}^{d} S_{d-1, h}^{(\varepsilon)} R_{h}^{(\varepsilon)} \phi_{h}(X)  \tag{4.13}\\
+R_{d}^{(\varepsilon)} \sum_{j=1}^{n-\sigma} V_{j}^{(\varepsilon)} \psi_{j}(X)
\end{gather*}
$$

and

$$
\begin{equation*}
\rho(k)=P_{d}^{(\varepsilon)} D^{s} b_{k}[q] . \tag{4.14}
\end{equation*}
$$

(The notation used is that of Definitions 3.1 and 3.2.) The order of this relation is expressed by the formula

$$
\begin{equation*}
r=s_{-1}+s_{1}+2 \max _{0 \leqq m \leqq n, q_{m} \neq 0}\left(\operatorname{deg}\left(q_{m}\right)-m\right) . \tag{4.15}
\end{equation*}
$$

Proof. Equation (4.5) implies that

$$
\sum_{m=0}^{n} b_{k}\left[\left(q_{m} f\right)^{(m)}\right]=b_{k}[q] .
$$

Applying the operator $D^{s}$, where $s$ is defined in (4.9), to both sides of the above equation, and using (3.7) and (3.8), we obtain

$$
\begin{equation*}
\sum_{m=0}^{s-1} D^{s-m} q_{m}(X) b_{k}[f]+\sum_{m=s}^{n} b_{k}\left[\left(q_{m} f\right)^{(m-s)}\right]=D^{s} b_{k}[q] . \tag{4.16}
\end{equation*}
$$

Now, it readily follows from (4.7)-(4.9) that $e_{\varepsilon m} \geqq m-s \geqq m-\sigma$. Hence the formulae (4.10) and (4.11) actually define polynomials. Let $v_{m}(x)=(x+\varepsilon)^{s-m} q_{m}(x)$ for $m=s$, $s+1, \cdots, n$. Using Lemma 4.1 we transform the second sum on the 1.h.s. of (4.16):

$$
\begin{aligned}
\sum_{m=s}^{n} b_{k}\left[\left(q_{m} f\right)^{(m-s)}\right] & =\sum_{r=0}^{n-s} b_{k}\left[\left\{(x+\varepsilon)^{r} v_{s+r}(x) f(x)\right\}^{(r)}\right] \\
& =\sum_{r=0}^{n-s} \sum_{h=0}^{r} \beta_{h}^{(r)} b_{k}\left[\omega_{\varepsilon}^{r-h}\left(v_{s+r} f\right)\right]=\sum_{h=0}^{n-s} b_{i}\left[\omega_{\varepsilon}^{h}\left(\phi_{h} f\right)\right]
\end{aligned}
$$

In the last expression, $\phi_{h}$ is the polynomial defined in (4.10).
Let $\varepsilon$ and $d$ be the integers defined in (4.8) and (4.9), respectively. Applying the operator $P_{d}^{(\varepsilon)}$ to both sides of (4.16) and making use of Lemma 3.1 and of (3.7), we obtain

$$
\begin{align*}
\left\{P_{d}^{(\varepsilon)} \sum_{m=0}^{s-1} D^{s-m} q_{m}(X)+\right. & \left.\sum_{h=0}^{d} S_{d-1, h}^{(\varepsilon)} R_{h}^{(\varepsilon)} \phi_{h}(X)\right\} b_{k}[f]  \tag{4.17}\\
& +R_{d}^{(\varepsilon)} \sum_{h=d+1}^{n-s} b_{k}\left[\omega_{\varepsilon}^{h-d}\left(\phi_{h} f\right)\right]=P_{d}^{(\varepsilon)} D^{s} b_{k}[q] .
\end{align*}
$$

Using (4.11) and Lemma 3.2, we deduce that

$$
\sum_{h=d+1}^{n-s} b_{k}\left[\omega_{\varepsilon}^{h-d}\left(\phi_{h} f\right)\right]=\sum_{j=1}^{n-\sigma} b_{k}\left[\omega_{\varepsilon}^{j}\left((x-\varepsilon)^{j} \psi_{j}(x) f(x)\right\}\right]=\sum_{j=1}^{n-\sigma} V_{j}^{(\varepsilon)} \psi_{j}(X) b_{k}[f] .
$$

Noting this result in (4.17), equation (4.12) follows, in which the operator $L \in \mathscr{L}$ and the function $\rho \in \mathscr{S}$ are given by (4.13) and (4.14), respectively.

As we remarked in $\S 1$, the differential equation (4.5) is equivalent to the equation

$$
\sum_{m=0}^{n} p_{m} f^{(m)}=q
$$

of order $n$, where $p_{m}$ are polynomials. Now, we have seen that the recurrence relation (4.12) is obtained by the use of the operator $P=P_{d}^{(\varepsilon)} D^{s}$ which satisfies

$$
P \sum_{m=0}^{n} b_{k}\left[p_{m} f^{(m)}\right]=L b_{k}[f]
$$

where $L$ is the operator (4.13). According to [9, Lemma 4.2], the order of the operator $L$ is equal to

$$
r=r(P)+2 \max _{0 \leqq m \leqq n, p_{m} \neq 0}\left(\operatorname{deg}\left(p_{m}\right)-m\right) .
$$

It can be checked that, without affecting its validity, we may replace $p_{m}$ by $q_{m}$ in the above expression. As $r(P)=r\left(P_{d}^{(\varepsilon)}\right)+r\left(D^{s}\right)=d+2 s=s+\sigma$, we obtain the formula (4.15).

The recurrence relation (4.12) takes a particularly simple form in the case where neither $x+1$ nor $x-1$ divides the coefficient $q_{n}(x)$ in the equation (4.5). Namely, equations (4.13) and (4.14) then become

$$
\begin{equation*}
L=\sum_{m=0}^{n} D^{n-m} q_{m}(X) \tag{4.18}
\end{equation*}
$$

and

$$
\rho(k)=D^{n} b_{k}[q],
$$

respectively. The operator (4.18) has the order

$$
\begin{equation*}
2 n+2\left(\max _{0 \leqq m \leqq n, q_{m} \neq 0}\left(\operatorname{deg}\left(q_{m}\right)-m\right)\right) . \tag{4.19}
\end{equation*}
$$

In the case under consideration our method is equivalent to the Paszkowski-type method described in [9, §5], which like most other algorithms [4-7], [12-15]) does not analyse the form of the coefficients of (4.5) but leads "blindly" to a recurrence relation of the maximum order (4.19). (Obviously, (4.19) is the upper bound for (4.15).)

There are two other special cases. First, if $q_{m}(x)=\left(x^{2}-1\right)^{m} w_{m}(x)$, where $w_{m}$ is a polynomial ( $m=0,1, \cdots, n$ ), then (4.13)-(4.15) reduce to

$$
\begin{aligned}
& L=\sum_{j=0}^{n} V_{j}^{(1)} \psi_{j}(X), \\
& \rho(k)=b_{k}[q], \\
& r=2 \max _{0 \leqq m \leqq n, w_{n} \neq 0}\left(\operatorname{deg}\left(w_{m}\right)+m\right),
\end{aligned}
$$

where

$$
\psi_{j}(x)=\sum_{m=j}^{n} \beta_{m-j}^{(m)}(x-1)^{m-j} w_{m}(x) .
$$

Second, when for $\varepsilon \in\{-1,1\}, q_{m}(x)=(x+\varepsilon)^{m} v_{m}(x)$, where $v_{m}$ is a polynomial ( $m=$ $0,1, \cdots, n)$ and $q_{n}(-\varepsilon) \neq 0$, we have

$$
\begin{aligned}
& L=\sum_{h=0}^{n} S_{n-1, h}^{(\varepsilon)} R_{h}^{(\varepsilon)} \phi_{h}(X), \\
& \rho(k)=P_{n}^{(\varepsilon)} b_{k}[q], \\
& r=n+2 \max _{0 \leqq m \leqq n, v_{m} \neq 0} \operatorname{deg}\left(v_{m}\right),
\end{aligned}
$$

where

$$
\phi_{h}(x)=\sum_{m=h}^{n} \beta_{m-h}^{(m)} v_{m}(x) \quad(h=0,1, \cdots, n)
$$

Finally, a symmetry property of the equation (4.12) should be noted which seems to be useful for checking purposes.

Theorem 4.2. Operator (4.13) can be written in the form

$$
L=\mu_{d}^{(\varepsilon)}(k) \sum_{i=0}^{r} \lambda_{i}(k) E^{i-u} \quad(r=r(L))
$$

in which

$$
\begin{aligned}
u=s+\max _{0 \leqq m \leqq n, q_{m} \neq 0}\left(\operatorname{deg}\left(q_{m}\right)-m\right), \\
\mu_{d}^{(-1)}(k)=(k+\alpha+1)_{d} \mu_{d}^{(1)}= \begin{cases}1 & (d=0), \\
(2 k+\lambda-1)^{-1} & (d=1), \\
{\left[(2 k+\lambda-1)(2 k+\lambda+d+1)_{d-2}\right]^{-1}} & (d>1),\end{cases}
\end{aligned}
$$

and $\lambda_{0}, \lambda_{1}, \cdots, \lambda_{r} \in \mathscr{S}_{\text {rat }}$ are such that

$$
\lambda_{r-i}(k)=(-1)^{\eta} \lambda_{i}(-k-\lambda-d) \quad(i=0,1, \cdots, r),
$$

where

$$
\eta= \begin{cases}d & (d \leqq 1), \\ d-1 & (d>1) .\end{cases}
$$

Proof. We give a short sketch of the proof. Let $P$ represent any of the following operators:

$$
P_{d}^{(\varepsilon)}, \quad R_{d}^{(\varepsilon)}, \quad S_{d-1, h}^{(\varepsilon)} R_{h}^{(\varepsilon)} \quad(h=0,1, \cdots, d)
$$

It can be shown by induction on $d$ that

$$
P=\mu_{d}^{(\varepsilon)}(k) \sum_{i=0}^{d} \pi_{i}(k) E^{i}
$$

in which $\pi_{0}, \pi_{1}, \cdots, \pi_{d} \in \mathscr{S}_{\text {rat }}$ are such that

$$
\pi_{d-i}(k)=(-1)^{\eta} \pi_{i}(-k-\lambda-d) \quad(i=0,1, \cdots, d) .
$$

Further, let $T$ stand for any of the operators

$$
\sum_{m=0}^{s-1} D^{s-m} q_{m}(X), \quad \sum_{j=1}^{n-\sigma} V_{j}^{(\varepsilon)} \psi_{j}(X), \quad \phi_{h}(X) \quad(h=0,1, \cdots, d) .
$$

From a symmetry property of the operators $V_{j}^{(\varepsilon)}$ and of the powers of $D$ and $X$, it can be seen that

$$
T=\sum_{j=0}^{2 t} \tau_{j}(k) E^{j-t}
$$

in which

$$
t=s+\max _{m \in M, q_{m} \neq 0}\left(\operatorname{deg}\left(q_{m}\right)-m\right)
$$

and the coefficients $\tau_{j}$ satisfy

$$
\tau_{2 t-j}(k)=\tau_{j}(-k-\lambda) \quad(j=0,1, \cdots, 2 l)
$$

Here $M$ is the set $\{0,1, \cdots, s-1\}$, or $\{\sigma+1, \sigma+2, \cdots, n\}$, or $\{s+h, s+h+1, \cdots, n\}$ ( $h=0,1, \cdots, d$ ), respectively.

Now, it can be checked that

$$
P T=\mu_{d}^{(\epsilon)}(k) \sum_{l=0}^{d+2 t} \chi_{l}(k) E^{l-t}
$$

in which $\chi_{l}$ are such that

$$
\chi_{d+2 t-l}(k)=(-1)^{\eta} \chi_{l}(-k-\lambda-d) \quad(l=0,1, \cdots, d+2 l) .
$$

Substituting this in (4.13) gives the theorem.
5. Recurrence relation for the Gegenbauer coefficients. The special case $\alpha=\beta$ of the Jacobi series (1.1) is of particular importance. As has already been remarked in §1, it is then more convenient to deal with the Gegenbauer series (1.9) or the Chebyshev series (1.5). A recurrence relation for the Gegenbauer coefficients (1.16) can be constructed by a method analogous to that used in §4. However, in the present section we obtain neater looking results.

First of all, the basic identities (3.1), (3.2) may be replaced by

$$
\begin{align*}
& \bar{X} c_{k}[f]=c_{k}[x f(x)],  \tag{5.1}\\
& \bar{D} c_{k}\left[f^{\prime}\right]=c_{k}[f], \tag{5.2}
\end{align*}
$$

in which

$$
\begin{aligned}
& \bar{X}=2^{-1}(k+\nu)^{-1}\left\{k E^{-1}+(k+2 \nu) E\right\}, \\
& \bar{D}=2^{-1}(k+\nu)^{-1}\left\{E^{-1}-E\right\}, \quad \nu=\alpha+\frac{1}{2} .
\end{aligned}
$$

We have

$$
\begin{align*}
& p(\bar{X}) c_{k}[f]=c_{k}[p f] \quad(p \text { a polynomial }),  \tag{5.3}\\
& \bar{D}^{i} c_{k}\left[f^{(i)}\right]=c_{k}[f] . \tag{5.4}
\end{align*}
$$

Note that [8]

$$
\begin{equation*}
\bar{D}^{i}=2^{-i}(k+\nu-i)_{2 i+1}^{-1} \sum_{m=0}^{i} \rho_{i m}(k+\nu) E^{2 m-i}, \tag{5.5}
\end{equation*}
$$

where

$$
\rho_{i m}(\kappa)=(-1)^{m}\binom{i}{m}(\kappa-i)_{m}(\kappa-i+2 m)(\kappa+m+1)_{i-m} \quad(m=0,1, \cdots, i) .
$$

Further,

$$
\bar{X}^{i}=2^{-i} \sum_{j=0}^{i} \xi_{i j}(k+\nu) E^{2 j-i},
$$

where

$$
\xi_{i j}(k)=\binom{i}{j} \quad(j=0,1, \cdots, i)
$$

for $\nu=0$ and

$$
\begin{aligned}
& \xi_{00}(\kappa)=1, \\
& \xi_{i j}(\kappa)=\kappa^{-1}\left\{(\kappa-\nu) \xi_{i-1, j}(\kappa-1)+(\kappa+\nu) \xi_{i-1, j-1}(\kappa+1)\right\} \\
& \qquad\left(j=0,1, \cdots, i ; i \geqq 1 ; \xi_{i-1,-1}=\xi_{i-1, i}=0\right)
\end{aligned}
$$

for $\nu \neq 0$ (ibid.).
Definition 5.1. For any $m=0,1, \cdots$ and $\varepsilon= \pm 1$ we define

$$
\begin{aligned}
& \bar{A}_{m}^{(\epsilon)}=I-\varepsilon \tau_{m}(k) E, \\
& \bar{Q}_{m}^{(\varepsilon)}=k I+\varepsilon(k+2 \nu+m+1) \tau_{m}(k) E,
\end{aligned}
$$

where

$$
\tau_{m}(k)=(2 k+2 \nu+1)_{2} /(2 k+2 \nu+m+1)_{2} .
$$

Further, let

$$
\left.\begin{array}{l}
\bar{S}_{i j}^{(\varepsilon)}= \begin{cases}I & (i<j), \\
\bar{A}_{i}^{(\varepsilon)} \bar{S}_{i-1, j}^{(\varepsilon)} & (i \geqq j \geqq 0),\end{cases} \\
\bar{P}_{m}^{(\varepsilon)}=\bar{S}_{m-1,0}^{(\varepsilon)} \\
(i \geqq 0),
\end{array}\right] \begin{array}{ll}
I & (i=0), \\
\bar{R}_{i}^{(\epsilon)}=\left\{\bar{Q}_{i}^{(\epsilon)} \bar{R}_{i-1}^{(\varepsilon)}\right. & (i>0) .
\end{array}
$$

Finally, let

$$
\begin{aligned}
& \bar{H}_{m}^{(\varepsilon)}=\bar{H}+m(\bar{X}+\varepsilon I) \quad(m=1,2, \cdots ; \varepsilon= \pm 1), \\
& \bar{V}_{i}^{(\varepsilon)}= \begin{cases}I & (i=0), \\
\bar{V}_{i=1}^{(\varepsilon)} \bar{H}_{i}^{(\varepsilon)} & (i \geqq 1),\end{cases}
\end{aligned}
$$

where

$$
\bar{H}=2^{-1}(k+\nu)^{-1}\left\{(k-1)_{2} E^{-1}-(k+2 \nu)_{2} E\right\} .
$$

Lemmata 3.1 and 3.2 now have the following analogues.
Lemma 5.1. For any $i \geqq 0$ and $\varepsilon= \pm 1$ we have

$$
\bar{P}_{i}^{(\epsilon)} c_{k}\left[\omega_{\epsilon}^{i} f\right]=\bar{R}_{i}^{(\epsilon)} c_{k}[f],
$$

where $\omega_{\varepsilon}=(x+\varepsilon)(d / d x)$.
Lemma 5.2. For any $j \geqq 0$ and $\varepsilon= \pm 1$ we have the identity

$$
c_{k}\left[\omega_{\varepsilon}^{j}\left\{(x-\varepsilon)^{j} f(x)\right\}\right]=\bar{V}_{j}^{(\varepsilon)} c_{k}[f] .
$$

Finally, we have the following
Theorem 5.1. Let $f$ be a function satisfying the differential equation (4.5) of order $n$ and such that its nth derivative can be expanded into the uniformly convergent Gegenbauer series. We then have the recurrence relation

$$
\begin{equation*}
\bar{L} c_{k}[f]=\bar{\rho}(k), \tag{5.6}
\end{equation*}
$$

where

$$
\begin{gathered}
\bar{L}=\bar{P}_{d}^{(\varepsilon)} \sum_{m=0}^{s-1} \bar{D}^{s-m} q_{m}(\bar{X})+\sum_{h=0}^{d} \bar{S}_{d-1, h}^{(\epsilon)} \bar{R}_{h}^{(\epsilon)} \phi(\bar{X})+\bar{R}_{d}^{(\epsilon)} \sum_{j=1}^{n-\sigma} \bar{V}_{j}^{(\epsilon)} \psi_{j}(\bar{X}), \\
\bar{\rho}(k)=\bar{P}_{d}^{(\varepsilon)} \bar{D}^{s} c_{k}[q],
\end{gathered}
$$

and the symbols $\varepsilon, s, \sigma, d, \phi_{h}, \psi_{j}$ have the meaning given in Theorem 4.1. The order of the relation (5.6) is expressed by (4.15). Operator $\bar{L}$ can be written in the form

$$
\bar{L}=\mu(k) \sum_{i=0}^{r} \lambda_{i}(k) E^{i-u}, \quad r=r(L),
$$

in which

$$
\begin{aligned}
& u=s+\max _{0 \leqq m \leqq n, q_{m} \neq 0}\left(\operatorname{deg}\left(q_{m}\right)-m\right), \\
& \mu(k)= \begin{cases}1 & (d=0), \\
1 /(2 k+2 \nu+d+1)_{d-1} & (d>0),\end{cases}
\end{aligned}
$$

and $\lambda, \lambda, \cdots, \lambda_{r} \in \mathscr{S}_{\text {rat }}$ are such that

$$
\lambda_{r-i}(k)=\eta \varepsilon^{d} \lambda_{i}(-k-2 \nu-d) \quad(i=0,1, \cdots, r),
$$

where $\eta=0$ for $d=0$ and $\eta=-1$ for $d>0$.
From (4.5), we have the identity

$$
\sum_{m=0}^{n} c_{k}\left[\left(q_{m} f\right)^{(m)}\right]=c_{k}[q]
$$

Applying the operator $\bar{D}^{n}$ to both sides of the above equation and using (5.3) and (5.4), we obtain another recurrence relation obeyed by $\left\{c_{k}[f]\right\}$, namely

$$
\begin{equation*}
\left\{\sum_{m=0}^{n} \bar{D}^{n-m} q_{m}(\bar{X})\right\} c_{k}[f]=\bar{D}^{n} c_{k}[q] \tag{5.7}
\end{equation*}
$$

or, in view of (5.5),

$$
\begin{gathered}
\left\{\sum_{m=0}^{n} 2^{m}(k+\nu-n)_{m}(k+\nu-m+1)_{m} \sum_{i=0}^{n-m} \rho_{n-m, i}(k+\nu) E^{2 i-n+m} q_{m}(\bar{X})\right\} c_{k}[f] \\
=\sum_{m=0}^{n} \rho_{n m}(k+\nu) c_{k-n+2 m}[q] .
\end{gathered}
$$

The described procedure is equivalent to the generalized Paszkowski algorithm ([8]; or [17, p. 196 ff]). Clearly, equation (5.7) has order (4.19). Equations (5.6) and (5.7) coincide if and only if the coefficient $q_{n}$ in (4.5) has no linear factors of the form $(x+1)$ or $(x-1)$.
6. Example. The generalized hypergeometric function

$$
F(z)={ }_{p+1} F_{p}\left(\left.\begin{array}{c}
\gamma_{1}, \gamma_{2}, \cdots, \gamma_{p+1}  \tag{6.1}\\
\varepsilon_{1}, \varepsilon_{2}, \cdots, \varepsilon_{p}
\end{array} \right\rvert\, z\right) \quad\left(\operatorname{Re}\left(\sum \gamma_{i}-\sum \varepsilon_{j}\right)<0\right)
$$

satisfies the differential equation [3, v. 1, §4.2], or [11, v. 1, §5.1]

$$
\left\{z \prod_{i=1}^{p+1}\left(\omega+\gamma_{i}\right)-\omega \prod_{j=1}^{p}\left(\omega+\varepsilon_{j}-1\right)\right\} Y(z)=0 \quad\left(\omega=z \frac{d}{d z}\right)
$$

which can also be written in the form

$$
\begin{equation*}
u_{0} Y(z)+\sum_{m=1}^{p}\left(u_{m} z-v_{m}\right) z^{m-1} Y^{(m)}(z)+(z-1) z^{p} Y^{(p+1)}(z)=0 \tag{6.2}
\end{equation*}
$$

where $u_{m}, v_{m}$ are constants. Therefore, the function

$$
\begin{equation*}
f_{p}(x)=F\left(\frac{1+x}{2}\right) \quad(-1 \leqq x \leqq 1) \tag{6.3}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
u_{0} y(x)+\sum_{m=1}^{p}\left(u_{m} x-w_{m}\right)(x+1)^{m-1} y^{(m)}(x)+(x-1)(x+1)^{p} y^{(p+1)}(x)=0, \tag{6.4}
\end{equation*}
$$

where $w_{m}=u_{m}-2 \nu_{m}(m=1,2, \cdots, p)$.
It is known [11, v. 2, §9] that the function (6.3) can be expanded in the Jacobi series (1.1) and that

$$
a^{(\alpha, \beta)}\left[f_{p}\right]=\frac{\prod_{i=1}^{p+1}\left(\gamma_{i}\right)_{k}}{(k+\lambda)_{k} \prod_{j=1}^{p}\left(\varepsilon_{j}\right)_{k}} p+2^{F} p+1\left(\left.\begin{array}{c}
k+\beta+1, k+\gamma_{1}, \cdots, k+\gamma_{p+1}  \tag{6.5}\\
2 k+\lambda+1, k+\varepsilon_{1}, \cdots, k+\varepsilon_{p}
\end{array} \right\rvert\, 1\right) .
$$

We need the following alternative form of (6.4):

$$
\lambda_{0} y+\sum_{m=1}^{p+1}\left\{\left(\lambda_{m} x+\mu_{m}\right)(x+1)^{m-1} y\right\}^{(m)}=0,
$$

where $\lambda_{p+1}=-\mu_{p+1}=1$ (cf. (1.11), (1.12)). By virtue of Theorem 4.1 we have the recurrence relation

$$
L_{p} b_{k}^{(\alpha, \beta)}\left[f_{p}\right]=0
$$

of order $p+1$ satisfied by the Jacobi coefficients of the function (6.3), where

$$
L_{p}=\lambda_{0} P_{p-1}^{(1)} D+\sum_{h=0}^{p-1} S_{p-2, h}^{(1)} R_{h}^{(1)}\left(\eta_{h}+X+\theta_{h} I\right)+R_{p-1}^{(1)} H_{1}^{(1)}
$$

and

$$
\eta_{h}=\sum_{l=h+1}^{p+1} \beta_{l-h-1}^{(l-1)} \lambda_{l}, \quad \theta_{h}=\sum_{l=h+1}^{p+1} \beta_{l-h-1}^{(l-1)} \mu_{l} .
$$

In particular, the Jacobi coefficients of the function

$$
f_{2}(x)={ }_{3} F_{2}\left(\left.\begin{array}{c}
\gamma_{1}, \gamma_{2}, \gamma_{3} \\
\varepsilon_{1}, \varepsilon_{2}
\end{array} \right\rvert\, \frac{1+x}{2}\right)
$$

obey the third-order recurrence relation

$$
\begin{equation*}
L_{2} b_{k}^{(\alpha, \beta)}\left[f_{2}\right]=0 \tag{6.6}
\end{equation*}
$$

where
$L_{2}=A_{0}^{(1)}\left\{\lambda_{0} D+\left(\lambda_{1}+\lambda_{2}+2\right) X+\left(\mu_{1}+\mu_{2}-2\right) I\right\}+Q_{0}^{(1)}\left\{H+\left(\lambda_{2}+4\right) X+\left(\mu_{2}-2\right) I\right\}$,
and

$$
\begin{aligned}
& \lambda_{0}=\sigma_{1}-\sigma_{2}+\gamma_{1} \gamma_{2} \gamma_{3}-1, \quad \lambda_{1}=\sigma_{2}-3 \sigma_{1}+7, \\
& \lambda_{2}=\sigma_{1}-6, \quad \mu_{1}=\sigma_{2}-3 \sigma_{1}-2 \varepsilon_{1} \varepsilon_{2}+4 \varepsilon_{1}+4 \varepsilon_{2}-1, \\
& \mu_{2}=\sigma_{1}-2 \varepsilon_{1}-2 \varepsilon_{2}+1, \quad \sigma=\gamma_{1}+\gamma_{2}+\gamma_{3}, \\
& \sigma_{2}=\gamma_{1} \gamma_{2}+\gamma_{1} \gamma_{3}+\gamma_{2} \gamma_{3} .
\end{aligned}
$$

Remark that an equivalent result is furnished by the optimum method of [9]. On the other hand, we have recently shown [10] that the quantities (6.5) satisfy the recurrence relation

$$
\begin{equation*}
\sum_{i=0}^{p+1} A_{i}(k) a_{k+i}^{(\alpha, \beta)}\left[f_{p}\right]=0 \tag{6.7}
\end{equation*}
$$

of order $p+1$, where the coefficients $A_{i}(k)$ are expressed in terms of hypergeometric functions of unit argument. We have checked that, for $p=2$, (6.7) is equivalent to (6.6).

Acknowledgment. The author would like to thank Professors S. Paszkowski and M. J. D. Powell for helpful comments.

## REFERENCES

[1] C. W. Clenshaw, The numerical solution of linear differential equations in Chebyshev series, Proc. Cambridge Phil. Soc., 53 (1957), pp. 134-139.
[2] D. Elliott, The expansion of functions in ultraspherical polynomials, J. Austral. Math. Soc., 1 (1959-1960), pp. 428-438.
[3] A. Erdelyi et al., Higher Transcendental Functions, McGraw-Hill, New York, 1953.
[4] L. Fox, Chebyshev methods for ordinary differential equations, Comput. J., 4 (1962), pp. 318-331.
[5] L. Fox and I. B. Parker, Chebyshev Polynomials in Numerical Analysis, Oxford Univ. Press, London, England, 1968.
[6] K. O. Geddes, Symbolic computation of recurrence equations for the Chebyshev series solution of linear ODE's, Proc. 1977 MACSYMA Users' Conference, Univ. of California, Berkeley, CA, 1977, NASA CP-2012, pp. 405-423.
[7] T. S. Horner, Recurrence relations for the coefficients in the Chebyshev series solutions of ordinary differential equations, Math. Comp., 35 (1980), pp. 893-905.
[8] S. Lewanowicz, Construction of a recurrence relation of the lowest order for coefficients of the Gegenbauer series, Zastos. Mat., 15 (1976), pp. 345-396.
[9] $\qquad$ , Construction of the lowest-order recurrence relation for the Jacobi coefficients, Zastos. Mat., 17 (1983), pp. 655-675.
[10] ___ Recurrence relations for hypergeometric functions of unit argument, Math. Comp., 45 (1985), pp. 521-535.
[11] Y. L. Luke, The Special Functions and their Approximations, Academic Press, New York, 1969.
[12] A. Magnus, Application des récurrences au calcul d'une classe d'intégrales, Rep. 71, Inst. Math. Pure Appl., Univ. de Louvain, 1974.
[13] A. G. Morris and T. S. Horner, Chebyshev polynomials in the numerical solution of differential equations, Math. Comp., 31 (1977), pp. 881-891.
[14] O. Oluremi Olaofe, On the Tchebyschev method of solution of orciinary differential equations,, J. Math. Anal. Appl., 60 (1977), pp. 1-7.
[15] S. PASZKOwSki, Zastosowania numeryczne wielomianów i szeregów Czebyszewa, PWN, Warszawa, 1975.
[16] N. Robertson, An ALTRAN program for finding a recursion formula for the Gegenbauer coefficients of a function, Nat. Res. Inst. for Math. Sci., Spec. Rep. SWISK 11, Pretoria, 1979.
[17] J. WIMP, Computation with Recurrence Relations, Pitman, Boston, MA, 1984.

# INVARIANT CURVES FOR MAPPINGS* 

HAL L. SMITH ${ }^{\dagger}$


#### Abstract

The main result of this paper concerns a smooth map $T$ of a Banach space $X$ into itself which has an unstable fixed point $x_{0}$. We prove that if the spectral radius $\lambda_{0}$ of the Frechet derivative of $T$ at $x_{0}$ is an eigenvalue which exceeds one and appropriate additional assumptions hold, then there is a smooth invariant curve emanating from $x_{0}$ which might be called the "most unstable manifold" of $x_{0}$. The curve is parametrized by a smooth function satisfying a functional equation involving $T$ and $\lambda_{0}$. This result is shown to be especially useful when the map $T$ possesses certain monotonicity conditions. In this case, the curve can be shown to be monotone and to terminate on a stable fixed point of $T$.


Key words. unstable manifold of a fixed point, functional equation, smooth linearization
AMS(MOS) subject classifications. Primary 47H99, 47H07, 39B70
Introduction. In 1901, motivated by the work of Poincare on the stability of periodic solutions of ordinary differential equations, T. Hadamard [4] published a short note in which he showed that the unstable manifold of a hyperbolic fixed point of a smooth diffeomorphism $T$ of the plane can be obtained as the limit of a sequence of curves generated by successively applying $T$ to a suitable initial curve. In fact, his result is more general. He assumed that

$$
T(x, y)=\left(s x+F(x, y), s^{\prime} y+\Phi(x, y)\right)
$$

where $F$ and $\Phi$ have Taylor developments about the origin beginning with quadratic terms, $s>1,\left|s^{\prime}\right|<s$. He then shows that if $C$ is a curve which can be parametrized by $y=y(x)$ with $|d y / d x| \leqq \alpha$, then $C_{n} \equiv T^{n}(C)$ converges to an invariant curve for the map $T$ ( $T^{n}$ denotes the $n$-fold composition of $T$ with itself: $T \circ T \circ \cdots \circ T, n$ times). Since $s^{\prime}$ is not assumed to satisfy $\left|s^{\prime}\right|<1$, nor $s^{\prime} \neq 1$, this invariant curve, in general, will lie in the unstable manifold of the fixed point; it might be called (part of) the " most unstable manifold" of the fixed point.

The purpose of this paper is to prove a general version of this result, obtaining a "most unstable" invariant curve emanating from an unstable fixed point for a smooth map. We will also find a parametrization of this invariant curve which effectively linearize the action of $T$ on the curve. The following is a special case of our main theorem.

Theorem. Let $T: X \rightarrow X$ be a smooth map of a real Banach space $X$ into itself having a fixed point $x_{0}$. Let $A \equiv D T\left(x_{0}\right)$ be the derivative of $T$ at $x_{0}$ and assume that $A e_{0}=\lambda_{0} e_{0}$ where $e_{0} \notin \overline{R\left(A-\lambda_{0} I\right)}$ and $\lambda_{0}>1$ is the spectral radius of $A$. Then there exists a unique smooth function $y:[0, \infty) \rightarrow X, y(t)=x_{0}+t e_{0}+O\left(t^{2}\right)$ as $t \rightarrow 0$, with the following properties.
I. $y(t)=T\left(y\left(\lambda_{0}^{-1} t\right)\right) t \geqq 0$.
II. $y(t)=\lim _{n \rightarrow \infty} T^{n}\left(x_{0}+\lambda_{0}^{-n} t e_{0}\right)$.
III. If $T$ is a diffeomorphism then $y$ is a one-to-one immersion $\left(y^{\prime}(t) \neq 0\right)$ and $y(t)$ is not a fixed point of $T$ (or periodic point) for any $t>0$.

[^89]In II, $T^{n}$ again denotes the $n$-fold composition $T \circ T \circ T \circ \cdots \circ T, n$ times, of $T$ with itself. We will use this notation throughout the rest of the paper without further comment.

If we let $C$ be the curve in $X$ parametrized by $y, C=\{y(t): t \geqq 0\}$, then the functional relation I can be interpreted in terms of the commuting diagram of maps


In other words, the parametrization $y$ of $C$ effects a linearization of $T$ on $C$. One may view the functional relations I in a different vein by setting $f(s)=y\left(\lambda_{0}^{s}\right),-\infty<s$ $<\infty$, yielding the functional equation $f(s)=T(f(s-1))$.

The finite-dimensional version of the theorem can be obtained from existing results. First observe that the existence of $y:[0, \infty) \rightarrow X$ in the theorem follows by continuation from the existence of $y:[0, \varepsilon) \rightarrow X, \varepsilon>0$, satisfying I, II and III. Hence, the issue is the local existence of $y$ for $t$ near zero. By using [11, Thm. 5.1], one obtains the existence of a local $C^{2}$ unstable manifold for $T$, which by a $C^{2}$ change of variables can be taken to be a neighborhood of $x_{0}$ in an affine subspace of $X$. Then, a result of Hartman ([5, Exercise 8.2, p. 246]) can be applied to the restriction of $T$ to the unstable manifold yielding a $C^{1}$ change of coordinates near $x_{0}$ on the unstable manifold so that in the new coordinates, $T$ (restricted to unstable subspace) can be represented by its linear part. This result is easily seen to imply our theorem.

Our motivation for proving the above theorem stems from dynamical systems theory. One may imagine that $T$ is the Poincare map associated with a flow. The unstable fixed point $x_{0}$ may represent an equilibrium solution or periodic orbit for the flow. In certain situations, one may be able to conclude that the invariant curve $C$, emanating from $x_{0}$, asserted to exist by our theorem, is precompact in the phase space $X$. In such cases, one can assert (see Remark 2 following Theorem 1.1) that the limit set

$$
\Lambda=\left\{x: x=\lim _{n \rightarrow \infty} y\left(t_{n}\right), t_{n} \rightarrow \infty\right\}
$$

is nonempty, compact, connected and an invariant set for $T$. It may contain fixed points of $T$, periodic points, a closed curve or more exotic strange attractors. Those familiar with dynamical systems theory will have a ready supply of examples. In recent studies of chaotic motion and strange attractors, a standard technique has been to locate saddle fixed points of suitable diffeomorphisms and to numerically approximate the unstable manifold. For example, in (see in particular, [3, Figs. 2.2.7 and 2.2.8]) it is conjectured that the strange attractor in the periodically perturbed Duffing equation is the closure of such an unstable manifold corresponding to the Poincaré map.

In a different direction, Pounder and Rogers [7] study the difference equation $\left(x_{n}, y_{n}\right)=T_{a}\left(x_{n-1}, y_{n-1}\right)$ associated with the mapping $T_{a}(x, y)=(y, a y(1-x))$. This equation is equivalent to the "delayed" logistic equation $y_{n+1}=a y_{n}\left(1-y_{n-1}\right)$. They obtain an existence proof of an invariant curve, $C_{\infty}(a)$, for $T_{a}$, emanating from the saddle $(0,0)$ for $a>1$ by techniques very similar to ours. Their numerical calculations of $C_{\infty}(a)$ for various values of $a$ are particularly interesting, (see especially [3, Figs. 2a-c and 5-12]) showing clearly the complex behavior to be expected of the invariant curve $C=C_{\infty}(a)$ of our theorem. In [7, Fig. 2a] the set $\Lambda$ consists of another fixed point with
$C$ joining the two fixed points, $1<a<\frac{5}{4}$. For larger values of $\frac{5}{4}<a<2, \Lambda$ is the same fixed point but $C$ spirals around this fixed point. For $2<a \leqq 2.20, C$ wraps around a closed invariant curve for $T$, then $\Lambda=S^{1}$. For $a \simeq 2.27$, the curve $C$ loops back to the origin infinitely many times and it appears clear that the outer loop of $C$ is contained in $\Lambda$ in this case.

We envision that an important application of our result will be to discrete dynamical systems generated by a monotone map $T$. A monotone map is one which preserves a partial ordering on the space $X$, induced, for example, by a cone in $X$. Such maps arise naturally as Poincaré maps for ordinary differential equations, for which the Kamke theorem [12] applies, the so-called competitive and cooperative systems of Hirsch [12], [13] (see also Selgrade [8] and [16], [17]) and for parabolic partial differential equations which generate monotone flows in suitable function spaces via maximum principle arguments (see [14], [15]). If $x_{0}$ is an unstable fixed point of a monotone map $T$, the spectral assumptions of our theorem can often be verified by the Perron-Frobenius theorem in finite dimensions or the Krein-Rutman theorem in infinite dimesions. In §2 we give sufficient conditions for the function $y$ of our theorem to be monotone with respect to the usual ordering on $R^{+}$and the partial ordering on $X$, in case $T$ is monotone. This result leads to the dichotomy: either $C$ is monotone and unbounded or $C$ joins $x_{0}$ to a semi-stable fixed point, $x_{\infty}$, of $T$ and $C$ is tangent at $x_{\infty}$ to the eigenvector corresponding to the dominant eigenvalue of $D T\left(x_{\infty}\right)$. This result provides the key tool for our analysis of periodic competitive and cooperative systems in future publications [16], [17].

1. Main results. Before stating and proving our main results, we establish some notation. We will introduce various Banach spaces in what follows and will reserve $|\cdot|$ for the norm. Since we also will consider Banach spaces whose elements are Banach space-valued functions there is the potential for confusion over which norm is being used. In all cases we have attached subscripts to function-space norms in order to reduce the chance for confusion. If $Z$ is a Banach space and $r>0$ we write $B_{r}(0)$ for the open ball about zero of radius $r, B_{r}(0)=\{z \in Z:|z|<r\}$, and $\overline{B_{r}(0)}$ for the closure of $B_{r}(0)$ in $Z$. If $T$ is a map from a Banach space $X$ to a Banach space $Y$, we call $T$ a $C^{n}$ map if it possesses $n$ continuous derivatives at all points of its domain.

Theorem 1.1. Let $X$ be a real, Banach space, $\Omega \subseteq X$ an open set and $T: \Omega \rightarrow X$ be a $C^{1}$-map with fixed point $x_{0} \in \Omega$. Let $T$ be $C^{2}$ in a neighborhood of $x_{0}$. Let $A \equiv D T\left(x_{0}\right)$ have spectral radius $\lambda_{0}$ and assume
(a) $\lambda_{0}>1$,
(b) $A e_{0}=\lambda_{0} e_{0}, e_{0} \notin \sqrt{R\left(A-\lambda_{0} I\right)}$.

Then there exists $t_{0}, 0<t_{0} \leqq \infty$ and a unique $C^{1}$ function $y:\left[0, t_{0}\right) \rightarrow X$ with the properties
(i) $y(t)=x_{0}+t e_{0}+O\left(t^{2}\right)$ as $t \rightarrow 0$,
(ii) $y(t)=T\left(y\left(\lambda_{0}^{-1} t\right)\right), 0 \leqq t<t_{0}$,
(iii) $x_{n}(t) \equiv T^{n}\left(x_{0}+\lambda_{0}^{-n} t e_{0}\right), n=0,1,2, \cdots$ satisfies $x_{n} \rightarrow y$ uniformly on compact sets and $x_{n}^{\prime}(t) \rightarrow y^{\prime}(t)$ on $\left[0, t_{0}\right)$,
(iv) either $t_{0}=+\infty$ or $t_{0}$ is maximal with the property that $y(t) \in \Omega, 0<t<\lambda_{0}^{-1} t_{0}$,
(v) if $T$ is a diffeomorphism than $y:\left[0, t_{0}\right) \rightarrow X$ is an injective immersion $\left(y^{\prime}(t) \neq 0\right)$.

Before proceeding to the proof, it is convenient to make the following remarks.
Remark 1. Condition (b) of Theorem 1.1 may seem strange. It implies the existence of a decomposition of $X=\operatorname{span} e_{0}+Z$, where $Z$ is a closed subspace of $T$, which reduces $A(A Z \subset Z)$. This, in fact, is all we use in the proof. Condition (b) will hold, for example, if $\lambda_{0}$ is a simple pole of $(A-\lambda I)^{-1}$ and $e_{0}$ is any nonzero vector in $N\left(A-\lambda_{0} I\right)$.

Remark 2. Assume $t_{0}=+\infty$ and $C=\{y(t): t \geqq 0\}$ lies in a compact subset of $X$, for example, $X$ might be finite-dimensional and $C$ bounded. Let $\Lambda=\{x: x=$ $\lim _{n \rightarrow \infty} y\left(t_{n}\right),\left\{t_{n}\right\}_{n=1}^{\infty}$ an arbitrary sequence satisfying $\left.\lim t_{n}=+\infty\right\}$. It is easily seen that $\Lambda$ is a nonempty, compact, connected, invariant set for $T$.

Remark 3. When $T$ is a diffeomorphism, the map $y$ is one-to-one and $y(t)$ is not a periodic point of $T$ for any $T>0$. Both properties can fall spectacularly if $T$ is not one-to-one. An interesting example is given by $T: R \rightarrow R$ defined by $x \rightarrow 3 x-4 x^{3}$, which lies $T(0)=0$ and $D T(0)=3$. Corresponding to $e_{0}=+1, y:[0, \infty) \rightarrow R$ of Theorem 1.1 is given by $y(t)=\sin t \operatorname{since} \sin t=3 \sin (t / 3)-4\left(\sin (t / 3)^{3}\right.$. The set $\Lambda$ of limit points of $y(t)$ is the invariant set $[-1,1]$ for $T$. It can be seen that $\left.T\right|_{[-1,1]}:[-1,1] \rightarrow$ [ $-1,1$ ] exhibits Li-Yorke chaos [10] with periodic points of every period, an uncountable set of $a$-periodic trajectories and an invariant probability measure (ergodic [18]) $(1 / \pi) d x / \sqrt{1-x^{2}}$. All this follows from the observation that $h:[-1,1] \rightarrow[-1,1]$ defined by $h(x)=\sin (\pi x / 2)$ is a homeomorphism providing a conjugacy between $\left.T\right|_{[-1,1]}$ and the piecewise linear map $S:[-1,1] \rightarrow[-1,1]$ defined by

$$
S= \begin{cases}-3 t-2, & -1 \leqq t<-\frac{1}{3} \\ 3 t, & -\frac{1}{2} \leqq t<\frac{1}{3} \\ -3 t+2, & \frac{1}{3} \leqq t \leqq 1\end{cases}
$$

Note that if $t_{0}=2 \cdot 3^{-3}$ and $t_{i}=S^{i}\left(t_{0}\right)$, then $t_{3}<t_{0}<t_{1}<t_{2}$, establishing Li-Yorke chaos [10]. It is clear that $S$ preserves Lebesgue measure.

Clearly, in this example, explicit knowledge of the function $y$ was of great help in determining the dynamics of the difference equation $x_{n+1}=T\left(x_{n}\right)$. It is interesting to speculate on whether the dynamics of other difference equations generated by one-dimensional maps might be illuminated by this approach, although it is clearly too much to hope that $y$ can be explicitly found in general. If, for example, $T$ is a simple polynomial map, for example, $T(x)=r x(1-x)$, fixing the origin with $T^{\prime}(0)=r, r>1$, it may be convenient to allow $x$ to be complex: $T: C \rightarrow C$. It is then not difficult to see that there is an entire function $y: C \rightarrow C$ with an essential singularity at $\infty, y(z)=z+$ $O\left(|z|^{2}\right)$ as $|z| \rightarrow 0$, such that $y(z)=T\left(y\left(r^{-1} z\right)\right.$ ) (see Proposition 1.4 or [7]). Although $y$ is not a homeomorphism in general, it is surjective and one has the following commutative diagram


Hence the iterates $w_{n+1}=T\left(w_{n}\right), w_{0}=y\left(z_{0}\right)$ are $w_{n}=y\left(r^{n} z_{n}\right)$.
Remark 4. There are many different properties of a map $T$ which will insure that $t_{0}=+\infty$. We mention only one. If there exists a closed invariant set $K$ for $T, K \subset \Omega$, $(T(K) \subset K)$ such that for some $\varepsilon>0, x_{0}+t e_{0} \in K$ for $0 \leqq t \leqq \varepsilon$ then $t_{0}=+\infty$ and $y(t) \in K$ for $t \geqq 0$. In order to see this, observe that $y(t) \in K$ by (iii) for $\left[0, t_{0}\right)$. But then, by (iv), $t_{0}=+\infty$.

Remark 5. If $T$ is a diffeomorphism, the hypotheses of Theorem 1.1 may hold for $T^{-1}$ if $T$ has a smallest eigenvalue. More precisely, if $\lambda_{0} \in(0,1)$ is a simple eigenvalue of $D T\left(x_{0}\right)$ with corresponding eigenvector $e_{0}$ and $\inf \left\{|\lambda|: \lambda \in \sigma\left(D T\left(x_{0}\right)\right)-\left\{\lambda_{0}\right\}\right\} \geqq \lambda_{0}$ then one can apply Theorem 1.1. to $T^{-1}$ to obtain the existence of a map $y:\left[0, t_{0}\right) \rightarrow X$ such that $y\left(\lambda_{0} t\right)=T(y(t))$.

Remark 6. The smoothness assumptions on $T$ of Theorem 1.1 may be relaxed. We use only that $D T(x)$ is uniformly Lipschitz continuous in a neighborhood of $x_{0}$. If $T$ is only continuous on $X$, differentiable at $x_{0}$, and $r(x)=T(x)-x_{0}-A\left(x-x_{0}\right)$ satisfies (1.6) of Proposition 1.3 below, then a continuous $y:\left[0, t_{0}\right) \rightarrow X$ exists satisfying (ii) and (iii) except that the convergence may not be uniform on compact sets if $\operatorname{dim} X=+\infty$. ( $C^{1}$ functions are uniformly continuous on bounded sets whereas continuous functions are not generally uniformly continuous on bounded subsets of infinite-dimensional spaces.)

Before proceeding to the proof of Theorem 1.1 we present a simple example. Let $T: R^{2} \rightarrow R^{2}$ be given by $T(z)=z^{2}$ where we have identified $R^{2}$ with $C$. Consider the fixed point $z_{0}=1$ of $T$ where $D T(1)=\left(\begin{array}{ll}2 & 0 \\ 0 & 2\end{array}\right)$. For every $\theta \in[0,2 \pi], e_{\theta} \equiv e^{i \theta}$ is an eigenvalue and the corresponding function $y_{0}:[0, \infty] \rightarrow R^{2}$, the existence of which is asserted in Theorem 1.1, is given by $y_{\theta}(t)=\exp \left(e_{\theta} t\right)$. As $\theta$ runs over $[0,2 \pi)$ the curves $C_{\theta}=\left\{y_{\theta}(t): \geqq 0\right\}$ cover $R^{2}-\{0\}$.

We begin the proof of Theorem 1.1 by establishing the existence of $y(t)$ satisfying (i), (ii) and (iii) for small $t$.

Lemma 1.2. Assume the hypotheses of Theorem 1.1. Then there exist $\tau>0$ and a $C^{1}$ function $y:[0, \tau] \rightarrow \Omega$ such that (i), (ii) and (iii) of Theorem 1.1 hold.

Proof. It follows from our assumptions on $A$ that there exists $f_{0} \in N\left(A^{*}-\lambda_{0} I\right)$, where $A^{*}: X^{*} \rightarrow X^{*}$ is the adjoint of $A$ on the dual space $X^{*}$ of $X$, such that $f_{0}\left(e_{0}\right)=1$. The projection $P: X \rightarrow X$ defined by $P x=f_{0}(x) e_{0}$ leads to a decomposition of $X$ : $X=\operatorname{lin}\left\{e_{0}\right\}+Z, Z=(I-P) X$, where $\operatorname{lin}\left\{e_{0}\right\}$ is the linear span of $e_{0}$, which reduces $A$ : $A=\lambda_{0} I+B, B: Z \rightarrow Z$. We may choose an equivalent norm on $Z$ so that the corresponding operator norm of $B$ satisfies $\|B\|<\lambda_{0}^{2}$ (spectral radius of $B \leqq \lambda_{0}$ ). For $x \in X$, we write $x=u e_{0}+z, u \in R, z \in Z$ and $|x|=|u|+|z|$ where $|u|$ is the absolute value of $u$.

We assume w.l.o.g. that $x_{0}=0$. If $T x_{0}=x_{0}$ then $\bar{S}(x)=T\left(x+x_{0}\right)-x_{0}$ satisfies $\bar{S}(0)=0, D \bar{S}(0)=A$.

Write, for $x=u e_{0}+z$

$$
T(x)=T_{1}(u, z) e_{0}+T_{2}(u, z)
$$

where $T_{1}: R \times Z$ and $T_{2}: R \times Z \rightarrow Z$ satisfy

$$
T_{1}(u, z)=\lambda_{0} u+r_{1}(u, z), \quad T_{2}(u, z)=B z+r_{2}(u, z)
$$

and $r_{i}(0,0)=0, D r_{i}(0,0)=0$. Our assumption that $T$ is $C^{2}$ in a neighborhood of 0 implies that there exists $C, \delta>0$ such that

$$
\begin{equation*}
\sum_{i=1}^{2}\left\|D r_{i}\left(u_{1}, z_{1}\right)=D r_{i}\left(u_{2}, x z_{2}\right)\right\| \leqq C\left[\left|u_{1}-u_{2}\right|+\left|z_{1}-z_{2}\right|\right] \tag{1.1}
\end{equation*}
$$

provided $\left|u_{i}\right|+\left|z_{i}\right| \leqq \delta, i=1,2$.
One easily verifies that (1.1) implies that

$$
\begin{array}{r}
\sum_{i=1}^{2}\left|D r_{i}\left(x_{1}\right) h_{1}-D r_{i}\left(x_{2}\right) h_{2}\right| \leqq C\left[\max _{i}\left|x_{i}\right|\left|h_{1}-h_{2}\right|+\max _{i}\left|h_{i} \| x_{1}-x_{2}\right|\right]  \tag{1.2}\\
x_{i}=\left(u_{i}, z_{i}\right) \quad h_{i}=\left(h_{i 1}, h_{i 2}\right)
\end{array}
$$

provided $\left|x_{i}\right| \leqq \delta, i=1,2$.
We seek a function $y(t)=t e_{0}+o(t)$ satisfying (ii). Setting

$$
y(t)=(t+\eta(t)) e_{0}+z(t), z(t) \in Z
$$

(ii) will hold if and only if

$$
\begin{align*}
& \eta(t)=\lambda_{0} \eta\left(\lambda_{0}^{-1} t\right)+r_{1}\left(\lambda_{0}^{-1} t+\eta\left(\lambda_{0}^{-1} t\right), z\left(\lambda_{0}^{-1} t\right)\right)  \tag{1.3a}\\
& z(t)=B z\left(\lambda_{0}^{-1} t\right)+r_{2}\left(\lambda_{0}^{-1} t+\eta\left(\lambda_{0}^{-1} t\right), z\left(\lambda_{0}^{-1} t\right)\right) \tag{1.3b}
\end{align*}
$$

We will solve (1.3) for ( $\eta, z$ ) by the contraction mapping theorem. Let $\tau>0$ and let

$$
\begin{aligned}
& C_{\tau}^{1}=\left\{x(t)=(\eta(t), z(t)) \in C^{1}([0, \tau], X):\right. \\
& \left.\quad(\eta(0), z(0))=0,\left|\eta^{\prime}(t)\right|+\left|z^{\prime}(t)\right| \leqq M t \text { for some } M>0\right\} .
\end{aligned}
$$

One can verify that $C_{\tau}^{1}$ is a Banach space when equipped with the norm $|\cdot|_{\tau}$ defined by

$$
|x|_{\tau} \equiv \sup _{0<t \leqq \tau} \frac{\left|\eta^{\prime}(t)\right|+\left|z^{\prime}(t)\right|}{t}
$$

Note the inequalities

$$
\begin{equation*}
\left|\eta^{\prime}(t)\right|+\left|z^{\prime}(t)\right| \leqq|x|_{\tau} t, \quad|\eta(t)|+|z(t)| \leqq|x|_{\tau} \frac{t^{2}}{2} \tag{1.4}
\end{equation*}
$$

We define the linear operator $L$ on $C_{\tau}^{1}$ by

$$
(L x)(t) \equiv\left(\lambda_{0} \eta\left(\lambda_{0}^{-1} t\right), B z\left(\lambda_{0}^{-1} t\right)\right), \quad 0 \leqq t \leqq \tau .
$$

Since

$$
\begin{aligned}
(L x)^{\prime}(t)= & \left(\eta^{\prime}\left(\lambda_{0}^{-1} t\right), \lambda_{0}^{-1} B z^{\prime}\left(\lambda_{0}^{-1} t\right)\right), \quad 0 \leqq t \leqq \tau \\
\left|(L x)^{\prime}(t)\right| & \leqq\left|\eta^{\prime}\left(\lambda_{0}^{-1} t\right)\right|+\lambda_{0}^{-1}\left|B z^{\prime}\left(\lambda_{0}^{-1} t\right)\right| \\
& \leqq\left|\eta^{\prime}\left(\lambda_{0}^{-1} t\right)\right|+\lambda_{0}^{-1}\|B\|\left|z^{\prime}\left(\lambda_{0}^{-1} t\right)\right| \\
& \leqq \max \left\{1, \lambda_{0}^{-1}\|B\|\right\}\left[\left|\eta^{\prime}\left(\lambda_{0}^{-1} t\right)\right|+\left|z^{\prime}\left(\lambda_{0}^{-1} t\right)\right|\right] \\
& \leqq \max \left\{1, \lambda_{0}^{-1}\|B\|\right\}|x|_{\tau} \lambda_{0}^{-1} t \\
& \leqq \max \left\{\lambda_{0}^{-1}, \lambda_{0}^{-2}\|B\|\right\}|x|_{\tau} t,
\end{aligned}
$$

it follows that $L x \in C_{\tau}^{1}$ and

$$
\|L\| \leqq \max \left\{\lambda_{0}^{-1}, \lambda_{0}^{-2}\|B\|\right\} \equiv \rho<1
$$

provided $\|B\|<\lambda_{0}^{2}$.
Define an operator $R$ on $C_{\tau}^{1}$ by

$$
R(x)=R(\eta, z)(t) \equiv\left(r_{1}\left(\lambda_{0}^{-1} t+\eta\left(\lambda_{0}^{-1} t\right), z\left(\lambda_{0}^{-1} t\right)\right), r_{2}\left(\lambda_{0}^{-1} t+\eta\left(\lambda_{0}^{-1} t\right), z\left(\lambda_{0}^{-1} t\right)\right)\right)
$$

Since we want to make use of the estimates (1.1) and (1.2) we define $R$ only for those $x \in{ }_{\tau}^{1}$ with $|x|_{\tau} \leqq m$ ( $m$ and $\tau$ will be adjusted further in what follows) so that

$$
\begin{equation*}
\left|\lambda_{0}^{-1} t+\eta\left(\lambda_{0}^{-1} t\right)\right|+\left|z\left(\lambda_{0}^{-1} t\right)\right| \leqq \leqq\left(\frac{\tau}{\lambda_{0}}\right)\left[1+\frac{m}{2}\left(\frac{\tau}{\lambda_{0}}\right)\right] \leqq . \tag{1.5}
\end{equation*}
$$

We assume $\tau$ is small enough that the estimate above holds. Then

$$
\begin{aligned}
\left|R(\eta, z)^{\prime}(t)\right|= & \left|D r_{1}\left(\lambda_{0}^{-1} t+\eta, z\right)\left(\lambda_{0}^{-1}+\lambda_{0}^{-1} \eta^{\prime}, \lambda_{0}^{-1} z^{\prime}\right)\right| \\
& +\left|D r_{2}\left(\lambda_{0}^{-1} t+\eta, z\right)\left(\lambda_{0}^{-1}+\lambda_{0}^{-1} \eta^{\prime}, \lambda_{0}^{-1} z^{\prime}\right)\right| \\
\leqq & C \lambda_{0}^{-1}\left[\left|\lambda_{0}^{-1} t+\eta\left(\lambda_{0}^{-1} t t\right)\right|+\left|z\left(\lambda_{0}^{-1} t\right)\right|\right]\left[\left|1+\eta^{\prime}\left(\lambda_{0}^{-1} t\right)\right|+\left|z^{\prime}\left(\lambda_{0}^{-1} t\right)\right|\right] \\
\leqq & C \lambda_{0}^{-1}\left[\lambda_{0}^{-1} t+m \frac{\lambda_{0}^{-2} t^{2}}{2}\right]\left[1+m \lambda_{0}^{-1} t\right] \\
\leqq & C \lambda_{0}^{-2}\left[1+\frac{m \lambda_{0}^{-1} \tau}{2}\right]\left[1+m \lambda_{0}^{-1} \tau\right] t .
\end{aligned}
$$

It follows that $R(\eta, z) \in C_{\tau}^{1}$ and that $|R(\eta, z)|_{\tau} \leqq C \lambda_{0}^{-2}\left[1+m \lambda_{0}^{-1} \tau\right]^{2},|(\eta, z)|_{\tau} \leqq m$.
Equation (1.3) is equivalent to $x=F(x) \equiv L x+R(x), x=(\eta, z) \in C_{\tau}^{1}$. We will show that $F$ is a contractive self-map of $\overline{B_{m}(0)} \subseteq C_{\tau}^{1}$ for some $m$ and $\tau$. For fixed $m>0$ and $\tau$ sufficiently small that (1.5) holds we have for $|x|_{\tau} \leqq m,|F(x)|_{\tau} \leqq \rho m+$ $C \lambda_{0}^{-2}\left[1+m \lambda_{0}^{-1} \tau\right]^{2}$. In order that $F$ be a self-map of $\overline{B_{m}(0)}$ we choose

$$
m=\frac{2 C \lambda_{0}^{-2}}{1-\rho}
$$

and $\tau<\min \left\{(\sqrt{2}-1)(1-\rho) / 2 C \lambda_{0}^{3}, \lambda_{0}(\sqrt{1+2 m \delta}-1) / m\right\}$. The second term inside the min bracket has been chosen so that (1.5) holds while the first term insures that, together with our choice of $m, F$ is a self map of $\overline{B_{m}(0)}$. We will need to choose $\tau$ possibly smaller to insure that $F$ is a contraction.

Let $x_{i}=\left(\eta_{i}, z_{i}\right) \in \overline{B_{m}(0)}, i=1,2$. Then, using the estimate (1.2)

$$
\begin{aligned}
& \left|R\left(x_{1}\right)^{\prime}(t)-R\left(x_{2}\right)^{\prime}(t)\right| \\
& \begin{array}{l}
=\sum_{i=1}^{2} \mid D r_{i}\left(\lambda_{0}^{-1} t+\eta_{1}\left(\lambda_{0}^{-1} t\right), z_{1}\left(\lambda_{0}^{-1} t\right)\right)\left(\lambda_{0}^{-1}+\lambda_{0}^{-1} \eta_{1}^{\prime}\left(\lambda_{0}^{-1}\right), \lambda_{0}^{-1} z_{1}^{\prime}\left(\lambda_{0}^{-1} t\right)\right) \\
\\
\quad-D r_{i}\left(\lambda_{0}^{-1} t+\eta_{2}\left(\lambda_{0}^{-1} t\right), z_{2}\left(\lambda_{0}^{-1} t\right)\right)\left(\lambda_{0}^{-1}+\lambda_{0}^{-1} \eta_{2}^{\prime}\left(\lambda_{0}^{-1} t\right), \lambda_{0}^{-1} z_{2}^{\prime}\left(\lambda_{0}^{-1} t\right)\right) \mid \\
\leqq C
\end{array} \quad\left[\lambda_{0}^{-1} \max _{i}\left|\left(\lambda_{0}^{-1} t+\eta_{i}\left(\lambda_{0}^{-1} t\right), z_{i}\left(\lambda_{0}^{-1} t\right)\right)\right|\left|x_{i}^{\prime}\left(\lambda_{0}^{-1} t\right)-x_{2}^{\prime}\left(\lambda_{0}^{-1} t\right)\right|\right. \\
& \left.\quad \quad \quad \max _{i}\left|\left(\lambda_{0}^{-1}+\lambda_{0}^{-1} \eta_{i}^{\prime}\left(\lambda_{0}^{-1} t\right), \lambda_{0}^{-1} z_{i}^{\prime}\left(\lambda_{0}^{-1} t\right)\right)\right|\left|x_{1}\left(\lambda_{0}^{-1} t\right)-x_{2}\left(\lambda_{0}^{-1} t\right)\right|\right] \\
& \leqq C\left[\left(\lambda_{0}^{-1} t+m \frac{\lambda_{0}^{-2} t^{2}}{2}\right)\left(\lambda_{0}^{-2} t\left|x_{1}-x_{2}\right|_{\tau}\right)+\left(\lambda_{0}^{-1}+\lambda_{0}^{-2} t m\right) \frac{\lambda_{0}^{-2} t}{2}\left|x_{1}-x_{2}\right|_{\tau}\right] \\
& \leqq C \lambda_{0}^{-3} \tau\left[\left(1+\frac{m \lambda_{0}^{-1} \tau}{2}\right)+\frac{1}{2}\left(1+m \lambda_{0}^{-1} m\right)\right]\left|x_{1}-x_{2}\right|_{\tau} t \\
& \leqq C \lambda_{0}^{-3} \tau\left[\frac{3}{2}+m \lambda_{0}^{-1} \tau\right]\left|x_{1}-x_{2}\right|_{\tau} t .
\end{aligned}
$$

It follows that

$$
\left|R\left(x_{1}\right)-R\left(x_{2}\right)\right|_{\tau} \leqq C \lambda_{0}^{-3} \tau\left[\frac{3}{2}+m \lambda_{0}^{-1} \tau\right]\left|x_{1}-x_{2}\right|_{\tau}
$$

Hence

$$
\left|F\left(x_{1}\right)-F\left(x_{2}\right)\right|_{\tau} \leqq\left[\rho+C \lambda_{0}^{-3} \tau\left[\frac{3}{2}+m \lambda_{0}^{-1} \tau\right]\right]\left|x_{1}-x_{2}\right|_{\tau} .
$$

Since $\rho<1$, we can insure that the Lipschitz constant for $F$ is smaller than one by further restricting $\tau$ if necessary. The contraction mapping theorem can now be applied completing the proof of the lemma.

Before continuing the proof of Theorem 1.1 we prove two results, Propositions 1.3 and 1.4 below, the proofs of which are very similar to the proof of Lemma 1.2. These results indicate several possible variations of Theorem 1.1. The first result, Proposition 1.3 below, shows that the smoothness assumptions on $T$ in Lemma 1.2 can be relaxed with a corresponding loss of smoothness of $y$. The proof of the following lemma is so similar to the proof of Lemma 1.2 that only a sketch is given.

Proposition 1.3. Let $T: \Omega \rightarrow X$ as in Theorem 1.1 but assume only that $T$ is continuous on $\Omega, T\left(x_{0}\right)=x_{0}$ and $D T\left(x_{0}\right)=A$ exists. Let the spectral assumptions of Theorem 1.1 hold for $A$. Define $r(x)$ for $x$ near $x_{0}$ by

$$
T(x)=x_{0}+A\left(x-x_{0}\right) r(x)
$$

and suppose there exists $M, p, \delta>0$ such that

$$
\begin{equation*}
\left|r\left(x_{1}\right)-r\left(x_{2}\right)\right| \leqq C\left[\max _{i=1,2}\left\{\left|x_{i}-x_{0}\right|\right\}\right]^{p}\left|x_{1}-x_{2}\right| \tag{1.6}
\end{equation*}
$$

for $\left|x_{0}-x_{i}\right| \leqq \delta, i=1,2$. Then there exists $\tau>0$ and a continuous function $y:[0, \tau] \rightarrow \Omega$ satisfying $y(t)=x_{0}+t e_{0}+O\left(t^{1+p}\right)$ as $t \rightarrow 0$, (ii) and (iii) of Theorem 1.1 (except $\left.x_{n}^{\prime} \rightarrow y^{\prime}\right)$.

Proof. The proof is very similar to that of Lemma 1.2. The estimates (1.1) and (1.2) of Lemma 1.2 are replaced by the single estimate

$$
\begin{equation*}
\sum_{i=1}^{2}\left|r_{i}\left(u_{1}, z_{1}\right)-r_{i}\left(u_{2}, z_{2}\right)\right| \leqq C\left[\max _{i=1,2}\left\{\left|u_{i}\right|+\left|z_{i}\right|\right\}\right]^{p} \cdot\left[\left|u_{1}-u_{2}\right|+\left|z_{1}-z_{2}\right|\right] \tag{1.7}
\end{equation*}
$$

if $\left|u_{i}\right|+\left|z_{i}\right| \leqq \delta, i=1,2$, which follows from (1.6). The appropriate function space is

$$
C_{p}=\left\{(\eta(t), z(t)) \in C([0, \tau], X):|\eta(t)|+|z(t)| \leqq M t^{1+p} \text { for some } M \geqq 0\right\}
$$

with $p$ as in (1.6). The norm on $C_{\rho}$ is given by

$$
|(\eta, z)|_{p}=\sup _{0<t \leqq \tau} \frac{|\eta(t)|+|z(t)|}{t^{1+p}}
$$

It is clear that $\left(C_{\rho}, \|_{\rho}\right)$ is a Banach space. Define $L: C_{\rho} \rightarrow C_{\rho}$ as in Lemma 1.2 and observe that $\|L\| \leqq \rho \equiv \max \left\{\lambda_{0}^{-p}, \lambda_{0}^{-(1+p)}\|B\|\right\}$. Since $\|B\|<\lambda_{0}^{1^{+} p}$ (this may require a different norm on $Z$ than in Lemma 1.2), $\rho<1$. If $m>0$ is given, choose $\tau>0$ so that $\tau \lambda_{0}^{-1}\left[1+m\left(\tau \lambda_{0}^{-1}\right)^{p}\right] \leqq \delta$. Then given $(\eta, z) \in \overline{B_{m}(0)}$, the estimate (1.7) can be used to show that $R(\eta, z)$, defined as in Lemma 1.2, satisfies

$$
|R(\eta, z)|_{p} \leqq C \lambda_{0}^{-(1+p)}\left[1+m\left(\tau / \lambda_{0}\right)^{p}\right]^{1+p}
$$

Hence $F \equiv L+R$ is a self-map of $\overline{B_{m}(0)}$ provided $\rho m+C \lambda_{0}^{-(1+p)}\left[1+m\left(\tau / \lambda_{0}\right)^{p}\right]^{1+p} \leqq$ $m$. As in Lemma 1.2, since $\rho<1$ and we are free to choose $\tau$ small, this inequality can be satisfied for suitable $m$ and $\tau$ (for example, $m=2 C^{-(1+p)} / 1-\rho$ ). Now use (1.7) to calculate the contraction constant, $\rho+C \lambda_{0}^{-(1+p)}\left(\tau / \lambda_{0}\right)^{p}\left[1+-m\left(\tau / \lambda_{0}\right)^{p}\right]^{p}$, for $F$. For $\tau$ sufficiently small, this value is less than one.

As our final variant of Lemma 1.2, we consider the case that a complex conjugate pair of eigenvalues, $\alpha \pm i \beta$, of $A$ are the dominant eigenvalues. This result would have a cleaner form if $T$ were assumed to be a holomorphic map of a complex Banach space (in which case $y$ below would be holomorphic) but in view of possible applications we continue to assume $X$ is a real Banach space.

Proposition 1.4. Assume $T: \Omega \rightarrow X, \Omega$ an open subset of the Banach space $X$, is $C^{2}$ in a neighborhood of a fixed point $x_{0}$ of $T$. Let $A=D T\left(x_{0}\right)$ and assume
(a) $\lambda_{0}=\alpha+i \beta$ is a simple pole of the resolvent $R\left(\lambda, A^{c}\right)=\left(\lambda I-A^{c}\right)^{-1}$ and $\operatorname{dim} N\left(A^{c}-\lambda_{0} I\right)<\infty . A^{c}$ is the complexification of $A$.
(b) The spectral radius of $A$ is $\left|\lambda_{0}\right|$ and $\left|\lambda_{0}\right|>1$.

Then there exists $\tau>0$ and a $C^{1}$ function $y: B_{\tau}(0) \subseteq R^{2} \rightarrow \Omega$ such that
(i) $y(0)=x^{0}, D y(0)$ has rank two.
(ii) $y(v)=T\left(y\left(S^{-1} v\right)\right), v \in B_{\tau}(0)$ where $S=\left(\begin{array}{cc}\alpha & -\beta \\ \beta\end{array}\right)$.

Proof. By using the functional calculus of operators [2] as in the proof of Lemma 1.2 , one can regard $X$ as the direct sum

$$
X=R^{2}+Z, \quad x=(v, z), v \in R^{2}, z \in Z
$$

where the decomposition reduces $A: A=S+B, B: Z \rightarrow Z$. Since the spectral radius of $B$ does not exceed $\left|\lambda_{0}\right|$ we may choose an equivalent norm on $X$ so that $|(v, z)|=|v|+|z|$ where $|v|$ is the Euclidean norm and $|z|$ is a norm on $Z$ such that the operator norm $\|B\|<\left|\lambda_{0}\right|^{2}$. Note that $\|S\|=\left|\lambda_{0}\right|$ and $\left\|S^{-1}\right\|=\left|\lambda_{0}\right|^{-1}$.

Assume $x_{0}=0$ and write

$$
T(x)=T(v, z)=\left(T_{1}(v, z), T_{2}(v, z)\right)
$$

where

$$
T_{1}: R^{2} \times Z \rightarrow R^{2} \quad \text { and } \quad T_{2}: R^{2} \times Z \rightarrow Z
$$

satisfy

$$
T_{1}(v, z)=S v+r_{1}(v, z), \quad T_{2}(v, z)=B v+r_{2}(v, z)
$$

Our assumptions on $T$ insure that there exists $\delta, C>0$ such that $\left|\left(v_{i}, z_{i}\right)\right| \leqq \delta, i=1,2$, implies

$$
\sum_{i=1}^{2}\left\|D r_{i}\left(v_{1}, z_{1}\right)-D r_{i}\left(v_{2}, z_{2}\right)\right\| \leqq C\left|\left(v_{1}, z_{1}\right)-\left(v_{2}, z_{2}\right)\right|
$$

We seek $y: B_{\tau}(0) \subseteq R^{2} \rightarrow X$ in the form $y(v)=(v+\eta(v), z(v))$ with $|(\eta(v), z(v))|=$ $O\left(|v|^{2}\right)$ and such that (ii) holds. This amounts to

$$
\begin{aligned}
& \eta(v)=S \eta\left(S^{-1} v\right)+r_{1}\left(S^{-1} v+\eta\left(S^{-1} v\right), z\left(S^{-1} v\right)\right) \\
& z(v)=B z\left(S^{-1} v\right)+r_{2}\left(S^{-1} v+\eta\left(S^{-1} v\right), z\left(S^{-1} v\right)\right)
\end{aligned}
$$

We solve these equations as in Lemma 1.2 by the contraction mapping theorem in the function

$$
\begin{aligned}
& C_{\tau}^{1}=\left\{(\eta, z): \overline{B_{\tau}(0)} \cong R^{2} \rightarrow R^{2} \times Z:(\eta, z)\right. \\
& \text { is } C^{1} \text { in } \overline{B_{\tau}(0,0)},(\eta(0), z(0))=(0,0), \\
& \text { and for some } M \geqq 0\|D \eta(v)\|+\|D z(v)\| \\
& \left.\quad \leqq M|v|, v \in B_{\tau}(0)\right\} .
\end{aligned}
$$

Note that $D \eta(v): R^{2} \rightarrow R^{2}$ and $D z(v): R^{2} \rightarrow Z$.
A Banach space norm for $C_{\tau}^{1}$ is

$$
|(\eta, z)|_{\tau}=\sup _{0<|v| \leqq \tau} \frac{\|D \eta(v)\|+\|D z(v)\|}{|v|} .
$$

Observe that the inequality

$$
|\eta(v)|+|z(v)| \leqq \frac{1}{2}|(\eta, z)|_{\tau}|v|^{2}
$$

holds for $(\eta, z) \in C_{\tau}^{1}$. We now proceed exactly as in Lemma 1.2 (indeed, all the estimates are identical except that $\left|\lambda_{0}\right|$ replaces $\lambda_{0}$ ). For instance $L: C_{\tau}^{1} \rightarrow C_{\tau}^{1}$ is defined by $(\bar{\eta}, \bar{z})=L(\eta, z)=\left(S \eta\left(S^{-1} v\right), B z\left(S^{-1} v\right)\right)$. Since

$$
\begin{aligned}
\|D \bar{\eta}(v)\|+\|D \bar{z}(v)\| & =\left\|D \eta\left(S^{-1} v\right)\right\|+\left\|B D z\left(S^{-1} v\right) S^{-1}\right\| \\
& \leqq\left\|D \eta\left(S^{-1} v\right)\right\|+\|B\|\left\|D z\left(S^{-1} v\right) S^{-1}\right\| \\
& \leqq\left\|D \eta\left(S^{-1} v\right)\right\|+\|B\|\left|\lambda_{0}\right|^{-1}\left\|D z\left(S^{-1} v\right)\right\| \\
& \leqq \max \left\{1,\|B\|\left|\lambda_{0}\right|^{-1}\right\}|(\eta, z)|_{\tau}\left|S^{-1} v\right| \\
& \leqq \max \left\{\left|\lambda_{0}\right|^{-1},\|B\|\left|\lambda_{0}\right|^{-2}\right\}|(\eta, z)|_{\tau}|v|
\end{aligned}
$$

it follows that $\|L\| \leqq \max \left\{\left|\lambda_{0}\right|^{-1},\|B\|\left\|\lambda_{0}\right\|^{-2}\right\}<1$. We leave it to the reader to check that the other estimates hold verbatim as in Lemma 1.2.

We now complete the proof of Theorem 1.1.
Proof of Theorem 1.1. The first task is to extend our function $y:[0, \tau] \rightarrow \Omega$ of Proposition 1.2 as far as possible in such a way that (ii) holds. Extend $y$ as follows if $0 \leqq t \leqq \lambda_{0} \tau$ let $y_{1}(t) \equiv T\left(y\left(\lambda_{0}^{-1} t\right)\right)$; since $0 \leqq \lambda_{0}^{-1} t \leqq \tau, y\left(\lambda_{0}^{-1} t\right)$ is well-defined and belongs to $\Omega$, so $y_{1}(t)$ is well-defined and $C^{1}$ since $y$ and $T$ are. Also, $y_{1}$ agrees with $y$ on $[0, \tau]$ so $y_{1}(t)=T\left(y_{1}\left(\lambda_{0}^{-1} t\right)\right)$ for $0 \leqq t \leqq \lambda_{0} \tau$. However, it may happen that $y_{1}(t) \notin \Omega$ for all $t \in\left[0, \lambda_{0} \tau\right]$. Suppose that this is the case and let $\lambda_{0}^{-1} t_{0} \in\left(\tau, \lambda_{0} \tau\right]$ be maximal with the property that $y_{1}(t) \in \Omega$ for $\left[0, \lambda_{0}^{-1} t_{0}\right)$. If $0 \leqq t<t_{0}$ define $y_{2}(t)=T\left(y_{1}\left(\lambda_{0}^{-1} t\right)\right)$. It is again easy to see that $y_{2}$ is well-defined, $C^{1}$, and agrees with $y_{1}$ on $0 \leqq t \leqq \lambda_{0} \tau$. Hence $y_{0}(t)=T\left(y_{2}\left(\lambda_{0}^{-1} t\right)\right)$ for $0 \leqq t<t_{0}$. In general, this is as far as we can extend $y$. If, however, $y_{1}(t) \in \Omega$ for $0 \leqq t \leqq \lambda_{0} \tau$ then $y_{1}$ can be extended exactly as before to $\left[0, \lambda_{0}^{2} \tau\right]$. This completes the proof of (ii) and (iv).

In order to see that (iii) holds for $0<t<t_{0}$ (recall we have proved (iii) on [0, $\tau$ ] in Lemma 1.2), fix $t<t_{0}$ and let $n$ be such that $\lambda_{0}^{-n} t \leqq \tau$. We have

$$
\begin{aligned}
y(t) & =T\left(y\left(\lambda_{0}^{-1} t\right)\right)=T\left(T\left(y\left(\lambda_{0}^{-2} t\right)\right)\right)=\cdots \\
& =T^{n}\left(y\left(\lambda_{0}^{-n} t\right)\right) \\
& =T^{n}\left(\lim _{p \rightarrow \infty} T^{p}\left(\lambda_{0}^{-(n+p)} t e_{0}\right)\right) \\
& =\lim _{p \rightarrow \infty} T^{n+p}\left(\lambda_{0}^{-(n+p)} t e_{0}\right) \\
& =\lim _{p \rightarrow \infty} x_{n+p}(t)
\end{aligned}
$$

Since $T$ is uniformly continuous on bounded sets, $x_{n} \rightarrow y$ uniformly on compact sets.
From above we have

$$
\begin{aligned}
y^{\prime}(t) & =D\left(T^{n}\right)\left(y\left(\lambda_{0}^{-n} t\right)\right) \lambda_{0}^{-n} y^{\prime}\left(\lambda_{0}^{-n} t\right) \\
& \left.=D\left(T^{n}\right) \lim _{p \rightarrow \infty} x_{p}\left(\lambda_{0}^{-n} t\right)\right) \lambda_{0}^{-n} \lim _{p \rightarrow \infty} x_{p}^{\prime}\left(\lambda_{0}^{-n} t\right) \\
& =\lim _{p \rightarrow \infty} D\left(T^{n}\right)\left(x_{p}\left(\lambda_{0}^{-n} t\right)\right) \lambda_{0}^{-n} x_{p}^{\prime}\left(\lambda_{0}^{-n} t\right) \\
& =\lim _{p \rightarrow \infty} x_{n+p}^{\prime}(t) .
\end{aligned}
$$

This completes the proof of (iii).
Finally, if $T$ is a diffeomorphism and there exists $s \neq t$ such that $y(t)=y(s)$ then $T\left(y\left(\lambda_{0}^{-1} t\right)\right)=T\left(y\left(\lambda_{0}^{-1} s\right)\right)$ and $y\left(\lambda_{0}^{-1} t\right)=y\left(\lambda_{0}^{-1} s\right)$. After $n$ applications of this reasoning $y\left(\lambda_{0}^{-n} t\right)=y\left(\lambda_{0}^{-n} s\right)$ which contradicts (for $n$ sufficiently large) the fact that $y$ is one-to-one on $[0, \varepsilon]$ for $\varepsilon>0$ sufficiently small (recall $y$ is $C^{1}$ and $y^{\prime}(0)=e \neq 0$ ). Since $y^{\prime}(t) \neq 0$ for small $t$ there is a maximal $t_{1} \leqq t_{0}$ such that $y^{\prime}(t)=0$ on [0, $\left.t_{1}\right)$. If $t_{1}<t_{0}$ then $y^{\prime}\left(t_{1}\right)=0$. But then

$$
0=y^{\prime}\left(t_{1}\right)=\lambda_{0} D T\left(y\left(\lambda_{0}^{-1} t_{1}\right)\right) y^{\prime}\left(\lambda_{0}^{-1} t_{1}\right),
$$

yet $y^{\prime}\left(\lambda_{0}^{-1} t_{1}\right) \neq 0$ and $D T\left(y\left(\lambda_{0}^{-1} t_{1}\right)\right)$ is nonsingular. This contradiction proves $t_{1}=t_{0}$ and $y^{\prime}(t) \neq 0$ on $\left[0, t_{0}\right)$.
2. Some results for monotone mappings. We begin by recalling some notation and results in the theory of partially ordered spaces. Recall that a cone $K$ in a Banach space $X$ is a closed subset of $X$ with the properties (i) $K+K \subset K$, (ii) $R_{+} \cdot K \subset K$, and (iii) $K \cap(-K)=\{0\} . K$ induces a partial ordering on $X$ via $x \leqq y$ if and only if $y-x \in K$. If $x \leqq y$ are two points in $X$ we write $[x, y]$ for the set $\{z \in X: x \leqq z \leqq y\}$. A map $F: X \rightarrow Y$ between two Banach spaces containing cones $K$ and $C$, respectively, is nondecreasing provided $F(x) \leqq{ }_{c} F(y)$ in $Y$ whenever $x \leqq{ }_{k} y$ in $X$. A cone in a Banach space $X$ is said to be normal if there is an equivalent nondecreasing norm on $X$. It is easily verified that the Fréchet derivative of a nondecreasing map $T: X \rightarrow X$ at a point $x, A=D T(x)$, is a so-called positive operator, that is, $A(K) \subset K$. A positive operator $A$ is said to be strongly positive if $A^{m}(K \subset\{0\}) \subset \operatorname{int} K$, the interior of $K$, for some positive integer $m \geqq 1$ (of course, this makes sense only if $K$ has nonempty interior). In case $X=R^{n}$ and $K=R_{+}^{n}=\left\{x: x_{i} \geqq 0,1 \leqq i \leqq n\right\}$, a nonnegative matrix $A$ is strongly positive if and only if all entries of $A^{m}$ are positive for some integer $m \geqq 1$. In this case, the Perron-Frobenius

Theory [6] [9] implies that the spectral radius is a simple eigenvalue, greater in magnitude than any other eigenvalue, and there is a corresponding eigenvector which belongs to the interior of $R_{+}^{n}$. A slightly weaker assumption on $A \geqq 0$ for which the above results hold is that $A$ be a primitive irreducible matrix (see [9]), however these ideas do not generalize nicely to infinite dimensions. For infinite-dimensional spaces $X$ and cone $K \subset X$ with nonempty interior, strongly positive compact operators have the properties mentioned above for strongly positive matrices except possibly that there may be other parts of the spectrum in addition to the spectral radius on the circle of radius equal to the spectral radius in the complex plane [1, Thm. 3.2].

Recall that $T: X \rightarrow X, X$ a Banach space, is said to be completely continuous if $T$ maps bounded sets into precompact sets. It is well known that the Fréchet derivative of a completely continuous map is a compact linear operator.

We can now state the main results of this section.
Theorem 2.1. Let $K$ be a normal cone with nonempty interior in a Banach space $X$. Let $T: X \rightarrow X$ be a completely continuous, nondecreasing, $C^{1}$-map, which is $C^{2}$ in a neighborhood of 0 and $T(0)=0$. Let $A=D T(0)$ be strongly positive and have spectral radius $\lambda_{0}, \lambda_{0}>1$. Then there exists a unique $C^{1}$, nondecreasing function $y:[0, \infty] \rightarrow \operatorname{int} K$ satisfying $y(t)=t e_{0}+o(t)$ as $t \rightarrow 0$ where $A e_{0}=\lambda_{0}, e_{0} \in \operatorname{int} K$ and

$$
y(t)=T\left(y\left(\lambda_{0}^{-1} t\right)\right), t \geqq 0 .
$$

Moreover, either $|y(t)| \rightarrow+\infty$ as $t \rightarrow \infty$ or $\lim _{t \rightarrow \infty} y(t)=y_{\infty} \in \operatorname{int} K$ exists and $T y_{\infty}=y_{\infty}$. In the latter case $\left[0, y_{\infty}\right]$ is invariant under $T$ and $T_{x}^{n} \rightarrow y_{\infty}$ for every $x \in\left[0, y_{\infty}\right]-\{0\}$. In the former case, $\left|T^{n} x\right| \rightarrow+\infty$ for all $x \in K-\{0\}$.

An important extension of Theorem 2.1 can be made if $X=R^{n}$ and $K=R_{+}^{n}$. In this case, the complete continuity assumption in Theorem 2.1 is redundant since $T$ is continuous. We let $\rho(A)$ stand for the spectral radius of a linear operator $A$.

Theorem 2.2. Let $X=R^{n}$ and $K=R_{+}^{n}$ and $T: R^{n} \rightarrow R^{n}$ satisfy the hypotheses of Theorem 2.1 and let $D T(x)$ be invertible for $x \in R_{+}^{n}$. Assume $\lim _{t \rightarrow \infty} y(t)=y_{\infty}$ exists and assume $A_{\infty} \equiv D T\left(y_{\infty}\right)$ is strongly positive. Then $\rho\left(A_{\infty}\right) \leqq 1$ and $\lim _{t \rightarrow \infty}\left(y^{\prime}(t) /\left|y^{\prime}(t)\right|\right)=e$ where $e \in \operatorname{int} R_{+}^{n}$ is the unique, unit norm positive eigenvector corresponding to $\rho\left(A_{\infty}\right)$.

Before proceeding to the proof of the theorems we make the following remarks. First the smoothness assumptions on $T$ in Theorem 2.1 can be relaxed as observed in Remark 6 following Theorem 1.1. Secondly, the choice of the origin as a fixed point of $T$ in both theorems is merely for convenience. Finally, (iii) of Theorem 1.1 holds for $y$ in both results.

For diffeomorphisms $T: R^{n} \rightarrow R^{n}$, nondecreasing with respect to the usual ordering and having the property that $D T(x)$ is strongly positive for each $x$, Theorems 2.1 and 2.2 allow the determination of possible "phase portraits" for the dynamics, $x_{n+1}=T\left(x_{n}\right)$ in case of the existence of an unstable fixed point $x_{0}$ of $T\left(\rho\left(D T\left(x_{0}\right)\right)>1\right)$. In Fig. 1 we indicate the four possible portraits. If $e_{0} \in \operatorname{int} R_{+}^{n}$ satisfies $D T\left(x_{0}\right) e_{0}=\rho\left(D T\left(x_{0}\right) e_{0}\right.$, we write $y_{+}(t)$ for the function the existence of which is asserted in Theorem 2.1 corresponding to the eigenvector $e_{0}\left(y_{+}(t)=x_{0}+t e_{0}+O\left(t^{2}\right)\right)$ and write $y_{-}(t)$ for the function asserted to exist in Theorem 2.1 corresponding to $-e_{0}\left(y_{-}(t)=x_{0}-t e_{0}+O\left(t^{2}\right)\right)$. by Theorem 2.1, $y_{ \pm}(t) \in x_{0} \pm$ int $R_{+}^{n}$ for each $t>0$. The four possibilities indicated in Fig. 1 correspond to the four possible $\operatorname{limits} \lim y_{+}(t)=y_{\infty}$ or $\infty, \lim y_{-}(t)=y_{-\infty}$ or $\infty$. It should be observed that, in case $\lim _{t \rightarrow \infty} y_{+}(t)=y_{\infty}$ exists, the fixed point $y_{\infty}$ may be the limit $\lim _{t \rightarrow \infty} y_{-}(t)$, of a function $y_{-}(t)$ corresponding to another unstable fixed point of $T$ belonging to $y_{\infty}+\operatorname{int} R_{+}^{n}$. A similar observation holds if $\lim _{t \rightarrow \infty} y_{-}(t)=y_{-\infty}$


Fig. 1. Qualitative dynamics of the iterates of $T: R^{2} \rightarrow R^{2} ; x_{0}$ is an unstable fixed point, shaded regions are included in the domains of attraction of a fixed point $y_{-\infty}, y_{\infty}$ or the point at infinity, $\infty$. The solid curves are $y_{+}$and $y_{-}$.
exists. The point here is that (a), (b), and (c) of Fig. 1 may only be segments of a longer chain of such segments. A nice example of these chains occurs in the paper of Selgrade [8, see Figs. 1 and 2] where $T$ is the time-one map for autonomous ordinary differential equation.

Finally, note that if $x_{0}$ is a a hyperbolic fixed point of $T$ and $W^{s}\left(x_{0}\right)=\left\{x \in R^{n}\right.$ : $T^{m}(x) \rightarrow x_{0}$ as $\left.m \rightarrow \infty\right\}$ is the stable manifold then $W^{s}\left(x_{0}\right) \cap\left[\left(x_{0}+R_{+}^{n}\right) \cup\left(x_{0}-R_{+}^{n}\right)\right]=$ $\left\{x_{0}\right\}$. This follows immediately from Theorem 2.1.

Proof of Theorem 2.1. As noted above, the spectral assumptions on $A$ of Theorem 1.1 are satisfied by virtue of [1, Thm. 3.2] (notice that since $\lambda_{0}$ is a simple eigenvalue of $A, \lambda_{0}$ is a simple pole of $(A-\lambda I)^{-1}$, see Remark 1). By Theorem 1.1, there exists a unique function $y:[0, \infty) \rightarrow X$ satisfying the functional equation $y(t)=T\left(y\left(\lambda_{0}^{-1} t\right)\right) t \geqq 0$. That $y(t) \in K$ follows since $T^{n}\left(\lambda_{0}^{-n} t e_{0}\right) \in K$ for $n=1,2, \cdots, t \geqq 0$, and $K$ is closed. Indeed $T^{n}\left(\lambda_{0}^{-n} t e_{0}\right)$ is a monotone nondecreasing function of $t$ for each $n=1,2, \ldots$ and thus so is $y(t)$. It is easy to see that $y(t) \in \operatorname{int} K$ for small $t$ and since $y(t)$ is nondecreasing, it lies in int $K$ for all $t$. If $\{y(t): 0 \leqq t<\infty\}$ is bounded then it is precompact since $T$ is completely continuous. Let $t_{n} \rightarrow+\infty$ and $s_{n} \rightarrow+\infty$ and suppose $\lim y\left(t_{n}\right)=y_{1}$ and $\lim y\left(s_{n}\right)=y_{2}$ exist. Since $y(t)$ is monotone nondecreasing we have $y_{1} \geqq y\left(s_{n}\right)$ for $n=1,2, \cdots$ so $y_{1} \geqq y_{2}$ and similarly $y_{2} \geqq y_{1}$. It follows that $y_{1}=y_{2}$. Since $\{y(t): 0<t<\infty\}$ is precompact, from every sequence $t_{n} \rightarrow \infty$ there is a subsequence
which converges. The above observation shows that the limit of any such subsequence is the same point. Hence $\lim _{t \rightarrow \infty} y(t)=y_{\infty}$ exists and is a fixed point by continuity of $T$. Since $y_{\infty} \geqq y(t) \in \operatorname{int} K, y_{\infty} \in \operatorname{int} K$. It is clear that $\left[0, y_{\infty}\right]$ is invariant under $T$ since 0 and $y_{\infty}$ are fixed by $T$ and $T$ is nondecreasing. If $x \in\left[0, y_{\infty}\right] \cap$ int $K$ then $y\left(t_{0}\right) \leqq x$ for small $t_{0}$ so $y\left(\lambda_{0}^{n} t_{0}\right) \leqq T^{n} x \leqq y_{\infty}$ after $n$ applications of $T$ to the previous inequality. Since [ $0, y_{\infty}$ ] is bounded (here we use normality of $K$ ) and $T$ is completely continuous it follows that $T^{n} x \rightarrow y_{\infty}$. Now, if $x \in\left[0, y_{\infty}\right]-\{0\}$ then $T^{m} x \in\left[0, y_{\infty}\right] \cap \operatorname{int} K$ where $m$ is such that $A^{m}(K-\{0\}) \subseteq$ int $K$.

In case $\lim |y(t)|=+\infty$ and $x \in \operatorname{int} K$ then, again, $y\left(t_{0}\right) \leqq x$ for small $t_{0}$ so $y\left(\lambda_{0}^{n} t_{0}\right) \leqq T^{n} x$ as above. Since we may assume $|\cdot|$ to be nondecreasing, $\left|y\left(\lambda_{0}^{n} t_{0}\right)\right| \leqq\left|T^{n} x\right|$ for $n=1,2, \cdots$. It follows that $\lim \left|T^{n} x\right|=+\infty$.

Proof of Theorem 2.2. If $\rho\left(A_{\infty}\right)>1$ then since $A_{\infty}$ is strongly positive we could use Theorem 1.1 to obtain a function $y_{-}:[0, \infty) \rightarrow\left[0, y_{\infty}\right] \cap$ int $K$ satisfying $y_{-}(0)=y_{\infty}$, $A_{\infty} y_{-}^{\prime}(0)=\rho y_{-}^{\prime}(0), \quad y_{-}(t)=T\left(y_{-}\left(\rho^{-1} t\right)\right), \quad \rho=\rho\left(A_{\infty}\right)$. Clearly this contradicts that [ $\left.0, y_{\infty}\right] \cap$ int $K$ lies in the basin of attraction of $y_{\infty}$.

Observe that $y(t)$ satisfies the functional differential equation

$$
\begin{equation*}
y^{\prime}(t)=\lambda_{0}^{-1} D T\left(y\left(\lambda_{0}^{-1} t\right)\right) y^{\prime}\left(\lambda_{0}^{-1} t\right) \tag{2.1}
\end{equation*}
$$

and since $D T(x)$ is invertible it follows (Theorem 1.1) that $y^{\prime}(t) \neq 0$ for all $t$. We have

$$
\begin{equation*}
\frac{y^{\prime}(t)}{\left|y^{\prime}\left(\lambda_{0}^{-1} t\right)\right|}=\lambda_{0}^{-1} A_{\infty} \frac{y^{\prime}\left(\lambda_{0}^{-1} t\right)}{\left|y^{\prime}\left(\lambda_{0}^{-1} t\right)\right|}+\lambda_{0}^{-1}\left[D T\left(y\left(\lambda_{0}^{-1} t\right)-A_{\infty}\right] \frac{y^{\prime}\left(\lambda_{0}^{-1} t\right)}{\left|y^{\prime}\left(\lambda_{0}^{-1} t\right)\right|}\right. \tag{2.2}
\end{equation*}
$$

where the second term on the right tends to zero at $t \rightarrow \infty$.
Define

$$
Q=\left\{v: v=\lim _{n \rightarrow \infty} \frac{y^{\prime}\left(t_{n}\right)}{\left|y^{\prime}\left(t_{n}\right)\right|} \text { for some sequence } t_{n} \rightarrow \infty\right\} .
$$

To show that $\lim _{t \rightarrow \infty}\left(y^{\prime}(t) /\left|y^{\prime}(t)\right|\right)=e$ it suffices to show that $Q=\{e\}$. It is easy to check that $Q$ is a nonempty compact set of unit vectors belonging to $R_{+}^{n}$, the latter since $y(t)$ is nondecreasing. If $v \in Q, v=\lim _{n \rightarrow \infty}\left(y^{\prime}\left(t_{n}\right) j /\left|y^{\prime}\left(t_{n}\right)\right|\right)$, it follows from putting $\lambda_{0}^{-1} t=t_{n}$ in (2.2) and taking limits that $\lim _{n \rightarrow \infty}\left(y^{\prime}\left(\lambda_{0} t_{0}\right) / \mid y^{\prime}\left(t_{n} \mid\right)=\lambda_{0}^{-1} A_{\infty} v\right.$. Hence

$$
\lim _{n \rightarrow \infty} \frac{y^{\prime}\left(\lambda_{0} t_{n}\right)}{\left|y^{\prime}\left(\lambda_{0} t_{n}\right)\right|}=\frac{A_{\infty} v}{\left|A_{\infty} v\right|} \in Q .
$$

We may define a continuous map $f: Q \rightarrow Q$ by $f(v)=A_{\infty} v /\left|A_{\infty} v\right|$ and observe that $f$ is one to one since $A_{\infty}$ is invertible. $f$ is a homeomorphism of $Q$ onto $Q$. For, if $v=\lim _{n \rightarrow \infty}\left(y^{\prime}\left(t_{n}\right) /\left|y^{\prime}\left(t_{n}\right)\right|\right) \in Q$, we may put $t=t_{n}$ in (2.1), divide both sides by $\left|y^{\prime}\left(t_{n}\right)\right|$ and take limits to show that $\lim _{n \rightarrow \infty}\left(y^{\prime}\left(\lambda^{-1} t_{n}\right) /\left|y^{\prime}\left(t_{n}\right)\right|\right)=\lambda_{0} A_{\infty}^{-1} v$. It follows that

$$
\lim _{n \rightarrow \infty} \frac{y^{\prime}\left(\lambda_{0}^{-1} t_{n}\right)}{\left|y^{\prime}\left(\lambda_{0}^{-1} t_{n}\right)\right|}=\frac{A_{\infty}^{-1} v}{\left|A_{\infty}^{-1} v\right|}=v_{1} \in Q
$$

and $f\left(v_{1}\right)=v$.
We now proceed to show that $f^{n}(v) \rightarrow e$ as $n \rightarrow \infty$ ( $f^{n}$ denoting $n$-fold composition as usual) uniformly for $v \in Q$. This is compatible with $f^{n}: Q \rightarrow Q$ being a homeo-
morphism for $n=1,2, \cdots$, only if $Q=\{e\}$. The principal tool in showing that $f^{n}(v) \rightarrow e$ as $n \rightarrow \infty$ is the fact that

$$
f^{n}(v)=\frac{A_{\infty}^{n} v}{\left|A_{\infty}^{n} v\right|}=\frac{\rho^{n}}{\left|A_{\infty}^{n} v\right|} \cdot \frac{A_{\infty}^{n}}{\rho^{n}} v
$$

and the Frobenius theorem [6, Appendix, Thm. 2.3]; $\lim _{n \rightarrow \infty}\left(A_{\infty}^{n} / \rho^{n}\right)=P$ where $P$ is the projection onto the linear span of $e$ defined $P x=(h \cdot x) e$ where $h \cdot e=1, A_{\infty}^{t} h=\rho h$, $h \in \operatorname{int} R_{+}^{n}\left(\rho=\rho\left(A_{\infty}\right)\right)$. Since $Q$ is a compact subset of $R_{+}^{n} S^{n-1}, h \cdot x$ is bounded below by a positive constant uniformly for $x \in Q$. It follows from the above observations that $f^{n}(v) \rightarrow P v /|P v|=e$ uniformly for $v \in Q$ completing the proof of Theorem 2.2.
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# BREAKDOWN OF STABILITY IN SINGULARLY PERTURBED AUTONOMOUS SYSTEMS II. ESTIMATES FOR THE SOLUTIONS AND APPLICATION* 

K. NIPP $^{\dagger}$


#### Abstract

In Nipp, [this Journal, 17 (1986), pp. 512-532] error estimates were derived for the trajectories of a singularly perturbed autonomous system. The results are extensions of a classical result due to $\mathrm{A} . \mathrm{N}$. Tikhonov. In this paper we give the transfer of those estimates to the solutions of the autonomous system and an application to a problem in biomathematics.

Special cases of our results are treated by Lebovitz and Schaar in Stud. Appl. Math., 54 (1975), pp. 229-260, 56 (1977), pp. 1-50, respectively. In order to transfer their estimates to the solutions, however, they introduce an artificial condition excluding a whole class of problems containing, e.g., the van der Pol relaxation oscillator as well as the example given in this paper.
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1. Formulation of the problem. We first repeat the precise formulation of the problem. For introduction and motivation the reader is referred to [1].

Consider the autonomous system

$$
\begin{align*}
& \dot{x}=f(x, y)+\varepsilon f^{1}(x, y, \varepsilon) \\
& \varepsilon \dot{y}=g(x, y)+\varepsilon g^{1}(x, y, \varepsilon) \tag{1}
\end{align*}
$$

where $x$ and $y$ are $m$ - and $n$-vectors, respectively, and $\varepsilon \in\left[0, \varepsilon_{0}\right], \varepsilon_{0}<1$. Moreover, let all functions be sufficiently smooth in the domains considered. The corresponding reduced system is

$$
\begin{equation*}
\dot{x}=f(x, y), \quad 0=g(x, y) . \tag{2}
\end{equation*}
$$

It is a well-known result, due to A. N. Tikhonov, that "corresponding solutions" of the systems (1) and (2) are close to each other if a certain stability assumption is satisfied (cf. [1]). We are interested in the situation where a solution of the reduced system loses its stability, and we will state a local result valid in a neighborhood of the point $(x, y)=(0,0)$ where we assume that the stability breaks down. As seen in [1] two cases (" $s<0$ ", " $s>0$ ") have to be considered depending on whether the flow along the reduced trajectory approaches the point $(0,0)$ or leads away from it. We will now state the assumptions in the first case; those in the second case are completely analogous (compare [1]).

A1.

$$
\begin{aligned}
& f_{1}(0,0)>0, \quad f_{k}(0,0)=0 \quad(k=2,3, \cdots, m), \\
& g(0,0)=0 .
\end{aligned}
$$

Hence, there exist a domain $U \subset \mathbb{R}^{m+n}$, containing the origin, and a positive constant $\rho$ such that $f_{1}(x, y)>\rho$ for $(x, y) \in U$.

[^90]A2.

$$
g_{y}(0,0)=\left(\begin{array}{cccc}
0 & 0 & \cdots & 0 \\
0 & & & \\
\vdots & & \bar{A} & \\
0 & & &
\end{array}\right)
$$

where all the eigenvalues of the $(n-1) \times(n-1)$ matrix $\bar{A}$ have negative real parts.
Moreover, let $\bar{y}:=\left(y_{2}, \cdots, y_{n}\right)$. As seen in [1], we may assume without loss of generality that $\bar{g}\left(x, y_{1}, \bar{y}\right)$ has a Taylor formula beginning in $y_{1}$ with a cubic term. A2 implies that there exists a unique solution $\bar{w}\left(x, y_{1}\right)$ of $\bar{g}\left(x, y_{1}, \bar{y}\right)=0$ in a neighborhood $\hat{U} \subset U$ containing the origin, having continuous partial derivatives there and satisfying $\bar{w}(0,0)=0$. For the remaining equation

$$
g_{1}\left(x, y_{1}, \bar{w}\left(x, y_{1}\right)\right)=0
$$

we require
A3. There exists a function $\phi_{1}(x)$, which is defined and continuous for $\left(x_{1}, \bar{x}\right) \in J$ $\times \bar{\Omega} \subset \hat{U}$, where $J:=\left(s_{1}, 0\right]$ for some $-1<s_{1}<0, \bar{\Omega}$ some neighborhood of $\bar{x}=0$, has continuous partial derivatives with respect to $\bar{x}$ there, and is $C^{1}$ in $J^{\prime} \times \bar{\Omega}, J^{\prime}:=\left(s_{1}, 0\right)$, satisfying

$$
\begin{aligned}
& g_{1}\left(x, \phi_{1}(x), \bar{w}\left(x, \phi_{1}(x)\right)\right)=0, \quad x \in J \times \bar{\Omega}, \\
& \phi_{1}(0)=0
\end{aligned}
$$

and

$$
\begin{aligned}
& \phi_{1}(x)=a_{1}\left(-x_{1}\right)^{\alpha}+p(x), \quad x \in J \times \bar{\Omega}, \\
& \frac{\partial \phi_{1}}{\partial x_{1}}(x)=a_{11}\left(-x_{1}\right)^{\alpha-1}+p_{1}(x), \quad x \in J^{\prime} \times \bar{\Omega},
\end{aligned}
$$

where $\alpha>0$ and $a_{1}, a_{11} \neq 0, p(0)=0, p\left(x_{1}, 0\right)=o\left(\left(-x_{1}\right)^{\alpha}\right)$ and $p_{1}\left(x_{1}, 0\right)=o\left(\left(-x_{1}\right)^{\alpha-1}\right)$ as $x_{1} \rightarrow 0^{-}$.
If $\alpha \geqq 1$ we suppose that $\phi_{1}(x) \in C^{1}(J \times \bar{\Omega})$.
Now let $\bar{\phi}(x):=\bar{w}\left(x, \phi_{1}(x)\right)$ and $\phi(x):=\left(\phi_{1}, \bar{\phi}\right)$ and consider the initial value problem

$$
\begin{equation*}
\frac{d \bar{x}}{d x_{1}}=\frac{\bar{f}\left(x_{1}, \bar{x}, \phi\left(x_{1}, \bar{x}\right)\right)}{f_{1}\left(x_{1}, \bar{x}, \phi\left(x_{1}, \bar{x}\right)\right)}, \quad \bar{x}(0)=0 \tag{3}
\end{equation*}
$$

for $\left(x_{1}, \bar{x}\right) \in J \times \bar{\Omega}$.
Moreover, we introduce the following initial conditions to the system (1):

$$
\begin{align*}
& x(0, \varepsilon)=x^{0}(\varepsilon)=X^{0}+O(\varepsilon) \\
& y(0, \varepsilon)=y^{0}(\varepsilon)=Y^{0}+O(\varepsilon) \tag{4}
\end{align*}
$$

where $X^{0}, Y^{0}$ independent of $\varepsilon$ and $\left(x^{0}(\varepsilon), y^{0}(\varepsilon)\right) \in \hat{U}, x^{0}(\varepsilon) \in J^{\prime} \times \bar{\Omega}$ for all $\varepsilon \in\left[0, \varepsilon_{0}\right]$.
We also suppose the following:
A4. The solution $\bar{U}\left(x_{1}\right)$ of (3) exists for $x_{1} \in J$, and

$$
\begin{aligned}
& \left|\bar{x}^{0}(\varepsilon)-\bar{U}\left(x_{1}^{0}(\varepsilon)\right)\right|<c_{0} \varepsilon, \\
& \left|y^{0}(\varepsilon)-V\left(x_{1}^{0}(\varepsilon)\right)\right|<c_{0} \varepsilon,
\end{aligned}
$$

where $V\left(x_{1}\right):=\phi\left(x_{1}, \bar{U}\left(x_{1}\right)\right)$.

There is one more condition, the essential stability condition that, together with A2, replaces the corresponding assumption in the Tikhonov case (see [1]).

A5. There are positive constants $k$ and $q$ such that

$$
g_{1, y_{1}}\left(x_{1}, \bar{U}\left(x_{1}\right), V\left(x_{1}\right)\right) \leqq-k\left(-x_{1}\right)^{q}, \quad x_{1} \in J .
$$

Let $X_{1}(t)$ be the solution of

$$
\frac{d x_{1}}{d t}=f_{1}\left(x_{1}, \bar{U}\left(x_{1}\right), V\left(x_{1}\right)\right), \quad x_{1}(0)=X_{1}^{0}
$$

It exists and is unique on an interval $[0, T]$, and increases there from $X_{1}^{0}$ to 0 . Then

$$
(X(t), Y(t)):=\left(X_{1}(t), \bar{U}\left(X_{1}(t)\right), V\left(X_{1}(t)\right)\right)
$$

is a solution of the reduced system (2) for $t \in[0, T]$ satisfying

$$
\begin{align*}
& \left|X(0)-x^{0}(\varepsilon)\right|=O(\varepsilon), \\
& \left|Y(0)-y^{0}(\varepsilon)\right|=O(\varepsilon),  \tag{5}\\
& X(T)=0, \quad Y(T)=0 .
\end{align*}
$$

Remark. $\bullet \mathrm{A} 1-\mathrm{A} 5$ imply the corresponding assumptions in [1].

- Assumption A4, which is equivalent to the condition (5) for a solution of the reduced system (2), is naturally satisfied if we consider a global problem whose reduced trajectory approaches the point $(x, y)=(0,0)$ and is stable as long as it is in a finite distance from this point.
- In order to verify A5 the asymptotic relations for $\left(\bar{U}\left(x_{1}\right), V\left(x_{1}\right)\right)$ given in [1] may be used.

In order to be able to formulate our result we need define the following nonnegative quantities:

$$
\begin{aligned}
& \hat{\alpha}:=\min (\alpha, 1), \\
& \bar{\alpha}:=\min (2 \alpha, 1), \\
& \beta:= \begin{cases}\alpha & \text { if } \alpha<1 \text { and } g_{1}(x, y) \text { has no linear term in } x_{1} \\
0 & \text { otherwise } ;\end{cases}
\end{aligned}
$$

moreover, $\gamma$ and $\nu$ which are defined by the estimates

$$
\begin{aligned}
& \left|g_{1, \bar{x}}\left(x_{1}, \bar{U}\left(x_{1}\right), V\left(x_{1}\right)\right)\right| \leqq C\left(-x_{1}\right)^{\gamma}, \\
& \left|g_{1, \bar{y}}\left(x_{1}, \bar{U}\left(x_{1}\right), V\left(x_{1}\right)\right)\right| \leqq C\left(-x_{1}\right)^{\nu}, \quad x_{1} \in J .
\end{aligned}
$$

In [1] we have shown that

$$
\begin{aligned}
& \gamma \begin{cases}\geqq \hat{\alpha} & \text { if } \alpha \geqq 1 \text { or } g_{1}(x, y) \text { has no linear term in } \bar{x}, \\
=0 & \text { otherwise, } \\
\nu \geqq \hat{\alpha} .\end{cases}
\end{aligned}
$$

2. The main result. Under the assumptions A1-A5 the following result holds.

Theorem 1. If q satisfies

$$
q<\min (1+\gamma, \bar{\alpha}+\nu)
$$

then for $\left|x^{0}(\varepsilon)\right|,\left|y^{0}(\varepsilon)\right|$ sufficiently small there exist positive constants $C$ and $\varepsilon_{1} \leqq \varepsilon_{0}$ such that the solution $(x(t, \varepsilon), y(t, \varepsilon))$ of the initial value problem (1), (4) exists at least for $t \in\left[0, T-C \varepsilon^{q *}\right]$, where $q^{*}:=1 /\left(q_{1}+q-\beta\right), q_{1}:=1-\hat{\alpha}+q$, and

$$
\left.\begin{aligned}
& |x(t, \varepsilon)-X(t)|< \begin{cases}C \varepsilon \log (T-t)^{-1}, & q_{1}=1, \\
C \varepsilon(T-t)^{1-q_{1}}, & q_{1}>1,\end{cases} \\
& \left|y_{1}(t, \varepsilon)-Y_{1}(t)\right|<C \varepsilon(T-t)^{-q_{1}},
\end{aligned} \right\rvert\, \begin{array}{ll}
|\bar{y}(t, \varepsilon)-\bar{Y}(t)|< \begin{cases}C \varepsilon \log (T-t)^{-1}, & q_{1}=1, \\
C \varepsilon(T-t)^{\bar{\alpha}-q_{1}}, & q_{1}>1\end{cases}
\end{array}
$$

for $t \in\left[0, T-C \varepsilon^{q *}\right], \varepsilon \in\left[0, \varepsilon_{1}\right]$.
Proof. We want to apply [1, Thm. 2]. Consider the initial value problem

$$
\begin{align*}
\frac{d \bar{x}}{d x_{1}}=F\left(x_{1}, \bar{x}, y\right)+\varepsilon F^{1}\left(x_{1}, \bar{x}, y, \varepsilon\right), & \bar{x}\left(x_{1}^{0}(\varepsilon), \varepsilon\right)=\bar{x}^{0}(\varepsilon), \\
\varepsilon \frac{d y}{d x_{1}}=G\left(x_{1}, \bar{x}, y\right)+\varepsilon G^{1}\left(x_{1}, \bar{x}, y, \varepsilon\right), & y\left(x_{1}^{0}(\varepsilon), \varepsilon\right)=y^{0}(\varepsilon), \tag{6}
\end{align*}
$$

where $F:=\bar{f} / f_{1}, G:=g / f_{1}, F^{1}$ and $G^{1}$ are defined for $(x, y) \in U$. Let $\left(\bar{u}\left(x_{1}, \varepsilon\right), v\left(x_{1}, \varepsilon\right)\right)$ be the solution of (6). By means of [1, Thm. 2] it exists for $x_{1} \in J^{*}:=\left[x_{1}^{0}(\varepsilon),-c \varepsilon^{q *}\right]$ if $\left|x_{1}^{0}(\varepsilon)\right|$ is taken small enough. And let $\tilde{x}_{1}(t, \varepsilon)$ be the solution of

$$
\frac{d x_{1}}{d t}=f_{1}\left(x_{1}, \bar{u}\left(x_{1}, \varepsilon\right), v\left(x_{1}, \varepsilon\right)\right)+\varepsilon f_{1}^{1}\left(x_{1}, \bar{u}\left(x_{1}, \varepsilon\right), v\left(x_{1}, \varepsilon\right), \varepsilon\right), \quad x_{1}(0, \varepsilon)=x_{1}^{0}(\varepsilon)
$$

Then the following identity holds

$$
(x(t, \varepsilon), y(t, \varepsilon))=\left(\tilde{x}_{1}(t, \varepsilon), \bar{u}\left(\tilde{x}_{1}(t, \varepsilon), \varepsilon\right), v\left(\tilde{x}_{1}(t, \varepsilon), \varepsilon\right)\right)
$$

as long as $\tilde{x}_{1}(t, \varepsilon) \in J^{*}$. Moreover, assumption A1 implies that $x_{1}(t, \varepsilon)$ is an, in $t$, increasing function there. Since this is also true for the reduced solution $X_{1}(t)$ (cf. §1), we may consider the inverse functions which satisfy the following integral equations. To save writing we put $s:=x_{1}, s^{0}:=x_{1}^{0}(\varepsilon), S^{0}:=X_{1}^{0}, s^{*}:=-c \varepsilon^{q *}$, and without loss of generality we suppose that $S^{0}>s^{0}$ for all $\varepsilon \in\left[0, \varepsilon_{0}\right]$.

$$
\begin{aligned}
X_{1}^{-1}(s) & =\int_{S^{0}}^{s} \frac{d \sigma}{f_{1}(\sigma, \bar{U}(\sigma), V(\sigma))}, \quad s \in\left[S^{0}, 0\right], \\
x_{1}^{-1}(s, \varepsilon) & =\int_{s^{0}}^{s} \frac{d \sigma}{f_{1}(\sigma, \bar{u}(\sigma, \varepsilon), v(\sigma, \varepsilon))+\varepsilon f_{1}^{1}(\sigma, \bar{u}(\sigma, \varepsilon), v(\sigma, \varepsilon), \varepsilon)}, \quad s \in\left[s^{0}, s^{*}\right] \\
& =\int_{s^{0}}^{s} \frac{d \sigma}{f_{1}(\sigma, \bar{U}(\sigma)+z(\sigma, \varepsilon), V(\sigma)+w(\sigma, \varepsilon))+\varepsilon f_{1}^{1}(\cdots)} .
\end{aligned}
$$

We define $X_{1}^{-1}(s) \equiv 0$ for $s<S^{0}$. Hence (cf. A1), for $\varepsilon$ small enough there are positive constants $M_{1}$ and $M_{2}$ such that

$$
\left|x_{1}^{-1}(s, \varepsilon)-X_{1}^{-1}(s)\right|<M_{1} \varepsilon+M_{2} \int_{s^{0}}^{s}(|z(\sigma, \varepsilon)|+|w(\sigma, \varepsilon)|) d \sigma .
$$

Applying [1, Thm. 2] and integrating yields

$$
\left|x_{1}^{-1}(s, \varepsilon)-X_{1}^{-1}(s)\right|<M_{1} \varepsilon+M_{3} \varepsilon \psi(s)<\hat{M} \varepsilon \psi(s), \quad s \in\left[s^{0}, s^{*}\right]
$$

where

$$
\psi(s):= \begin{cases}\log (-s)^{-1}, & q_{1}=1 \\ (-s)^{1-q_{1}}, & q_{1}>1\end{cases}
$$

This situation is sketched in Fig. 1.
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The time $T$ was defined by $T=X_{1}^{-1}(0)$. Moreover let

$$
\begin{aligned}
& T_{1}(\varepsilon):=X_{1}^{-1}\left(s^{*}\right), \\
& t_{1}(\varepsilon):=x_{1}^{-1}\left(s^{*}, \varepsilon\right) \\
& T^{*}(\varepsilon):=\min \left(T_{1}, t_{1}\right) .
\end{aligned}
$$

It can easily be seen that there is $d>0$ such that

$$
T^{*} \geqq T-d \varepsilon^{q *}
$$

Thus, for the functions $x_{1}(t, \varepsilon), X_{1}(t)$ we obtain the situation sketched in Fig. 2. We now want to derive an estimate for $\left|x_{1}(t, \varepsilon)-X_{1}(t)\right|$ out of this picture. $X_{1}(t)$ provides a diffeomorphism from $[0, T]$ onto $\left[S^{0}, 0\right]$ with inverse $X_{1}^{-1}$.

We first consider the lower boundary of the tube (see Fig. 3) and we put

$$
r(t, \varepsilon):= \begin{cases}X_{1}(t)-X_{1}(\hat{t}(t, \varepsilon)), & T_{0}^{*} \leqq t \leqq T_{1} \\ X_{1}(t)-s^{0}, & 0 \leqq t<T_{0}^{*}\end{cases}
$$

$r(t, \varepsilon)$ is a positive, continuous function on both intervals.


Fig. 3
The mean value theorem implies that

$$
r(t, \varepsilon)=\dot{X}_{1}(\tau) \hat{M} \varepsilon \psi\left(X_{1}(\hat{t})\right) \quad \text { for some } \tau \in[\hat{t}, t], t \in\left[T_{0}^{*}, T_{1}\right] .
$$

Hence, since $\psi\left(X_{1}(\hat{t})\right)<\psi\left(X_{1}(t)\right)$ for $\hat{t}<t$, we have

$$
r(t, \varepsilon) \leqq \tilde{M} \varepsilon \psi\left(X_{1}(t)\right) \quad \text { for } t \in\left[T_{0}^{*}, T_{1}\right] .
$$

For $t \in\left[0, T_{0}{ }^{*}\right)$ we have

$$
\begin{aligned}
r(t, \varepsilon) & \leqq r\left(T_{0}^{*}, \varepsilon\right)+S^{0}-s^{0} \\
& \leqq K \varepsilon \psi\left(S^{0}\right)+O(\varepsilon) \leqq \tilde{K} \varepsilon \psi\left(S^{0}\right) \leqq \tilde{K} \varepsilon \psi\left(X_{1}(t)\right) .
\end{aligned}
$$

Hence, there is $M_{l}>0$ such that

$$
r(t, \varepsilon) \leqq M_{l} \varepsilon \psi\left(X_{1}(t)\right) \quad \text { for } t \in\left[0, T_{1}\right] .
$$

The upper part of the tube (see Fig. 4) is slightly more difficult.


Fig. 4

The function $\tilde{r}(t, \varepsilon)$ (the upper boundary of the tube) is $C^{1}$ and increasing for $t \in$ $\left[T_{-1}^{*}, T^{* *}\right]$. This follows from the fact that the function $\tilde{r}^{-1}(s, \varepsilon)$ (the lower boundary of the tube in Fig. 1) is given by

$$
\tilde{r}^{-1}(s, \varepsilon)=X_{1}^{-1}(s)-\hat{M} \varepsilon \psi(s) \quad \text { for } s \in\left[S^{0}, s^{*}\right]
$$

and hence $C^{1}$ and increasing there with positive derivative. Therefore

$$
r(t, \varepsilon):=\tilde{r}(t, \varepsilon)-\tilde{r}(\hat{t}, \varepsilon)=\dot{\tilde{r}}(\tau, \varepsilon) \hat{M} \varepsilon \psi\left(X_{1}(t)\right) \quad \text { for some } \tau \in[\hat{t}, t], t \in\left[0, T^{* *}\right] .
$$

For $t \in\left[T^{* *}, T_{1}\right]$ we have for some $\tau<T^{* *}$

$$
\begin{aligned}
r(t, \varepsilon) & \leqq r\left(T^{* *}, \varepsilon\right)=\dot{\tilde{r}}(\tau, \varepsilon) \hat{M} \varepsilon \psi\left(X_{1}\left(T^{* *}\right)\right) \\
& \leqq \dot{\tilde{r}}(\tau, \varepsilon) \hat{M} \varepsilon \psi\left(X_{1}(t)\right) .
\end{aligned}
$$

Hence, since $\dot{\tilde{r}}(\tau, \varepsilon)$ is bounded for all possible $\tau$ there is $M_{u}>0$ such that

$$
r(t, \varepsilon) \leqq M_{u} \varepsilon \psi\left(X_{1}(t)\right) \quad \text { for } t \in\left[0, T_{1}\right] .
$$

And we finally obtain that

$$
\begin{equation*}
\left|x_{1}(t, \varepsilon)-X_{1}(t)\right|<M_{1} \varepsilon \psi\left(X_{1}(t)\right) \quad \text { for } t \in\left[0, T^{*}\right] . \tag{7}
\end{equation*}
$$

Since $X_{1}(T)=0$ and $\dot{X}_{1}(T)>0$ we have

$$
X_{1}(t)=-M(T-t)+o(T-t), \quad(T-t) \rightarrow 0^{+}
$$

Therefore, we finally obtain for $T$ small enough (which can always be achieved by taking $\left|x_{1}^{0}\right|$ small enough) the following estimate:

$$
\left|x_{1}(t, \varepsilon)-X_{1}(t)\right|<K_{1} \varepsilon \psi(T-t) \quad \text { for } t \in\left[0, T-d \varepsilon^{q *}\right] .
$$

For the remaining $x$-components we get from this result and again by means of $[1$, Thm. 2]:

$$
\begin{aligned}
|\bar{x}(t, \varepsilon)-\bar{X}(t)| & =\left|\bar{u}\left(x_{1}(t, \varepsilon), \varepsilon\right)-\bar{U}\left(X_{1}(t)\right)\right| \\
& \leqq\left|\bar{u}\left(x_{1}(t, \varepsilon), \varepsilon\right)-\bar{u}\left(X_{1}(t), \varepsilon\right)\right|+\left|\bar{u}\left(X_{1}(t), \varepsilon\right)-\bar{U}\left(X_{1}(t)\right)\right| \\
& <K\left|x_{1}(t, \varepsilon)-X_{1}(t)\right|+c \varepsilon \psi\left(X_{1}(t)\right) \\
& <\bar{K} \varepsilon \psi(T-t), \quad t \in\left[0, T-d \varepsilon^{q *}\right] .
\end{aligned}
$$

We now consider the $y_{1}$-component which is the most delicate one.

$$
\begin{aligned}
\left|y_{1}(t, \varepsilon)-Y_{1}(t)\right| & =\left|v_{1}\left(x_{1}(t, \varepsilon), \varepsilon\right)-V_{1}\left(X_{1}(t)\right)\right| \\
& \leqq\left|v_{1}\left(x_{1}(t, \varepsilon), \varepsilon\right)-V_{1}\left(x_{1}(t, \varepsilon)\right)\right|+\left|V_{1}\left(x_{1}(t, \varepsilon)\right)-V_{1}\left(X_{1}(t)\right)\right|
\end{aligned}
$$

The first term can again be estimated by [1, Thm. 2]:

$$
\left|v_{1}\left(x_{1}(t, \varepsilon), \varepsilon\right)-V_{1}\left(x_{1}(t, \varepsilon)\right)\right|<c \varepsilon\left(-x_{1}(t, \varepsilon)\right)^{-q_{1}}
$$

For the second term we obtain for each $t \in\left[0, T^{*}\right]$ by the mean-value theorem

$$
\left|V_{1}\left(x_{1}\right)-V_{1}\left(X_{1}\right)\right|=\left|V_{1}^{\prime}\left(x_{1}^{*}\right)\right|\left|x_{1}-X_{1}\right|
$$

for some $x_{1}^{*}$ lying between $x_{1}$ and $X_{1}$. From [1] we know that $V_{1}^{\prime}(s)=O\left((-s)^{\beta_{1}}\right)$, $\beta_{1}=\min (\alpha-1,0)$, for $s \in\left[s^{0}, 0\right)$. Hence

$$
\left|V_{1}^{\prime}\left(x_{1}^{*}\right)\right| \leqq N\left(-x_{1}^{*}\right)^{\beta_{1}}
$$

and, since (7) implies that there is $\hat{N}>0$ such that for $\nu<0$

$$
\left(-x_{1}(t, \varepsilon)\right)^{\nu} \leqq \hat{N}\left(-X_{1}(t)\right)^{\nu} \quad \text { for } t \in\left[0, T^{*}\right]
$$

and $\varepsilon$ sufficiently small, we get

$$
\begin{aligned}
\left|V_{1}\left(x_{1}(t, \varepsilon)\right)-V_{1}\left(X_{1}(t)\right)\right| & \leqq \tilde{N} \varepsilon\left(-X_{1}(t)\right)^{\beta_{1}} \psi\left(X_{1}(t)\right) \\
& <N_{1} \varepsilon\left(-X_{1}(t)\right)^{-q_{1}}, \quad t \in\left[0, T^{*}\right]
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\left|y_{1}(t, \varepsilon)-Y_{1}(t)\right| & <\hat{C}_{\varepsilon}\left(-X_{1}(t)\right)^{-q_{1}} \\
& <C_{1} \varepsilon(T-t)^{-q_{1}} \quad \text { for } t \in\left[0, T-d \varepsilon^{q *}\right]
\end{aligned}
$$

In a similar way, it can be shown that for $\varepsilon$ small enough

$$
|\bar{y}(t, \varepsilon)-\bar{Y}(t)|<\bar{C} \varepsilon \hat{\psi}(T-t) \quad \text { for } t \in\left[0, T-d \epsilon^{q *}\right]
$$

where

$$
\hat{\psi}(s):= \begin{cases}\log (-s)^{-1}, & q_{1}=1 \\ (-s)^{\bar{\alpha}-q_{1}}, & q_{1}>1\end{cases}
$$

This completes the proof of Theorem 1.
3. Application to the nerve impulse equations of E. C. Zeeman. In [5] Zeeman suggests the following qualitative model for the local nerve impulse

$$
\begin{align*}
& \dot{x}_{1}=-1-x_{2} \\
& \dot{x}_{2}=-2 x_{2}-2 y  \tag{8}\\
& \varepsilon \dot{y}=-\left(x_{1}+x_{2} y+y^{3}\right)
\end{align*}
$$

where $x_{1}$ corresponds to the potential of the membrane surrounding the axon of the neuron, and $x_{2}$ and $y$ are correlated with the permeabilities of the membrane to potassium and sodium ions, respectively. Putting $\varepsilon=0$ in (8) we obtain the reduced system

$$
\begin{align*}
\dot{x}_{1} & =-1-x_{2}=: f_{1}\left(x_{1}, x_{2}, y\right), \\
\dot{x}_{2} & =-2 x_{2}-2 y=: f_{2}\left(x_{1}, x_{2}, y\right),  \tag{9}\\
0 & =-\left(x_{1}+x_{2} y+y^{3}\right)=: g\left(x_{1}, x_{2}, y\right),
\end{align*}
$$

which defines a flow on the surface $M: g\left(x_{1}, x_{2}, y\right) \equiv 0 . M$ is sketched in Fig. 5. The fold curves $\tilde{C}^{+}$and $\tilde{C}^{-}$on $M$ are given by

$$
g_{y}=-\left(x_{2}+3 y^{2}\right)=0
$$
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When projected onto the $\left(x_{1}, x_{2}\right)$-plane they form a cusp defined by

$$
27 x_{1}^{2}+4 x_{2}^{3}=0
$$

i.e. the curves $C^{+}, C^{-}$are given by

$$
C^{ \pm}: x_{1}= \pm \frac{2}{3 \sqrt{3}}\left(-x_{2}\right)^{3 / 2}, \quad x_{2} \leqq 0
$$

Outside the cusp $M$ is single-sheeted, and inside it is 3 -sheeted. Since the stability of these sheets as reduced manifolds of the system (8) is defined by $g_{y}<0$ we find that the upper and lower sheet are stable (attractors) and the middle sheet is unstable (repellor).

The system (8) has one equilibrium point $z_{0}=(0,-1,1)$ which of course lies on $M$. To leading order in $\varepsilon$ the eigenvalues of the Jacobian at $z_{0}$ are $-\frac{2}{\varepsilon}, e^{i 2 \pi / 3}, e^{i 4 \pi / 3}$, which in particular means that $z_{0}$ is a focus of the reduced flow on $M$. In Fig. 6 we have sketched the vector field of (8) on $M$. The curves $\tilde{A}, \tilde{B}, \tilde{C}$ on $M$ are defined as follows:

$$
\begin{aligned}
& \tilde{A}: f_{2}=0 \\
& \tilde{B}: f_{1}=0 \\
& \tilde{C}: g_{y}=0 \text { (fold curves) }
\end{aligned}
$$

It is easily verified that the projections $A, B, C$ onto the $\left(x_{1}, x_{2}\right)$-plane look like indicated in Fig. 6.
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In a finite distance away from $M$ the vectors of the vector field of (8) are of length $O(1 / \varepsilon)$ and hence for $\varepsilon \ll 1$ almost parallel to the $y$-axis. This means that the trajectory through such points drops into an $\varepsilon$-dependent vicinity of a stable sheet of $M$ almost
instantaneously. It is plausible that the trajectory stays close to $M$ as long as it does not encounter a point on a fold curve.

In the biological model, while no message is passing through the neuron, the membrane surrounding the axon is polarized, and the potential remains constant representing the stable equilibrium. As a message moves along the axon it triggers off a rapid depolarization of the membrane which causes the potential to increase suddenly. When the message has passed, the membrane repolarizes slowly, representing the smooth return to the equilibrium.

In the mathematical model (8), what happens if a trigger increases $x_{1}$ away from the equilibrium point $z_{0}$ ? A phase plane discussion (see Fig. 6) suggests that there are essentially two cases

$$
\begin{align*}
& x_{1}^{0} \leqq \frac{2}{3 \sqrt{3}},  \tag{a}\\
& x_{1}^{0}>\frac{2}{3 \sqrt{3}} .
\end{align*}
$$

The value $x_{1}^{0}=2 / 3 \sqrt{3}$ is a threshold for the trigger. In the case (a) the trajectory through ( $x_{1}^{0},-1,1$ ) will drop onto the upper sheet of $M$ and in the case (b) onto the lower sheet of $M$. Then, the following situations may arise, depending on the size of $x_{1}^{0}$ :
(A) (i) The trajectory spirals back into the equilibrium.
(ii) It encounters a point on the fold curve $\tilde{C}^{+}$and drops down onto the lower sheet of $M(\rightarrow(B))$.
(B) (i) It slowly returns to the upper sheet of $M$ and spirals into the equilibrium.
(ii) The trajectory encounters a point on the fold curve $\tilde{C}^{-}$and drops onto the upper sheet of $M$ and spirals into the equilibrium.
The case (B)(i) of course is the one that describes the biological model as sketched above. We, however, want to consider the case $A(i i), B(i)$ which contains, from a mathematical point of view, all possible difficulties lying in this (mathematical) model. And we want to show that a trajectory of (8) is indeed approximated by jumps into an $\varepsilon$-dependent neighborhood of a stable sheet of $M$ and trajectories (on $M$ ) of the reduced system (9). To be even more precise, we are going to prove rigorously that a trajectory of (8) (as well as the corresponding solution) is approximated by trajectories (solutions) of a sequence of reduced systems. Three different situations may arise:
-the reduced trajectory lies on a stable sheet of $M$,
-it encounters a point on a fold curve of $M$,
-it is "perpendicular" to $M$.
Hence without loss of generality we may consider a trajectory of (8) that starts in a neighborhood of a point on a fold curve. For convenience, we take the point $z^{1}:=(2,-3,1)$ on $\tilde{C}^{+}$.

Let $\Gamma^{+}$be the reduced trajectory of (9) through $z^{1}$ lying on the upper (stable) sheet of $M$. It is well defined for $x_{1} \leqq 2$ in a neighborhood of $z^{1}$. Moreover, let ( $\left.X_{1}(t), X_{2}(t), Y(t)\right)$ be the corresponding solution of (9) with initial conditions (at $t=0$ ) $Z^{0}:=\left(X_{1}^{0}, X_{2}^{0}, Y^{0}\right)$ on $\Gamma^{+}$sufficiently close to $z^{1}$. It exists for $t \in\left(T_{-}, T\right)$, where $T_{-}<0$ and $T>0$ such that $\left(X_{1}(T), X_{2}(T), Y(T)\right)=z^{1}$.

We introduce local coordinates near $z^{1}$ by means of

$$
\begin{aligned}
& x_{1}=2+2 \hat{s}-4 x, \\
& x_{2}=-3+4 \hat{s}+2 x, \\
& y=1+\hat{y} .
\end{aligned}
$$

Then the transformed equation (8) satisfies A 1 and $M$ is locally given by

$$
\hat{s}=h(x, \hat{y})=-\frac{-2 x+2 x \hat{y}+3 \hat{y}^{2}+\hat{y}^{3}}{6+4 \hat{y}} .
$$

Moreover, the fold curve $\tilde{C}^{+}$has the (local) representation ( $h(x, \varphi(x)$ ), $x, \varphi(x)$ ) for $x \in U(0)$, where the smooth function $\varphi(x)$ is such that

$$
h_{\hat{y}}(x, \varphi(x))=0 \quad \text { for } x \in U(0)
$$

with $\varphi(0)=0$.
In order that A3 holds we need one more transformation

$$
\hat{s}=s+h(x, \varphi(x)), \quad \hat{y}=v+\varphi(x) .
$$

In these new coordinates $\tilde{C}^{+}$has the (local) representation ( $0, x, 0$ ), $x \in U(0)$, and (8) now reads

$$
\begin{align*}
& \dot{s}=1-2 s+\rho(x, v), \\
& \dot{x}=-\frac{1}{5}(v+\varphi(x)),  \tag{10}\\
& \varepsilon \dot{v}=G(s, x, v)+\varepsilon \kappa(x, v)
\end{align*}
$$

where the smooth functions $\rho, \kappa$ vanish at $(x, v)=(0,0)$ and

$$
G(s, x, v)=-\left[(6+4 \varphi(x)) s+4 s v+(3+3 \varphi(x)) v^{2}+v^{3}\right] .
$$

Therefore, $M$ in these new coordinates is locally given by

$$
-s=\frac{(3+3 \varphi(x)) v^{2}+v^{3}}{6+4 \varphi(x)+4 v}
$$

Taking the positive square root on both sides we obtain an equation in $\sqrt{-s}, x, v$ that satisfies the IFT. Hence, we find that there is a continuous function $\phi(s, x)$ defined for $s \in\left(s_{1}, 0\right], x \in \Omega(0)$, which is in $C^{1}\left(\left(s_{1}, 0\right) \times \Omega\right)$ and has a continuous partial derivative with respect to $x$ also for $s=0$, and which satisfies

$$
\begin{aligned}
& G(s, x, \phi(s, x))=0 \quad \text { for } s \in\left(s_{1}, 0\right], x \in \Omega \\
& \phi(0,0)=0
\end{aligned}
$$

and

$$
\begin{aligned}
& \phi(s, x)=\sqrt{-2 s}+\text { h.o.t., } \\
& \phi_{s}(s, x)=-\frac{1}{\sqrt{-2 s}}+\text { h.o.t., } \quad s \rightarrow 0^{-}, \quad|x| \rightarrow 0 .
\end{aligned}
$$

Hence, the upper (stable) sheet of $M$ is locally given by $v=\phi(s, x)$ and A3 is satisfied with $\alpha=\frac{1}{2}$.

Let us now consider the following initial conditions to (10)

$$
\begin{align*}
& s(0, \varepsilon)=s^{0}(\varepsilon)=S^{0}+O(\varepsilon) \\
& x(0, \varepsilon)=x^{0}(\varepsilon)=X^{0}+O(\varepsilon),  \tag{11}\\
& v(0, \varepsilon)=v^{0}(\varepsilon)=V^{0}+O(\varepsilon),
\end{align*}
$$

where ( $S^{0}, X^{0}, V^{0}$ ) is the point $Z^{0}$ in the new coordinates, i.e. we start in an $\varepsilon$-dependent neighborhood of the reduced trajectory $\Gamma^{+}$and close to the point $z^{1}$ on $\tilde{C}^{+}$(such that the initial point lies in the $s$ - and $x$-domain considered above). Then A4 is satisfied, and from

$$
G_{v}(s, x, v)=-\left(4 s+(6+6 \varphi(x)) v+3 v^{2}\right) \quad \text { (which also implies A2) }
$$

and by applying the estimates (27), (28) of [1] we find that A5 holds with $q=\frac{1}{2}$. In the same way we obtain $\beta=0, \gamma=1$.

Thus, all assumptions of Theorem 1 [1, Thm. 2] are satisfied, and we have the following result for the phase-plane trajectory of the IVP (10), (11):

$$
|x(s, \varepsilon)-X(s)|<c \varepsilon \log (-s)^{-1}, \quad s \in\left[s^{0}(\varepsilon),-c \varepsilon^{2 / 3}\right]
$$

where $(X(s), V(s))$ is the trajectory of the reduced problem (the reduced trajectory $\Gamma^{+}$ in the new coordinates). Going back to the original variables we have for the corresponding solution of (8)

$$
\begin{align*}
& \left|x_{1}(t, \varepsilon)-X_{1}(t)\right|<C \varepsilon \log (T-t)^{-1}<\hat{C} \varepsilon \log \varepsilon^{-1}, \quad t \in\left[0, T-C \varepsilon^{2 / 3}\right] \\
& \left|x_{2}(t, \varepsilon)-X_{2}(t)\right|<C \varepsilon \log (T-t)^{-1}  \tag{13}\\
& |y(t, \varepsilon)-Y(t)|<C \varepsilon(T-t)^{-1} \quad \leqq \varepsilon^{1 / 3}
\end{align*}
$$

Hence, the reduced solution (trajectory) ceases to be an approximation in an $\varepsilon$ dependent neighborhood of the point $z^{1}$ where the stability breaks down. Guided by the algorithm presented in [2] we introduce the following shift scaling transformation

$$
\begin{aligned}
& x_{1}=2+\varepsilon^{2 / 3} u_{1}, \\
& x_{2}=-3+\varepsilon^{2 / 3} u_{2}, \\
& y=1+\varepsilon^{1 / 3} q \\
& t=T+\varepsilon^{2 / 3} \sigma
\end{aligned}
$$

which means a blowing up of that neighborhood and takes (8) into

$$
\begin{align*}
& \frac{d u_{1}}{d \sigma}=2-\varepsilon^{2 / 3} u_{2} \\
& \frac{d u_{2}}{d \sigma}=4-2 \varepsilon^{1 / 3} q-2 \varepsilon^{2 / 3} u_{2}  \tag{14}\\
& \frac{d q}{d \sigma}=-\left(u_{1}+u_{2}+3 q^{2}\right)-\varepsilon^{1 / 3}\left(u_{2} q+q^{3}\right)
\end{align*}
$$

Let ( $\left.u_{1}(\sigma, \varepsilon), u_{2}(\sigma, \varepsilon), q(\sigma, \varepsilon)\right)$ be the solution of (14) that satisfies

$$
\begin{align*}
& u_{1}(-\hat{\sigma}, \varepsilon)=\varepsilon^{-2 / 3}\left[x_{1}\left(T-\hat{\sigma} \varepsilon^{2 / 3}, \varepsilon\right)-2\right] \\
& u_{2}(-\hat{\sigma}, \varepsilon)=\varepsilon^{-2 / 3}\left[x_{2}\left(T-\hat{\sigma} \varepsilon^{2 / 3}, \varepsilon\right)+3\right]  \tag{15}\\
& q(-\hat{\sigma}, \varepsilon)=\varepsilon^{-1 / 3}\left[y\left(T-\hat{\sigma} \varepsilon^{2 / 3}, \varepsilon\right)-1\right]
\end{align*}
$$

for some $\hat{\sigma} \geqq C$. A solution of the reduced system corresponding to (14) satisfies

$$
\begin{align*}
& U_{1}(\sigma)=2 \sigma+U_{1}^{0}, \quad U_{2}(\sigma)=4 \sigma+U_{2}^{0} \\
& \dot{Q}=-6 \sigma-3 Q^{2}-\left(U_{1}^{0}+U_{2}^{0}\right) \tag{16}
\end{align*}
$$

Taking $U_{1}^{0}=U_{2}^{0}=0$ it can be shown that

$$
\begin{aligned}
& \left|u_{1}(-\hat{\sigma}, \varepsilon)-U_{1}(-\hat{\sigma})\right|=O\left(\varepsilon^{1 / 3} \log \varepsilon^{-1}\right), \quad \varepsilon \rightarrow 0 . \\
& \left|u_{2}(-\hat{\sigma}, \varepsilon)-U_{2}(-\hat{\sigma})\right|=O\left(\varepsilon^{1 / 3} \log \varepsilon^{-1}\right) \text {, }
\end{aligned}
$$



FIG. 7
Equation (16) is discussed in Fig. 7. The domain $\hat{\Omega}$ sketched there is invariant, i.e. every solution $Q\left(\sigma, \sigma_{0}, Q^{0}\right)$ with $\left(\sigma_{0}, Q^{0}\right) \in \hat{\Omega}$ stays in $\hat{\Omega}$ for all $\sigma \in\left(\sigma_{0}, \sigma_{+}\right)$, where $\left(\sigma_{-}, \sigma_{+}\right)$, $\sigma_{+}>0$, is its maximal domain of existence. Moreover, it follows that $Q\left(\sigma, \sigma_{0}, Q^{0}\right) \rightarrow-\infty$ for $\sigma \rightarrow \sigma_{+}$. Since (13) implies

$$
|q(-\hat{\boldsymbol{\sigma}}, \varepsilon)-\sqrt{2 \hat{\boldsymbol{\sigma}}}|<1
$$

we know that $q(-\hat{\sigma}, \varepsilon) \in \hat{\Omega}$ for $\hat{\sigma}$ large enough. Hence, applying standard arguments (Gronwall lemma) we obtain that there is $0<\bar{\sigma}<\frac{5}{6}$ such that for $\varepsilon$ sufficiently small the solution of (14) with initial conditions (15) exists at least for $\sigma \in[-\hat{\sigma}, \bar{\sigma}]$ and

$$
\begin{equation*}
q(\bar{\sigma}, \varepsilon)<-1 . \tag{17}
\end{equation*}
$$

Equation (16) can be transformed into Airy's equation which is linear of second order (see e.g. [2, Ex. 1]). Let $Q(\sigma)$ be the solution of (16) based on the first one of the two linearly independent solutions of Airy's equation. Then, it can be shown that

$$
Q(\sigma)=\sqrt{-2 \sigma}+O\left((-\sigma)^{-1}\right), \quad \sigma \rightarrow-\infty
$$

and

$$
|q(-\hat{\sigma}, \varepsilon)-Q(-\hat{\sigma})|<1 \quad \text { for } \hat{\sigma} \text { large enough. }
$$

Moreover, $Q(\sigma)$ has a pole at $\sigma=\tilde{\sigma} \cong 0.892$, and hence behaves as sketched in Fig. 7. Thus, by means of the same arguments as before we obtain for our solution $\left(x_{1}(t, \varepsilon), x_{2}(t, \varepsilon), y(t, \varepsilon)\right)$ of (8) that for every $c_{2} \in(0, \tilde{\sigma}-\bar{\sigma}]$ there exists $M>0$ such that

$$
\begin{align*}
& \left|x_{1}(t, \varepsilon)-\tilde{X}_{1}(t)\right|<M \varepsilon \log \varepsilon^{-1}, \\
& \left|x_{2}(t, \varepsilon)-\tilde{X}_{2}(t)\right|<M \varepsilon \log \varepsilon^{-1}, \quad t \in\left[T-\hat{\sigma} \varepsilon^{2 / 3}, T+\left(\tilde{\sigma}-c_{2}\right) \varepsilon^{2 / 3}\right],  \tag{18}\\
& |y(t, \varepsilon)-\tilde{Y}(t)|<M \varepsilon^{1 / 3},
\end{align*}
$$

where $\left(\tilde{X}_{1}(t), \tilde{X}_{2}(t), \tilde{Y}(t)\right)$ is the reduced solution $\left(U_{1}(\sigma), U_{2}(\sigma), Q(\sigma)\right)$ expressed in the original variables.

By means of this second approximation, we have passed the delicate point $z^{1} \in \tilde{C}^{+}$. We are still in an $\varepsilon$-dependent neighborhood, however.

Again we proceed as motivated in [2] and introduce the new shift scaling transformation

$$
\begin{aligned}
& u_{1}=2 \tilde{\sigma}+\varepsilon^{1 / 3} v_{1}, \\
& u_{2}=4 \tilde{\sigma}+\varepsilon^{1 / 3} v_{2}, \\
& q=\varepsilon^{-1 / 3} w, \\
& \sigma=\tilde{\sigma}+\varepsilon^{1 / 3} \tau,
\end{aligned}
$$

that takes (14) into

$$
\begin{align*}
& \frac{d v_{1}}{d \tau}=2-4 \varepsilon^{2 / 3} \tilde{\sigma}-\varepsilon v_{2} \\
& \frac{d v_{2}}{d \tau}=4-2 w-8 \varepsilon^{2 / 3} \tilde{\sigma}-2 \varepsilon v_{2}  \tag{19}\\
& \frac{d w}{d \tau}=-3 w^{2}-w^{3}-\varepsilon^{2 / 3}(6 \tilde{\sigma}+4 \tilde{\sigma} w)-\varepsilon\left(v_{1}+v_{2}+v_{2} w\right)
\end{align*}
$$

Let $\left(v_{1}(\tau, \varepsilon), v_{2}(\tau, \varepsilon), w(\tau, \varepsilon)\right)$ be the solution of (19) satisfying

$$
\begin{aligned}
& v_{1}\left(-\varepsilon^{-1 / 3} c_{2}, \varepsilon\right)=\varepsilon^{-1}\left[x_{1}\left(T+\varepsilon^{2 / 3}\left(\tilde{\sigma}-c_{2}\right), \varepsilon\right)-\left(2+\varepsilon^{2 / 3} 2 \tilde{\sigma}\right)\right], \\
& v_{2}\left(-\varepsilon^{-1 / 3} c_{2}, \varepsilon\right)=\varepsilon^{-1}\left[x_{2}\left(T+\varepsilon^{2 / 3}\left(\tilde{\sigma}-c_{2}\right), \varepsilon\right)+3-\varepsilon^{2 / 3} 4 \tilde{\sigma}\right], \\
& w\left(-\varepsilon^{-1 / 3} c_{2}, \varepsilon\right)=y\left(T+\varepsilon^{2 / 3}\left(\tilde{\sigma}-c_{2}\right), \varepsilon\right)-1 .
\end{aligned}
$$

From (17) we know that $w\left(-\varepsilon^{-1 / 3} c_{2}, \varepsilon\right)<-\varepsilon^{1 / 3}$. Typical solutions of the reduced $w$-equation are sketched in Fig. 8. A solution $W\left(\tau, W^{0}\right), W\left(0, W^{0}\right)=W^{0}$, with $W^{0} \in$ ( $-3,0$ ) exists for $\tau \in(-\infty, \infty)$ and approaches 0 geometrically for $\tau \rightarrow-\infty$ and -3 exponentially for $\tau \rightarrow+\infty$. By using "phase-plane" arguments in the ( $w, \tau$ )-plane and Gronwall type results it can be shown that ( $v_{1}(\tau, \varepsilon), v_{2}(\tau, \varepsilon), w(\tau, \varepsilon)$ ) exists for $\tau \in$ $\left[-c_{2} \varepsilon^{-1 / 3}, \varepsilon^{-1 / 3}\right]$. Moreover, there is $c_{3} \in(0,1)$ such that

$$
\begin{aligned}
& v_{1}(\tau, \varepsilon)=O(\tau), \\
& v_{2}(\tau, \varepsilon)=O(\tau), \\
& w(\tau, \varepsilon)=-3+O\left(\varepsilon^{2 / 3}\right),
\end{aligned} \quad \tau \in\left[c_{3} \varepsilon^{-1 / 3}, \varepsilon^{-1 / 3}\right] .
$$
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Thus in the original variables we have

$$
\begin{align*}
& x_{1}\left(T+\varepsilon^{2 / 3}(\tilde{\sigma}+1), \varepsilon\right)=2+O\left(\varepsilon^{2 / 3}\right) \\
& x_{2}\left(T+\varepsilon^{2 / 3}(\tilde{\sigma}+1), \varepsilon\right)=-3+O\left(\varepsilon^{2 / 3}\right)  \tag{20}\\
& y\left(T+\varepsilon^{2 / 3}(\tilde{\sigma}+1), \varepsilon\right)=-2+O\left(\varepsilon^{2 / 3}\right)
\end{align*}
$$

The point $z^{2}:=(2,-3,-2)$ lies on the lower (stable) sheet of the surface $M$. Hence, we have proved up to now that (and how) the trajectory of our solution ( $\left.x_{1}(t, \varepsilon), x_{2}(t, \varepsilon), y(t, \varepsilon)\right)$ of (8) has dropped off the upper sheet of $M$ down to the lower one. It drops down almost instantaneously (time $O\left(\varepsilon^{2 / 3}\right)$ ) and almost vertically $\left(O\left(\varepsilon^{2 / 3}\right)\right.$-neighborhood of $\left.\left(x_{1}, x_{2}\right)=(2,-3)\right)$.

We again consider the original system (8) now together with the initial conditions (20). By simple phase plane arguments (compare Fig. 6) it can be shown that the trajectory of the corresponding reduced problem (lying on the lower sheet of $M$ ) crosses the curve $\tilde{A}^{-}$, follows $\tilde{A}^{-}$into a neighborhood of the origin where it leaves $\tilde{A}^{-}$ now being on the upper sheet of $M$. Then it crosses $\tilde{A}^{+}$and follows $\tilde{A}^{+}$into a neighborhood of the point $(0,-1,1)$ and finally spirals into this point on $M$ which is a stationary point (focus) of the reduced system. Hence, the corresponding reduced solution ( $\left.\bar{X}_{1}(t), \bar{X}_{2}(t), \bar{Y}(t)\right)$ exists for all $t \geqq T+\varepsilon^{2 / 3}(\tilde{\sigma}+1)$ and since the trajectory stays on the stable sheets of $M$ we may apply the Tikhonov theorem (cf. [1]) on every finite $t$-interval $\left[T+\varepsilon^{2 / 3}(\tilde{\sigma}+1), c\right]$. Taking also into account that $z_{0}=(0,-1,1)$ is an asymptotically stable equilibrium solution of the full system (8) we thus obtain for $\varepsilon$ small enough the following result on the unbounded $t$-interval:

$$
\begin{aligned}
& \left|x_{1}(t, \varepsilon)-\bar{X}_{1}(t)\right|<K \varepsilon^{2 / 3} \\
& \left|x_{2}(t, \varepsilon)-\bar{X}_{2}(t)\right|<K \varepsilon^{2 / 3} \quad \text { for every } t \geqq T+\varepsilon^{2 / 3}(\tilde{\sigma}+1) . \\
& |y(t, \varepsilon)-\bar{Y}(t)|<K \varepsilon^{2 / 3}
\end{aligned}
$$

This was the final step. Summarizing, we have proved that the solution ( $\left.x_{1}(t, \varepsilon), x_{2}(t, \varepsilon), y(t, \varepsilon)\right)$ we have considered of the system (8) exists for all $t \geqq 0$ and its trajectory behaves as sketched in Fig. 9. The motion is slow as long as the trajectory is
close to a stable sheet of $M$. The jump from the upper sheet of $M$ to the lower one happens in a fast time scale.


FIG. 9
4. The case " $x_{1}>0$ ". This case is characterized by the fact that the flow along a stable reduced trajectory of (2) leads away from the origin, the point where the stability assumption is violated (see [1]). Also in this case, the estimates for the trajectories of (1) given in [1, Thm. 3] carry over to the solutions and in a way completely analogous to the proof of Theorem 1. For completeness, we state these estimates, but without formulating the precise Theorem 2 corresponding to [1, Thm. 3] and without proof.

Let $\left(\bar{u}\left(x_{1}, \varepsilon\right), v\left(x_{1}, \varepsilon\right)\right)$ and $\left(\bar{U}\left(x_{1}\right), V\left(x_{1}\right)\right)$ be trajectories of (1) and (2), respectively, that satisfy [1, Thm. 3] and let $c, \delta$ and $q^{*}$ be the quantities defined there. Moreover, let ( $x(t, \varepsilon), y(t, \varepsilon)$ ) and ( $X(t), Y(t))$ be the corresponding solutions obtained by introducing the time $t$ in the way (compare §§1,2)

$$
x_{1}(0, \varepsilon)=s^{*}(\varepsilon), \quad X_{1}(0)=S^{*}(\varepsilon)
$$

with

$$
s^{*}(\varepsilon)=c \varepsilon^{q *} \quad \text { and } \quad\left|s^{*}-S^{*}\right|=O\left(\varepsilon^{\delta}\right)
$$

Then, if the parameter $q_{1}$ in [1, Thm. 3] is taken such that $q_{1}>1-\hat{\alpha}$ (i.e. $q^{*}<\delta$ ), there are positive constants $C$ and $c_{1}$ such that the following estimates hold for $T_{1}$ and $\varepsilon$ small enough:

$$
\begin{aligned}
& |x(t, \varepsilon)-X(t)|<C \varepsilon^{\delta}, \\
& \left|y_{1}(t, \varepsilon)-Y_{1}(t)\right|<C \varepsilon^{\delta}\left(c_{1} \varepsilon^{q *}+t\right)^{-q_{1}}, \\
& |\bar{y}(t, \varepsilon)-\bar{Y}(t)|<C \varepsilon^{\delta}\left(c_{1} \varepsilon^{q *}+t\right)^{\bar{\omega}-q_{1}},
\end{aligned}
$$

for $t \in\left[0, T_{1}\right]$.
Examples for this case " $x_{1}>0$ " (as well as for " $x_{1}<0$ ") are the situations treated in [3], [4].
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# ON THE GLOBAL REPRESENTATION OF THE SOLUTIONS OF SECOND-ORDER LINEAR DIFFERENTIAL EQUATIONS HAVING AN IRREGULAR SINGULARITY OF RANK ONE IN $\infty$ BY SERIES IN TERMS OF CONFLUENT HYPERGEOMETRIC FUNCTIONS* 
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#### Abstract

A general second-order linear differential equation having an irregular singularity of rank one in $\infty$ is considered. It is shown that the solutions of this equation can be represented by series in terms of confluent hypergeometric functions which describe the full analytic behavior at the singular point $\infty$.
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Introduction. In the theory of complex ordinary differential equations a study of the global behavior of the solutions is one of the most interesting and difficult problems. A specific problem of this kind consists in finding global representations for the solutions which describe their full analytic behavior. In the present paper we want to treat this question for the case of the general second-order linear differential equation (DE) having an irregular singular point of rank one in $\infty$, which is of the form

$$
y^{\prime \prime}+f(z) y^{\prime}+g(z) y=0
$$

where $f$ and $g$ are holomorphic in $\infty$. There is a very extensive literature on this DE since the fundamental papers of Horn [5] in 1908 and Birkhoff [1] in 1913. (See e.g. [12], [6], [7], [8], [4].)

By a transformation of variables the above DE takes the following normal form

$$
\begin{equation*}
y^{\prime \prime}+\left(\frac{1}{z}+\frac{a(z)}{z^{2}}\right) y^{\prime}+\left(1+\frac{2 i \kappa}{z}+\frac{b(z)}{z^{2}}\right) y=0, \tag{0.1}
\end{equation*}
$$

where $\kappa$ is a complex constant and $a(z), b(z)$ are functions being holomorphic in a full neighborhood $r<|z| \leqq \infty$ of infinity. We shall restrict our considerations to the DE (0.1).

It is well known that the solutions of the DE (0.1) are holomorphic functions on the Riemann surface of $\ln z$ over $r<|z|<\infty$, which possess in each sector $\arg z-\pi / 2-$ $n \pi \mid<\pi / 2,(n \in \mathbb{Z})$ a characteristic asymptotic behavior as $|z| \rightarrow \infty$. (See e.g. [11], pp. 232-236.) Our main aim is to obtain for these solutions global representations which are valid on the whole Riemann surface and which completely reflect the asymptotic behavior for $|z| \rightarrow \infty$ as well as the transition behavior in the case of analytic continuation around $\infty$.

A central role in our consideration plays the special case of the DE (0.1) with $a(z)$ equal to 0 and $b(z)$ equal to a constant $-\mu^{2}$ :

$$
\begin{equation*}
y^{\prime \prime}+\frac{1}{z} y^{\prime}+\left(1+\frac{2 i \kappa}{z}-\frac{\mu^{2}}{z^{2}}\right) y=0 . \tag{0.2}
\end{equation*}
$$

[^91]This DE is - up to a simple transformation of variables-the confluent hypergeometric DE. The solutions of this DE-the confluent hypergeometric functions-are very well known. Using a lot of these well known facts and taking advantage of the very close relationship between the DEs (0.1) and (0.2), we can show that the solutions of the DE $(0.1)$ are to be represented by series in terms of confluent hypergeometric functions, and that these representations are global ones possessing all the desired properties. A very specific property of these series, which underlines their usefulness, is that essentially only one set of coefficients is needed for the expansion of different solutions of the $\mathrm{DE}(0.1)$.

An immediate cause for the present consideration results from the study of special functions of mathematical physics, where expansions of "higher" special functions in terms of "simple" special functions have played a central role at all times. It is just this field from which we have obtained essential stimulations. In this connection we should mention, above all, the corresponding considerations of Meixner and Schäfke in Chapter 3 of their book on Mathieu and spheroidal functions [9, pp. 289-300], where spheroidal functions are expanded in terms of Bessel and Hankel functions. As far as the whole organization and the analytic methods of this paper are concerned there is a close relationship with the paper [16] of the second author.

This paper is divided into two main sections. Section 1 contains preliminary results: in $\S 1.1$ and $\S 1.2$ we introduce the fundamental notations for the DEs (0.1) and ( 0.2 ) and give some elementary, respectively well-known statements. In $\S 1.3$ we make available a suitable version of a theorem of F. W. Schäfke on expansions in terms of Whittaker functions, which serves as a main tool in our analysis, and in the following we draw some important conclusions on the coefficients of such expansions. In $\S 1.4$ we prove a theorem on the asymptotic behavior of series in terms of confluent hypergeometric functions, which surely is interesting by itself. This theorem is a generalization of a corresponding result of Meixner and Schäfke [9, pp. 95-97]. Section 2 contains the main results on the representation of the solutions of the $\mathrm{DE}(0.1)$ in terms of confluent hypergeometric functions. In $\S 2.1$ we transform the $\mathrm{DE}(0.1)$ into sequence spaces. In $\S 2.2$ we prove the fundamental result concerning the asymptotic behavior of the expansion coefficients which ensures the global convergence of all series. Section 2.3 finally contains the definition and a detailed discussion of the solutions of the DE (0.1) by means of their series representations.

Three final remarks are to be made:

1) Our analysis of the $\mathrm{DE}(0.1)$ also furnishes the existence of asymptotic solutions of the $\mathrm{DE}(0.1)$, certainly under the use of the very strong expansion theorem in §1.3. Another method to obtain the main results of this paper is to base all considerations on the existence of asymptotic solutions and to use the principle of analytic equivalence. (See [6]-[8]).
2) All series representations in this paper are only valid in the case that the characteristic exponents $\nu$ of the $\mathrm{DE}(0.1)$ fulfill $2 \nu \notin \mathbb{Z}$ ("normal case"). A treatment of the exceptional case $2 \nu \in \mathbb{Z}$ in the frame of our methods would require a more recent expansion theorem of F. W. Schäfke in [15, pp. 134-135], which is based on the general results in 1.1.11 of [10].
3) In principle, it should be possible to extend the methods of this paper also to general DEs of higher rank, but considerable efforts are to be made: First, one has to find an adequate set of "special" DEs being analytic equivalent to the "general" DE. Secondly, one has to establish for these special DEs all the results corresponding to those for equation (0.2) which are contained in $\S \S 1.2,1.3$ and 1.4.

## 1. Preliminary results.

1.1. General remarks on the $\mathbf{D E}(\mathbf{0 . 1})$; notation. In the following let $\Omega$ denote the annulus $\left\{z \in \mathbb{C}|r<|z|<\infty\}\right.$ and $\hat{\Omega}$ the Riemann surface of $\ln z$ over $\Omega .{ }^{1}$ The vector space of holomorphic functions in $\hat{\Omega}$ is then denoted by $\mathscr{H}(\hat{\Omega})$.

For $y \in \mathscr{H}(\hat{\Omega})$ we define

$$
\begin{equation*}
L_{\kappa} y:=\left(z \frac{d}{d z}\right)^{2} y+\left(z^{2}+2 i \kappa z\right) y \tag{1.1}
\end{equation*}
$$

where $\kappa \in \mathbb{C}$, and

$$
\begin{equation*}
G y:=\frac{d}{d z}\left(g_{1} \cdot y\right)+g_{2} \cdot y, \tag{1.2}
\end{equation*}
$$

where the coefficients $g_{1}:=a$ and $g_{2}:=b-d a / d z$ are holomorphic functions in $\Omega \cup$ $\{\infty\} . L_{\kappa}$ and $G$ are linear operators in $\mathscr{H}(\hat{\Omega})$, in terms of which the $\mathrm{DE}(0.1)$ then reads

$$
\begin{equation*}
D y:=L_{\kappa} y+G y=0 . \tag{D}
\end{equation*}
$$

The solution space of $(D)$, which we denote in the following by $\mathfrak{M}(D)$, is a twodimensional subspace of $\mathscr{H}(\hat{\Omega})$.

The following remark is to be easily verified:
(1.3) Let $y_{1}, y_{2} \in \mathfrak{M}(D)$. Then the Wronskian

$$
w\left[y_{1}, y_{2}\right]:=y_{1} \cdot \frac{d}{d z} y_{2}-y_{2} \cdot \frac{d}{d z} y_{1}
$$

has the form

$$
w\left[y_{1}, y_{2}\right](z)=\left[y_{1}, y_{2}\right] \cdot z^{-1} \cdot \exp \left(\int_{z}^{\infty} g_{1}(\zeta) \zeta^{-2} d \zeta\right),
$$

where $\left[y_{1}, y_{2}\right] \in \mathbb{C} .[\cdot, \cdot]$ is a nontrivial alternating bilinear form on $\Re(D)$.
Defining for $y \in \mathscr{H}(\hat{\Omega})$

$$
\begin{equation*}
(\phi y)(z):=y\left(e^{2 \pi i} \cdot z\right) \quad(z \in \hat{\Omega}) \tag{1.4}
\end{equation*}
$$

we obtain a linear operator $\phi$ in $\mathscr{H}(\hat{\Omega})$ which maps $\mathfrak{M}(D)$ onto itself: $\phi(\mathfrak{R}(D))=\mathfrak{M}(D)$. The restriction $\left.\phi\right|_{\mathfrak{R}(D)}$ is then called the "monodromy operator of the $D E(D)$ ". It is one of the fundamental quantities of the $\mathrm{DE}(D)$. Further, one defines $\nu \in \mathbb{C}$ to be a "characteristic exponent of the $D E(D)$ ", iff $\exp (2 \pi i \nu)$ is an eigenvalue of the monodromy operator $\left.\phi\right|_{\mathfrak{R}(D)}$. This means especially that there exists a nontrivial solution $y$ of $(D)$ belonging to

$$
\begin{equation*}
\mathfrak{U}_{\nu}:=\left(\phi-e^{2 \pi i \nu}\right)^{-1}(\{0\})=\left\{z^{\nu} \cdot h \mid h: \Omega \rightarrow \mathbb{C} \text { holomorphic }\right\} . \tag{1.5}
\end{equation*}
$$

A solution of this kind is called "Floquet solution of the $D E(D)$ with respect to the characteristic exponent $\nu$ ".

Let the set of all characteristic exponents of $(D)$ be denoted by $\Xi . \Xi$ is then characterized by

$$
\begin{equation*}
\nu \in \Xi \Leftrightarrow \cos 2 \pi \nu=\left.\frac{1}{2} \operatorname{trace} \phi\right|_{\Re(D)} . \tag{1.6}
\end{equation*}
$$

[^92]Thus, for any $\nu \in \Xi$ we have $\Xi=(\nu+\mathbb{Z}) \cup(-\nu+\mathbb{Z})$. For the sake of completeness we give a short proof of (1.6), using the nontrivial alternating form $[\cdot, \cdot]$ in (1.3): Let $y_{1}, y_{2}$ be a fundamental set of solutions of $(D)$ with $\left[y_{1}, y_{2}\right]=1$. We then have

$$
\begin{equation*}
\left.\operatorname{det} \phi\right|_{\Re(D)}=\left[\phi y_{1}, \phi y_{2}\right],\left.\quad \operatorname{trace} \phi\right|_{\Re(D)}=\left[\phi y_{1}, y_{2}\right]+\left[y_{1}, \phi y_{2}\right] . \tag{*}
\end{equation*}
$$

Since the Wronskian $w\left[y_{1}, y_{2}\right]$ is holomorphic in $\Omega$, we obtain

$$
w\left[\phi y_{1}, \phi y_{2}\right]=\phi\left(w\left[y_{1}, y_{2}\right]\right)=w\left[y_{1}, y_{2}\right]
$$

and therefore

$$
\begin{equation*}
\left.\operatorname{det} \phi\right|_{\Re(D)}=\left[\phi y_{1}, \phi y_{2}\right]=\left[y_{1}, y_{2}\right]=1 \tag{**}
\end{equation*}
$$

Since the eigenvalues $\lambda=\exp (2 \pi i \nu)$ of $\left.\phi\right|_{\mathfrak{N}(D)}$ are determined by

$$
\lambda^{2}-\left.\lambda \cdot \operatorname{trace} \phi\right|_{\Re(D)}+\left.\operatorname{det} \phi\right|_{\Re(D)}=0,
$$

we immediately obtain (1.6).
It should be observed, however, that the representation of trace $\left.\phi\right|_{\Re(D)}$ in (*) does not provide an elementary means of calculating the characteristic exponents of $(D)$.

Finally it turns out to be convenient introducing for $\nu \in \mathbb{C}$ the operator

$$
\begin{equation*}
Q_{\nu}:=\frac{1}{2 \pi i}\left(\phi-e^{2 \pi i \nu}\right) \tag{1.7}
\end{equation*}
$$

Obviously, for $\nu \in \mathbb{C}$ and $y \in \mathscr{H}(\hat{\Omega})$

$$
\begin{equation*}
\frac{\sin 2 \pi \nu}{\pi} y=Q_{-\nu} y-Q_{\nu} y \tag{1.8.1}
\end{equation*}
$$

Moreover, for $\nu \in \Xi$ and $y \in \mathfrak{R}(D)$

$$
\begin{equation*}
Q_{\mp \nu} y \in \mathfrak{u}_{ \pm \nu} \cap \mathfrak{R}(D) \tag{1.8.2}
\end{equation*}
$$

In the "normal case" of the $\operatorname{DE}(D)$ where

$$
2 \nu \notin \mathbb{Z} \text { for (one and hence for all) } \nu \in \Xi
$$

the formula (1.8.1) thus yields a unique representation of each $y \in \mathfrak{M}(D)$ in terms of Floquet solutions.
1.2. Floquet and asymptotic solutions of the $\mathbf{D E}$ (0.2). In terms of the operator $L_{\kappa}$ the $\mathrm{DE}(0.2)$ can be written in the form
$\left(D_{\mu}\right) \quad D_{\mu} y:=L_{\kappa} y-\mu^{2} y=0$,
where $\kappa, \mu \in \mathbb{C}$. By the transformations

$$
y(z)=e^{\mp i z} \cdot z^{\mu} \cdot u(x), \quad x= \pm 2 i z
$$

this DE is equivalent to the confluent hypergeometric DE

$$
x u^{\prime \prime}+(c-x) u^{\prime}-a u=0
$$

where $a=\frac{1}{2} \mp \kappa+\mu, c=1+2 \mu$.

Introducing a slightly modified $\Phi$ function

$$
\tilde{\Phi}(a ; c ; x):=\sum_{n=0}^{\infty} \frac{(a)_{n}}{\Gamma(c+n)} \frac{x^{n}}{n!} \quad(x \in \mathbb{C})
$$

where $(a)_{n}=\Gamma(a+n) / \Gamma(a)=a(a+1) \cdots(a+n-1)$, we obtain by

$$
\begin{equation*}
I_{\kappa, \mu}(z):=e^{-i z} \cdot z^{\mu} \cdot \tilde{\Phi}\left(\frac{1}{2}-\kappa+\mu ; 1+2 \mu ; 2 i z\right) \tag{1.9}
\end{equation*}
$$

a solution of the $\mathrm{DE}\left(D_{\mu}\right) . \tilde{\Phi}$ being holomorphic with respect to ( $x, a, c$ ); the same is true for $I_{\kappa, \mu}$ with respect to $(z, \kappa, \mu)$. Obviously, $I_{\kappa, \mu}$ belongs to $\mathfrak{U}_{\mu}$ and is hence a Floquet solution of $\left(D_{\mu}\right)$, if $\neq 0$; this is especially true for $2 \mu \notin \mathbb{Z}$.

Since the $\mathrm{DE}\left(D_{\mu}\right)$ is invariant under the substitution $\mu \rightarrow-\mu$, we obtain by $I_{\kappa,-\mu}$ a second solution of $\left(D_{\mu}\right)$, which now belongs to $\mathfrak{U}_{-\mu}$ and is $\neq 0$ for $2 \mu \notin \mathbb{Z}$. Therefore, in the case of $2 \mu \notin \mathbb{Z}, I_{\kappa, \mu}$ and $I_{\kappa,-\mu}$ constitute a fundamental set of solutions.

Introducing the $\Psi$ function (see e.g. [3, p. 255]), we obtain by

$$
\begin{equation*}
H_{\kappa, \mu}^{ \pm}(z):=\left(2 e^{\mp \pi i / 2}\right)^{1 / 2 \pm \kappa+\mu} \cdot e^{ \pm i z} \cdot z^{\mu} \cdot \Psi\left(\frac{1}{2} \pm \kappa+\mu ; 1+2 \mu ; 2 e^{\mp \pi i / 2} \cdot z\right) \tag{1.10}
\end{equation*}
$$

solutions of the $\mathrm{DE}\left(D_{\mu}\right)$, which possess the asymptotic expansions

$$
\begin{equation*}
H_{\kappa, \mu}^{ \pm}(z) \sim e^{ \pm i z} \cdot z^{-1 / 2 \mp \kappa} \sum_{m=0}^{\infty} \frac{(1 / 2 \pm \kappa+\mu)_{m}(1 / 2 \pm \kappa-\mu)_{m}}{m!} \cdot( \pm 2 i z)^{-m} \tag{1.11}
\end{equation*}
$$

as $|z| \rightarrow \infty$ within the sectors $|\arg z \mp \pi / 2|<3 \pi / 2$. Here-and also in the following-let the upper and lower signs always be taken simultaneously.

The different asymptotic behavior of $H_{\kappa, \mu}^{+}$and $H_{\kappa, \mu}^{-}$implies that these functions constitute a fundamental set of solutions of the $\mathrm{DE}\left(D_{\mu}\right)$ without any restrictions to the values of $\kappa$ and $\mu$.

The functions $H_{\kappa, \mu}^{ \pm}$possess the following representations as Laplace integrals

$$
\begin{equation*}
H_{\kappa, \mu}^{ \pm}(z)=e^{ \pm i z} \cdot z^{1 / 2 \mp \kappa} \cdot \int_{0}^{\infty \cdot e^{-i \xi}} e^{-z t} F_{1}\left(\frac{1}{2} \pm \kappa+\mu, \frac{1}{2} \pm \kappa-\mu ; 1 ; \pm \frac{t}{2 i}\right) d t \tag{1.12}
\end{equation*}
$$

which are valid for $z \in \hat{\Omega}$ with $|\arg z-\xi|<\pi / 2$ where $\xi \in \mathbb{R}$ with $|\xi \mp \pi / 2|<\pi$. This follows e.g. from [3, p. 273] by transformations, but may also be easily verified directly. Using (1.12) as definition, one immediately finds (1.11) by means of Watson's lemma. (See e.g. [11, p. 114] or [14, p. 40]).

From (1.12) we also obtain that the $H_{\kappa, \mu}^{ \pm}$are holomorphic with respect to $(z, \kappa, \mu)$ and satisfy

$$
\begin{equation*}
H_{\kappa,-\mu}^{ \pm}=H_{\kappa, \mu}^{ \pm} \tag{1.13}
\end{equation*}
$$

In the very special situation of the $\mathrm{DE}\left(D_{\mu}\right)$ one can determine the connection between the Floquet solutions $I_{\kappa, \pm \mu}$ and the asymptotic solutions $H_{\kappa, \mu}^{ \pm}$explicitly. Defining

$$
\begin{equation*}
I_{\kappa, \mu}^{ \pm}:=Q_{-\mu} H_{\kappa, \mu}^{ \pm}, \tag{1.14}
\end{equation*}
$$

we obtain by (1.8.1)

$$
\begin{equation*}
\frac{\sin 2 \pi \mu}{\pi} H_{\kappa, \mu}^{ \pm}=I_{\kappa, \mu}^{ \pm}-I_{\kappa,-\mu}^{ \pm} \tag{1.15}
\end{equation*}
$$

and by (1.8.2) $I_{\kappa, \mu}^{ \pm} \in \mathfrak{U}_{\mu} \cap \mathfrak{U}\left(D_{\mu}\right)$. Using the connection formula between the $\Phi$ and $\Psi$ functions (see e.g. [3, p. 257]) we finally find

$$
\begin{equation*}
I_{\kappa, \mu}^{ \pm}=-\left(2 e^{\mp \pi i / 2}\right)^{1 / 2 \pm \kappa+\mu} \cdot \frac{1}{\Gamma(1 / 2 \pm \kappa-\mu)} \cdot I_{\kappa, \mu} \tag{1.16}
\end{equation*}
$$

1.3. Series in terms of Floquet solutions of the DE (0.2). Throughout this section let $\nu \in \mathbb{C}$ with $2 \nu \notin \mathbb{Z}$ and $\frac{1}{2}-\kappa+\nu \notin \mathbb{Z}$. The first condition implies $\mathfrak{U}_{\nu} \cap \mathfrak{U}_{-\nu}=\{0\}$ and both together $I_{\kappa, \mu}^{ \pm} \neq 0$ for $\mu \in \pm \nu+\mathbb{Z}$.

For any two functions $y^{ \pm} \in \mathfrak{U}_{ \pm \nu}$ the product $y^{+} \cdot y^{-}$is a holomorphic function on $\Omega$. Hence we can define

$$
\begin{equation*}
\left\langle y^{+}, y^{-}\right\rangle:=\left\langle y^{-}, y^{+}\right\rangle:=\frac{1}{2 \pi i} \oint_{|z|=\rho} y^{+}(z) y^{-}(z) \frac{d z}{z} \tag{1.17}
\end{equation*}
$$

with an arbitrary $r<\rho<\infty$. Obviously, this expression is linear with respect to $y^{+}$and $y^{-}$.

Since the operator $L_{\kappa}$ commutes with $\phi$, the spaces $\mathfrak{u}_{ \pm \nu}$ are invariant under $L_{\kappa}$. One easily verifies for $y^{ \pm} \in \mathfrak{U}_{ \pm \nu}$

$$
\begin{equation*}
\left\langle L_{\kappa} y^{+}, y^{-}\right\rangle=\left\langle y^{+}, L_{\kappa} y^{-}\right\rangle . \tag{1.18}
\end{equation*}
$$

The results of the preceding section show that both eigenvalue problems

$$
L_{\kappa} y^{ \pm}=\lambda y^{ \pm} \quad\left(\lambda \in \mathbb{C} ; 0 \neq y \in \mathfrak{U}_{ \pm \nu}\right)
$$

possess the same eigenvalues, namely $\lambda=\mu^{2}$ with $\mu \in \nu+\mathbb{Z}$, and that the corresponding eigenfunctions are just $I_{\kappa, \mu}^{+} \in \mathfrak{U}_{\nu}$ and $I_{\kappa,-\mu}^{-} \in \mathfrak{U}_{-\nu}$. Using (1.18) as well as (1.16) and (1.9) then yields

$$
\begin{equation*}
\left\langle I_{\kappa, \mu+n}^{+}, I_{\kappa,-\mu}^{-}\right\rangle=\delta_{n, 0} \cdot \varepsilon_{\kappa, \mu} \quad(\mu \in \nu+\mathbb{Z}, n \in \mathbb{Z}) \tag{1.19}
\end{equation*}
$$

where $\delta_{n, m}$ denotes the Kronecker symbol and

$$
\begin{equation*}
\varepsilon_{\kappa, \mu}:=e^{-i \pi(\kappa+\mu)} \cdot \frac{\sin \pi(1 / 2-\kappa+\mu)}{\pi} \cdot \frac{\sin 2 \pi \mu}{\pi \mu} \neq 0 \quad(\mu \in \nu+\mathbb{Z}) \tag{1.20}
\end{equation*}
$$

We now state a theorem which ensures the expansion of any function $y^{ \pm} \in \mathfrak{u}_{ \pm \nu}$ in terms of the eigenfunctions $I_{\kappa, \pm \mu}^{ \pm}(\mu \in \nu+\mathbb{Z})$. This theorem, which is fundamental for the following analysis, can be deduced easily from a corresponding theorem on expansions in terms of Whittaker functions found by F. W. Schäfke. (See e.g. [13, p. 177] or [14, p. 228].)
(1.21) Theorem. Each $y^{ \pm} \in \mathfrak{U}_{ \pm \nu}$ has an expansion

$$
\begin{equation*}
y^{ \pm}(z)=\sum_{\mu \in \pm \nu+\mathbb{Z}} c_{\mu} \cdot I_{\kappa, \mu}^{ \pm}(z) \quad(z \in \hat{\Omega}) \tag{1.21.1}
\end{equation*}
$$

which converges absolutely and uniformly on compact subsets of $\hat{\Omega}$. The coefficients are uniquely determined by

$$
\begin{equation*}
c_{\mu} \cdot \varepsilon_{\kappa, \pm \mu}=\left\langle y^{ \pm}, I_{\kappa,-\mu}^{\mp}\right\rangle \quad(\mu \in \pm \nu+\mathbb{Z}) . \tag{1.21.2}
\end{equation*}
$$

Moreover, the following asymptotic formula for the $I_{\kappa, \mu}^{ \pm}$holds. (See e.g. [13, p. 180] or [14, p. 245].)
(1.22) Let for $\mu \in \pm \nu+\mathbb{Z}$ the functions $g_{\kappa, \mu}: \mathbb{C} \rightarrow \mathbb{C}$ be defined by

$$
I_{\kappa, \mu}^{ \pm}(z)=:-\left(2 e^{\mp i \pi / 2}\right)^{1 / 2 \pm \kappa+\mu} \cdot \frac{z^{\mu}}{\Gamma(1+2 \mu) \Gamma(1 / 2 \pm \kappa-\mu)} g_{\kappa, \mu}(z) .
$$

Then

$$
g_{\kappa, \pm \nu+n}(z)=1+O\left(\frac{1}{n}\right) \quad(|n| \rightarrow \infty)
$$

uniformly on compact subsets of $\mathbb{C}$.
Theorem (1.21) serves as a main tool to transform and study the DE (D) in suitable sequence spaces. For this purpose we make the following preliminary remarks.

Let $y^{ \pm} \in \mathfrak{U}_{ \pm \nu}$ and let $\left(c_{\mu}\right)_{\mu \in \pm \nu+\mathbb{Z}}$ be the corresponding sequences of coefficients determined by (1.21.2). From (1.22) we obtain then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\left|c_{ \pm \nu+n}\right| \cdot(n!)^{-1}\right)^{1 / n}=0 \tag{1.23.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\left|c_{ \pm \nu-n}\right| \cdot n!\right)^{1 / n} \leqq \frac{r}{2} . \tag{1.23.2}
\end{equation*}
$$

On the other hand, let $\left(c_{\mu}\right)_{\mu \in \pm \nu+z}$ be sequences which behave like (1.23.1) and (1.23.2). Using (1.22) again, we find that the corresponding series (1.21.1) converge and define functions $y^{ \pm} \in \mathfrak{U}_{ \pm \nu}$. Moreover, the sequences $\left(c_{\mu}\right)_{\mu \in \pm \nu+\mathbb{Z}}$ can be obtained back by (1.21.2). Introducing thus the vector spaces

$$
\tilde{\mathfrak{u}}_{ \pm \nu}:=\left\{c \in \mathbb{C}^{ \pm \nu+\mathbf{z}} \mid c \text { behaves like (1.23.1) and (1.23.2) }\right\}
$$

we have just seen that these are through (1.21.1), (1.21.2) isomorphic to $\mathfrak{U}_{ \pm \nu}$, respectively.

For studying the $\operatorname{DE}(D)$ in $\tilde{\mathfrak{u}}_{ \pm \nu}$, it becomes necessary to find the corresponding representations of the operators $L_{\kappa}$ and $G$ in $\tilde{\mathfrak{U}}_{ \pm \nu}$. More generally, we consider an arbitrary differential operator of the form

$$
\begin{equation*}
S y:=\sum_{j=0}^{m} s_{j}\left(\frac{d}{d z}\right)^{j} y \quad(y \in \mathscr{H}(\hat{\Omega})) \tag{1.24}
\end{equation*}
$$

where $m \in \mathbb{N}$ and the coefficients $s_{j}(j=0, \cdots, m)$ are holomorphic in $\Omega$. Since $S$ and $\phi$ commute, the spaces $\mathfrak{U}_{\tilde{S}^{ \pm \nu}}$ are invariant under $S$. Hence, $S$ has a representation in $\tilde{\mathfrak{H}}_{ \pm \nu}$
 $\tilde{\mathfrak{u}}_{ \pm \nu}$, we immediately obtain by (1.21)

$$
\begin{equation*}
d_{\mu}=\frac{1}{\varepsilon_{\kappa, \pm \mu}} \cdot \sum_{l \in \mathbb{Z}}\left\langle S I_{\kappa, \mu+l}^{ \pm}, I_{\kappa,-\mu}^{\mp}\right\rangle \cdot c_{\mu+l} \quad(\mu \in \pm \nu+\mathbb{Z}) . \tag{1.25}
\end{equation*}
$$

An important role in the following analysis plays the explicit knowledge of the representations of the special operators $1 / z$. and $d / d z$ in $\tilde{\mathfrak{u}}{ }_{ \pm \nu}$. These result from the following three-term recurrence relations

$$
\begin{align*}
& \frac{\mu}{z} I_{\kappa, \mu}^{ \pm}=\frac{i}{2}\left(\mp \frac{\mu \pm \kappa+1 / 2}{\mu+1 / 2} I_{\kappa, \mu+1}^{ \pm}+\frac{2 \kappa \mu}{\mu^{2}-1 / 4} I_{\kappa, \mu}^{ \pm} \pm \frac{\mu \mp \kappa-1 / 2}{\mu-1 / 2} I_{\kappa, \mu-1}^{ \pm}\right), \\
& \frac{d}{d z} I_{\kappa, \mu}^{ \pm}=\frac{i}{2}\left( \pm \frac{\mu \pm \kappa+1 / 2}{\mu+1 / 2} I_{\kappa, \mu+1}^{ \pm}+\frac{\kappa}{\mu^{2}-1 / 4} I_{\kappa, \mu}^{ \pm} \pm \frac{\mu \mp \kappa-1 / 2}{\mu-1 / 2} I_{\kappa, \mu-1}^{ \pm}\right), \tag{1.26}
\end{align*}
$$

which can readily be obtained from [2, p. 82].

By the use of (1.26) we derive
(1.27) Proposition. Let $S$ be an operator of the form (1.24) with coefficients $s_{j}$ being holomorphic in $\Omega \cup\{\infty\}$. Then for $\mu \in \pm \nu+\mathbb{Z}$ and $n \in \mathbb{Z}$

$$
\frac{\Gamma(1 / 2 \pm \kappa-\mu-n)}{\Gamma(1 / 2 \pm \kappa-\mu)}\left\langle S I_{\kappa, \mu+n}^{ \pm}, I_{\kappa,-\mu}^{\mp}\right\rangle=\frac{\Gamma(1 / 2 \pm \kappa-\mu)}{\Gamma(1 / 2 \pm \kappa-\mu-n)}\left\langle S I_{\kappa,-\mu-n}^{\mp}, I_{\kappa, \mu}^{ \pm}\right\rangle
$$

The proof follows in several steps:

1) For $S=$ identity the formula is trivial by (1.19). For $S=1 / z$. and $S=d / d z$ it can directly be verified by using (1.26) and (1.19). In the first case both sides vanish for $|n| \geqq 1$ and in the latter for $|n| \geqq 2$.
2) Let now $S_{1}$ and $S_{2}$ be operators of the form (1.24) for which the formula (1.27) is valid. Obviously, it holds then for $S_{1}+S_{2}$, too. A straightforward calculation using (1.25) shows that it also holds for $S_{2} \circ S_{1}$.
3) According to 1 ) and 2) formula (1.27) is valid for operators of the form (1.24) where the $s_{j}$ are polynomials in $1 / z$. But then the general case immediately follows by a simple limiting process.

We finally prove
(1.28) Proposition. Let $0<\tau<\rho<\infty$. Then for each $l \in \mathbb{Z}$ there exists a constant $\gamma_{l}=\gamma_{l}(\tau, \rho)>0$ such that for all $k \in \mathbb{N}$ and all $n \in \mathbb{Z}$

$$
\left|\frac{1}{\varepsilon_{\kappa, \nu \pm n}}\left\langle z^{-k} I_{\kappa, \pm \nu+l}^{ \pm}, I_{\kappa, \mp \nu-n}^{\mp}\right\rangle\right| \leqq \gamma_{l} \cdot \frac{\rho^{|n|}}{|n|!}(2 \tau)^{-k} .
$$

For $n \leqq N$ the inequality follows directly with (1.17) and (1.22) by estimating the integral at $|z|=2 \tau$. The case $n>N$ then can be reduced to the former case by means of (1.27). Here $N$ has to be chosen large enough such that (1.27) is applicable.
1.4. Series in terms of asymptotic solutions of the DE (0.2). Throughout this section let $\nu, \kappa \in \mathbb{C}$ be arbitrary. We prove in the following
(1.29) Theorem. Let $\left(c_{n}\right) \in \mathbb{C}^{\mathbf{Z}}$ satisfy

$$
\limsup _{n \rightarrow \pm \infty}\left(\left|c_{n}\right| \cdot|n|!\right)^{1 / n \mid} \leqq \frac{r}{2} .
$$

Then the series

$$
\begin{equation*}
H^{ \pm}(z):=\sum_{n \in \mathbb{Z}} c_{n} \cdot H_{\kappa, \nu+n}^{ \pm}(z) \quad(z \in \hat{\Omega}) \tag{1.29.1}
\end{equation*}
$$

define holomorphic functions in $\hat{\Omega}$ which possess the asymptotic expansions

$$
\begin{equation*}
H^{ \pm}(z) \sim e^{ \pm i z} \cdot z^{-1 / 2 \mp \kappa} \cdot \sum_{m=0}^{\infty} \frac{\tilde{c}_{m}^{ \pm}}{m!} \cdot( \pm 2 i z)^{-m} \tag{1.29.2}
\end{equation*}
$$

as $|z| \rightarrow \infty$ within the sectors $|\arg z \mp \pi / 2|<3 \pi / 2$, where the coefficients $\tilde{c}_{m}^{ \pm}$are given by

$$
\begin{equation*}
\tilde{c}_{m}^{ \pm}:=\sum_{n \in \mathbb{Z}} c_{n} \cdot\left(\frac{1}{2} \pm \kappa+\nu+n\right)_{m} \cdot\left(\frac{1}{2} \pm \kappa-\nu-n\right)_{m} . \tag{1.29.3}
\end{equation*}
$$

By the use of (1.15) and (1.22) it follows that the series (1.29.1) converge absolutely and uniformly on compact subsets of $\hat{\Omega}$ and hence define holomorphic functions in $\hat{\Omega}$. It remains to prove the asymptotic behavior. This may be done by representing $H^{ \pm}$as a Laplace integral and then applying Watson's lemma.

To simplify the following consideration let us assume that $c_{n}=0$ for $n<N$, where $N \in \mathbb{N}$ with $\operatorname{Re}\left(\frac{1}{2} \pm \kappa+\nu+N\right) \geqq 1$. This means no restriction since by (1.13) one achieves at once $c_{n}=0$ for $n<0$ and the remaining finite series can be tackled directly by means of (1.11).

The representation (1.12) of $H_{\kappa, \mu}^{ \pm}$suggests that one study the series

$$
\begin{equation*}
f^{ \pm}(\zeta):=\sum_{n=N}^{\infty} c_{n} F_{1}\left(\frac{1}{2} \pm \kappa+\nu+n, \frac{1}{2} \pm \kappa-\nu-n ; 1 ; \zeta\right) \tag{1.30}
\end{equation*}
$$

for $\zeta \in \mathbb{C} \backslash[1,+\infty[$. In view of this we prove
(1.31) Lemma. Let $a, b \in \mathbb{C}$ and $m \in \mathbb{N}$ with $\operatorname{Re} a \geqq 1$ and $m \geqq-\operatorname{Re} b$. Further, let $0<\delta<1,0<\varphi<\pi / 2,4<\sigma<\infty$. Then there exist constants $0<M<\infty, 0<\gamma<\infty$ and $1<\rho<\infty$ such that for all $\zeta \in \mathbb{C}$ with $|\zeta| \leqq \delta$ or $\varphi \leqq \arg \zeta \leqq 2 \pi-\varphi$ and for all $n \in \mathbb{N}$

$$
\left.\right|_{2} F_{1}(a+n, b-n ; 1 ; \zeta) \left\lvert\, \leqq M \cdot \begin{cases}\sigma^{n}|\zeta|^{n+m} & (|\zeta| \geqq \rho) \\ \gamma^{n} & (|\zeta| \leqq \rho)\end{cases}\right.
$$

Proof. For $\zeta \in \mathbb{C} \backslash[1,+\infty[$ and $n \in \mathbb{N}$ the following integral representation is valid:

$$
{ }_{2} F_{1}(a+n, b-n ; 1 ; \zeta)=\frac{e^{i \pi(a+n)}}{2 \pi i} \int_{\mathbb{C}} t^{a-1} \cdot(1-t)^{-a} \cdot(1-t \zeta)^{-b} \cdot\left(\frac{t}{1-t}(1-t \zeta)\right)^{n} d t
$$

Here $\mathfrak{C}$ is a contour starting and ending at 0 and encircling 1 once in the positive sense which, moreover, is to be suitably chosen with respect to $\zeta$. All powers are to be taken with their principal values near the initial point $t=0$. (See e.g. [3, p. 60].)

A convenient choice for our purposes is given by the contour $\mathfrak{C}_{\varepsilon}$ (with $0<\varepsilon<1$ ) comprising the line segments $\overline{0 \varepsilon}$ and $\overline{\varepsilon 0}$ together with the circle $|\zeta-1|=1-\varepsilon$ taken in the positive sense. We intend to estimate the four factors of the integrand separately along $\mathbb{C}_{\varepsilon}$. To this end let for the present $0<\varepsilon<1$ and $0<\rho<\infty$ be arbitrary.

Then, for $t \in \mathfrak{C}_{\varepsilon}$

$$
|t| \leqq 2-\varepsilon, \quad 1-\varepsilon \leqq|1-t| \leqq 1 .
$$

Furthermore, for $t \in \mathfrak{C}_{\varepsilon}$ and $\zeta \in \mathbb{C}$

$$
\begin{array}{ll}
|1-t \xi| \leqq 2|\zeta| & \text { if }|\zeta| \geqq \rho \geqq \frac{1}{\varepsilon}, \\
|1-t \zeta| \leqq 1+(2-\varepsilon) \rho & \text { if }|\zeta| \leqq \rho,
\end{array}
$$

as well as

$$
\begin{array}{ll}
|1-t \zeta| \geqq \sin \varphi & \text { if } 0 \leqq t \leqq \varepsilon, \quad \varphi \leqq \arg \zeta \leqq 2 \pi-\varphi, \\
|1-t \zeta| \geqq \rho \varepsilon-1 & \text { if }|t-1| \geqq 1-\varepsilon, \quad|\zeta| \geqq \rho>\frac{1}{\varepsilon},
\end{array}
$$

and

$$
|\arg (1-t \xi)| \text { bounded in each of the latter four cases. }
$$

To prove the first inequality in (1.31), we choose $0<\varepsilon_{1}<1$ with $2\left(2-\varepsilon_{1}\right) /\left(1-\varepsilon_{1}\right)<\sigma$ and after that $1 / \varepsilon_{1}<\rho<\infty$. Estimating the integral along $\mathbb{C}_{\varepsilon_{1}}$ by the use of $(\alpha),(\beta 1)$ $(\gamma 1),(\gamma 2)$ and $(\gamma 5)$ then yields the desired result. To prove the second inequality in (1.31), we choose now $0<\varepsilon_{2}<1$ with $\delta \cdot\left(2-\varepsilon_{2}\right)<1$ and $1-\varepsilon_{2} \leqq \sin (\varphi / 2)$. Estimating the integral along $\mathfrak{C}_{\varepsilon_{2}}$ by the use of $(\alpha),(\beta 2),(\gamma 3),(\gamma 4)$ and $(\gamma 5)$ then yields the inequality for $|\zeta| \leqq \rho$. This completes the proof of the lemma.

We continue now in the proof of (1.29). Lemma (1.31) shows that the series (1.30) converge absolutely and uniformly on compact subsets of $\mathbb{C} \backslash[1,+\infty[$ and hence define holomorphic functions $f^{ \pm}: \mathbb{C} \backslash[1,+\infty[\rightarrow \mathbb{C}$. One readily verifies the following power series representation at 0 :

$$
\begin{equation*}
f^{ \pm}(\zeta)=\sum_{m=0}^{\infty} \frac{\tilde{c}_{m}^{ \pm}}{m!} \frac{\zeta^{m}}{m!} \quad(|\zeta|<1) \tag{*}
\end{equation*}
$$

Using the first inequality in (1.31) again, one obtains, on the other hand, for arbitrary $0<\varphi<\pi / 2$ and $r<\tilde{r}<\infty$ the inequality

$$
\begin{equation*}
\left|f^{ \pm}(\zeta)\right| \leqq \exp (2 \tilde{r}|\zeta|) \tag{**}
\end{equation*}
$$

being valid for all $\zeta \in \mathbb{C}$ with $\varphi \leqq \arg \zeta \leqq 2 \pi-\varphi$ and $|\zeta| \geqq \rho$, where $1<\rho<\infty$ is to be chosen sufficiently large. Obviously, the right member in (**) is also a bound for all partial sums of the series (1.30). This especially permits one to interchange summation and integration in the situation (1.29.1), (1.12) by means of the Lebesgue dominated convergence theorem and finally leads to the Laplace integral

$$
\begin{equation*}
H^{ \pm}(z)=e^{ \pm i z} \cdot z^{1 / 2 \mp \kappa} \cdot \int_{0}^{\infty \cdot e^{-i \xi}} e^{-z t} \cdot f^{ \pm}\left( \pm \frac{t}{2 i}\right) d t \tag{1.32}
\end{equation*}
$$

which is then valid for $z \in \hat{\Omega}$ with $\operatorname{Re} z e^{-i \xi}>r$ where $\xi \in \mathbb{R}$ with $|\xi \mp \pi / 2|<\pi$.
Having (*) and (**) available, one can now immediately apply Watson's lemma onto the situation (1.32). This yields then the asymptotic expansions (1.29.2) as $|z| \rightarrow \infty$ within the half-planes $\operatorname{Re} z e^{-i \xi}>r$ where $\xi \in \mathbb{R}$ with $|\xi \mp \pi / 2|<\pi$. To obtain the asymptotic expansion within the full sectors $|\arg z \mp \pi / 2|<3 \pi / 2$, one has to choose an appropriate covering.
2. The global representation of the solutions of the DE (0.1) by series in terms of solutions of the DE (0.2). Throughout this chapter we assume that the $\operatorname{DE}(D)$ is in the "normal case", which means $2 \nu \notin \mathbb{Z}$ for (one and hence for all) $\nu \in \Xi$. Then, for every $\nu \in \Xi$, we have $\frac{1}{2}-\kappa+\nu \notin \mathbb{Z}$ or $\frac{1}{2}+\kappa+\nu \notin \mathbb{Z}$ (since the sum of both quantities is $2 \nu+1 \notin \mathbb{Z}$ ). Considering $\nu \in \Xi \Leftrightarrow-\nu \in \Xi$, we may thus assume that a

$$
\nu \in \Xi \text { with } 2 \nu \notin \mathbb{Z} \quad \text { and } \quad \frac{1}{2}-\kappa+\nu \notin \mathbb{Z}
$$

is chosen and fixed for the following. (This is done with regard to the unrestricted applicability of the results in §1.3). We then especially have $\Xi=(\nu+\mathbb{Z}) \cup(-\nu+\mathbb{Z})$.
2.1. Transformation of the DE (0.1) into sequence spaces. According to (1.8.1), (1.8.2) each $y \in \mathfrak{N}(D)$ has a (unique) representation $y=y^{+}+y^{-}$with $y^{ \pm} \in \mathfrak{U}_{ \pm \nu} \cap \mathfrak{N}(D)$. We shall thus consider in the following always (pairs of) functions $y^{ \pm} \in \mathfrak{U}_{ \pm \nu}$.

Let $y^{ \pm} \in \mathfrak{U}_{ \pm \nu} \cap \mathfrak{R}(D)$. Then, according to $\S 1.3$, the corresponding sequences $\left(c_{\mu}\right)_{\mu \in \pm \nu+\mathbb{Z}} \in \tilde{\mathfrak{U}}_{ \pm \nu}$ defined by (1.21.2) are solutions of the equation

$$
\tilde{L}_{\kappa} c+\tilde{G} c=0
$$

which can also be written in the more explicit form

$$
\begin{equation*}
\mu^{2} \cdot c_{\mu}+\frac{1}{\varepsilon_{\kappa, \pm \mu}} \cdot \sum_{l \in \mathbb{Z}}\left\langle G I_{\kappa, \mu+l}^{ \pm}, I_{\kappa,-\mu}^{\mp}\right\rangle \cdot c_{\mu+l}=0, \quad(\mu \in \pm \nu+\mathbb{Z}) . \tag{2.1}
\end{equation*}
$$

This follows immediately from (1.25) with $S=L_{\kappa}$ and $S=G$; the off-diagonal terms of $\tilde{L}_{\kappa}$ vanish due to $L_{\kappa} I_{\kappa, \mu}^{ \pm}=\mu^{2} I_{\kappa, \mu}^{ \pm}$and (1.19).

In the following, we also need the converse statement: Let the sequences $\left(c_{\mu}\right)_{\mu \in \pm \nu+\mathbb{Z}}$ be solutions of (2.1) belonging to $\tilde{\mathfrak{U}}_{ \pm \nu}$, which means by (1.23) that they have the asymptotic behavior (1.23.1) and (1.23.2). Then, according to $\S 1.3$, the corresponding functions $y^{ \pm} \in \mathfrak{U}_{ \pm \nu}$ defined by (1.21.1) are solutions of ( $D$ ), so $y^{ \pm} \in \mathfrak{U}_{ \pm \nu} \cap$ $\mathfrak{R}(D)$.

The main aim of the following analysis is to improve the asymptotic behavior (1.23.1) for the solutions of the equation (2.1). This means to show that the solutions of (2.1) belong to other specific sequence spaces. We thus have to put the equation into a suitable form such that it can also be treated in the other sequence spaces in question.

For this purpose we define, for the moment only for sequences $c=\left(c_{\mu}\right)_{\mu \in \pm \nu+\mathbb{Z}} \in$ $\tilde{\mathfrak{u}}_{ \pm \nu}$,

$$
\begin{align*}
& (T c)_{\mu}:=\frac{1}{\mu} c_{\mu},  \tag{2.2}\\
& (A c)_{\mu}:=\frac{1}{\varepsilon_{\kappa, \pm \mu}} \cdot \sum_{l=-1}^{1}\left\langle\frac{1}{z} \cdot I_{\kappa, \mu+l}^{ \pm}, I_{\kappa,-\mu}^{\mp}\right\rangle \cdot c_{\mu+l}, \\
& (B c)_{\mu}:=\frac{1}{\mu \cdot \varepsilon_{\kappa, \pm \mu}} \cdot \sum_{l=-1}^{1}\left\langle\frac{d}{d z} \cdot I_{\kappa, \mu+l}^{ \pm}, I_{\kappa,-\mu}^{\mp}\right\rangle \cdot c_{\mu+l},  \tag{2.4}\\
& \left(G_{m} c\right)_{\mu}:=\frac{1}{\varepsilon_{\kappa, \pm \mu}} \cdot \sum_{l \in \mathbb{Z}}\left\langle g_{m} I_{\kappa, \mu+l}^{ \pm}, I_{\kappa,-\mu}^{\mp}\right\rangle \cdot c_{\mu+l} . \tag{2.5}
\end{align*}
$$

Obviously, the sequences $T c, A c, B c$ and $G_{m} c$ belong to $\tilde{\mathfrak{U}}_{ \pm \nu}$ and, hence, $T, A, B$ and $G_{m}$ are operators in $\tilde{\mathfrak{u}}_{ \pm \nu}$. With the notation of $\S 1.3$ we especially have

$$
T^{2}=\tilde{L}_{k}^{-1}, \quad A=\left(\widetilde{\frac{1}{z}} \cdot\right), \quad B=T \circ\left(\widetilde{\frac{d}{d z}}\right), \quad G_{m}=\left(\widetilde{g_{m}}\right) .
$$

Thus, (2.1) is equivalent to

$$
\begin{equation*}
c+T \circ\left(B \circ G_{1}+T \circ G_{2}\right) c=0 \tag{2.6}
\end{equation*}
$$

2.2. Solution of the $\mathbf{D E}(\mathbf{0} .1)$ in sequence spaces. Let $0<\rho<\infty$. By means of

$$
\omega_{1}(n):=\frac{\rho^{|n|}}{|n|!}, \quad \omega_{2}(n):=\frac{|n|!}{\rho^{|n|}} \quad(n \in \mathbb{Z})
$$

we define for $j=1,2$ the sequence spaces

$$
\mathfrak{M}_{j}^{ \pm}:=\left\{\left(c_{\mu}\right) \in \mathbb{C}^{ \pm \nu+\mathbf{z}} \mid \exists \gamma>0 \text { s.t. }\left|c_{ \pm \nu+n}\right| \leqq \gamma \cdot \omega_{j}(n),(n \in \mathbb{Z})\right\}
$$

and for $c=\left(c_{\mu}\right) \in \mathfrak{M}_{j}^{ \pm}$respectively the norms

$$
\|c\|_{j}:=\min \left\{\gamma \geqq 0| | c_{ \pm \nu+n} \mid \leqq \gamma \cdot \omega_{j}(n),(n \in \mathbb{Z})\right\}
$$

Obviously, the $\mathfrak{M}_{j}^{ \pm}$(with corresponding norm $\|\cdot\|_{j}$ ) are Banach spaces and

$$
\mathfrak{M}_{1}^{ \pm} \hookrightarrow \mathfrak{M}_{2}^{ \pm} \quad \text { continuously imbedded. }
$$

We intend to study the equation (2.6) in the spaces $\mathfrak{M}_{j}^{ \pm},(j=1,2)$. We thus show at first
(2.7) Proposition. The formulas (2.2), (2.3) and (2.4) define continuous operators $T, A$ and $B$ in each of the spaces $\mathfrak{M}_{j}^{ \pm}(j=1,2)$.

Proof. The case (2.2) is obvious. Since the cases (2.3) and (2.4) are quite analogous, we restrict ourselves to the case (2.3). Let $c=\left(c_{\mu}\right) \in \mathfrak{M}_{j}^{ \pm}$. Using (1.26) we obtain for $\mu \in \pm \nu+\mathbb{Z}$

$$
(A c)_{\mu}= \pm \frac{i}{2}\left(1 \mp \frac{\kappa}{\mu+1 / 2}\right) \frac{c_{\mu+1}}{\mu+1}+\frac{i \kappa}{\mu^{2}-1 / 4} c_{\mu} \mp \frac{i}{2}\left(1 \pm \frac{\kappa}{\mu-1 / 2}\right) \cdot \frac{c_{\mu-1}}{\mu-1} .
$$

This immediately yields the inequality

$$
\begin{equation*}
\left|(A c)_{ \pm \nu+n}\right| \leqq \frac{1}{2 \rho} \cdot \sigma_{n} \cdot \omega_{j}(n) \cdot\|c\|_{j} \quad(n \in \mathbb{Z}) \tag{2.8.1}
\end{equation*}
$$

where the $\sigma_{n}$ are independent of $c$ and

$$
\begin{equation*}
\mathbb{R}^{+} \ni \sigma_{n} \rightarrow 1 \quad(|n| \rightarrow \infty) . \tag{2.8.2}
\end{equation*}
$$

Especially, for $c \in \mathfrak{M}_{j}^{ \pm}$

$$
A c \in \mathfrak{M}_{j}^{ \pm} \quad \text { and } \quad\|A c\|_{j \leqq} \frac{1}{2 \rho} \cdot \sup _{n \in \mathbb{Z}} \sigma_{n} \cdot\|c\|_{j}
$$

The case (2.5) is more difficult. We shall essentially show that like the $g_{m}$ are power series in $1 / z$ the corresponding $G_{m}$ are power series in $A$.

We consider for $N \in \mathbb{N}$ the projection $P_{N}$ which we define for $c=\left(c_{\mu}\right) \in \mathfrak{M}_{j}^{ \pm}$by

$$
\left(P_{N} c\right)_{ \pm \nu+n}:= \begin{cases}c_{ \pm \nu+n} & (|n|>N) \\ 0 & (|n| \leqq N)\end{cases}
$$

Obviously, the $P_{N}$ are continuous operators in $\mathfrak{M}_{j}^{ \pm}$satisfying

$$
\left\|P_{N}\right\|_{j} \leqq 1 \quad \text { and } \quad\left\|1-P_{N}\right\|_{j} \leqq 1
$$

Here, $\|\cdot\|_{j}$ denotes the corresponding operator norm. From (2.8.1) and (2.8.2) we immediately obtain
(2.9) Corollary. To each $0<\tau<\rho$ there exists $a N \in \mathbb{N}$ with

$$
\left\|A \circ P_{N}\right\|_{j} \leqq \frac{1}{2 \tau} .
$$

## We can prove now

(2.10) Proposition. In the case $r / 2<\rho<\infty$ the formula (2.5) defines continuous operators $G_{1}$ and $G_{2}$ in each of the spaces $\mathfrak{M}_{j}^{ \pm}(j=1,2)$.

Proof. Let $r / 2<\tau<\sigma<\rho$ be fixed and $N \in \mathbb{N}$ be chosen to $\tau$ according to (2.9).
(i) Using (1.25), one readily finds for $k \in \mathbb{N}$ and $c=\left(c_{\mu}\right) \in \mathfrak{M}_{j}^{ \pm}$

$$
\begin{equation*}
\left(A^{k} c\right)_{\mu}=\frac{1}{\varepsilon_{\kappa, \pm \mu}} \cdot \sum_{|| | \leqq k}\left\langle z^{-k} I_{\kappa, \mu+l}^{ \pm}, I_{\kappa,-\mu}^{\mp}\right\rangle \cdot c_{\mu+l} \quad(\mu \in \pm \nu+\mathbb{Z}) . \tag{2.11}
\end{equation*}
$$

Estimating with (1.28), this yields for $c=\left(c_{\mu}\right) \in \operatorname{range}\left(1-P_{N}\right)$

$$
\left|\left(A^{k} c\right)_{ \pm \nu+n}\right| \leqq\left(\sum_{\mid l \leqq N} \gamma_{l} \cdot\left|c_{ \pm \nu+l}\right|\right) \cdot \omega_{1}(n) \cdot(2 \sigma)^{-k} \quad(n \in \mathbb{Z})
$$

where $\gamma_{l}=\gamma_{l}(\sigma, \rho)$. Thus there is a constant $1 \leqq \tilde{\gamma}<\infty$ with

$$
\begin{equation*}
\left\|A^{k} \circ\left(1-P_{N}\right)\right\|_{j} \leqq \tilde{\gamma} \cdot(2 \sigma)^{-k} \tag{2.12}
\end{equation*}
$$

By induction now immediately follows

$$
\begin{equation*}
\left\|A^{k}\right\|_{j} \leqq \tilde{\gamma} \cdot(2 \tau)^{-k} \cdot \prod_{j=1}^{k}\left(1+\left(\frac{\tau}{\sigma}\right)^{j}\right) \leqq \gamma \cdot(2 \tau)^{-k} \quad(k \in \mathbb{N}), \tag{2.13}
\end{equation*}
$$

where $\gamma:=\tilde{\gamma} \cdot \exp (\tau /(\sigma-\tau))$. For $k=0$ this is true on account of $\tilde{\gamma} \geqq 1$. For the step " $k \rightarrow k+1$ " we estimate by the use of (2.12) and (2.9)

$$
\begin{aligned}
\left\|A^{k+1}\right\|_{j} & \leqq\left\|A^{k}\right\|_{j}\left\|A \circ P_{N}\right\|_{j}+\left\|A^{k+1} \circ\left(1-P_{N}\right)\right\|_{j} \\
& \leqq \tilde{\gamma} \cdot(2 \tau)^{-k} \cdot \prod_{j=1}^{k}\left(1+\left(\frac{\tau}{\sigma}\right)^{j}\right) \cdot \frac{1}{2 \tau}+\tilde{\gamma} \cdot(2 \sigma)^{-k-1} .
\end{aligned}
$$

(ii) Expanding the $g_{m}$ into power series

$$
g_{m}(z)=: \sum_{k=0}^{\infty} g_{k}^{m} \cdot z^{-k} \quad(r<|z| \leqq \infty)
$$

we obtain

$$
\sum_{k=0}^{\infty}\left|g_{k}^{m}\right| \cdot(2 \tau)^{-k}=: \gamma_{m}<\infty .
$$

By the use of (1.25), (2.11) and (2.13) then follow for $c=\left(c_{\mu}\right) \in \mathfrak{M}_{j}^{\ddagger}$ and $\mu= \pm \nu+n$

$$
\begin{aligned}
\left|\left(G_{m} c\right)_{\mu}\right| & \leqq \frac{1}{\left|\varepsilon_{\kappa, \pm \mu}\right|} \cdot \sum_{l \in \mathbb{Z}} \sum_{k \geqq|l|}\left|g_{k}^{m}\right|\left|\left\langle z^{-k} I_{\kappa, \mu+l}^{ \pm}, I_{\kappa,-\mu}^{\mp}\right\rangle\right| \cdot\left|c_{\mu+l}\right| \\
& \leqq \sum_{k=0}^{\infty}\left|g_{k}^{m}\right| \cdot \frac{1}{\left|\varepsilon_{\kappa, \pm \mu}\right|} \cdot \sum_{|l| \leqq k}\left|\left\langle z^{-k} I_{\kappa, \mu+l}^{ \pm}, I_{\kappa,-\mu}^{\mp}\right\rangle\right| \cdot\left|c_{\mu+l}\right| \\
& \leqq\left(\sum_{k=0}^{\infty}\left|g_{k}^{m}\right| \cdot\left\|A^{k}\right\|_{j}\right) \cdot\|c\|_{j} \cdot \omega_{j}(n) \leqq \gamma \cdot \gamma_{m} \cdot\|c\|_{j} \cdot \omega_{j}(n) .
\end{aligned}
$$

Thus, for $c \in \mathfrak{M}_{j}^{ \pm}$,

$$
G_{m} c \in \mathfrak{M}_{j}^{ \pm} \quad \text { and } \quad\left\|G_{m} c\right\|_{j} \leqq \gamma \cdot \gamma_{m} \cdot\|c\|_{j} .
$$

According to (2.7) and (2.10) we can consider equation (2.6) now in $\mathfrak{M}_{1}^{ \pm}$as well as in $\mathfrak{M}_{2}^{ \pm}$, provided that $r / 2<\rho$. We prove
(2.14) Proposition. Let $r / 2<\rho<\infty$. Then each solution of (2.6) belonging to $\mathfrak{M}_{2}^{ \pm}$ already belongs to $\mathfrak{M}_{1}^{ \pm}$.

Proof. By the definition of $T$ immediately follows $\left\|P_{N} \circ T\right\|_{j} \rightarrow 0$ for $N \rightarrow \infty$. Hence we can choose $N \in \mathbb{N}$ such that $\left\|P_{N} \circ T\right\|_{j} \cdot\left\|B \circ G_{1}+T \circ G_{2}\right\|_{j}<1$. Applying $P_{N}$ to (2.6) and adding $\left(1-P_{N}\right) c$ on both sides gives

$$
\begin{equation*}
\left(1-P_{N}\right) c=\left(1+\left(P_{N} \circ T\right) \circ\left(B \circ G_{1}+T \circ G_{2}\right)\right) c . \tag{*}
\end{equation*}
$$

Since the left side of (*) obviously belongs to $\mathfrak{M}_{1}^{ \pm}$and the operator on the right side of (*) is, by the above choice of $N$, invertible in $\mathfrak{M}_{1}^{ \pm}$as well as in $\mathfrak{M}_{2}^{ \pm}, c$ necessarily belongs to $\mathfrak{M}_{1}^{ \pm}$.

Finally, we apply the result of (2.14) to our special situation where we have a solution $c$ of (2.6) belonging to $\tilde{\mathfrak{U}}_{ \pm \nu}$. Choosing an arbitrary $(r / 2)<\rho<\infty$, we obviously have $c \in \tilde{\mathfrak{u}}_{ \pm \nu} \subset \mathfrak{M}_{2}^{ \pm}$and hence by (2.14) obtain $c \in \mathfrak{M}_{1}^{ \pm}$. We summarize the essential facts in the following
(2.15) Theorem. Let $y^{ \pm} \in \mathfrak{U}_{ \pm \nu} \cap \mathfrak{R}(D)$ and let $\left(c_{\mu}\right)_{\mu \in \pm \nu+\mathbb{Z}}$ be the corresponding coefficients defined by (1.21.2). Then

$$
\begin{equation*}
\limsup _{|n| \rightarrow \infty}\left(\left|c_{ \pm \nu+n}\right| \cdot|n|!\right)^{1 / n} \leqq \frac{r}{2} . \tag{2.15.1}
\end{equation*}
$$

2.3. Floquet and asymptotic solutions of the $\operatorname{DE}$ (0.1). Let $0 \neq y^{ \pm} \in \mathfrak{U}_{ \pm \nu} \cap \mathfrak{R}(D)$. According to (1.21) we have

$$
\begin{equation*}
y^{ \pm}(z)=\sum_{\mu \in \pm \nu+\mathbb{Z}} c_{\mu} I_{\kappa, \mu}^{ \pm}(z) \quad(z \in \hat{\Omega}) \tag{2.16}
\end{equation*}
$$

where the coefficients $\left(c_{\mu}\right)_{\mu \in \pm \nu+\mathbf{Z}}$ are given by (1.21.2). As shown in the last section, these coefficients possess the asymptotic behavior (2.15.1). We can thus define

$$
\begin{equation*}
\hat{y}^{ \pm}(z):=\sum_{\mu \in \pm \nu+\mathbb{Z}} c_{-\mu} I_{\kappa, \mu}^{\mp}(z)=\sum_{\mu \in \pm \nu+\mathbb{Z}} \hat{c}_{\mu} I_{\kappa, \mu}^{ \pm}(z) \quad(z \in \hat{\Omega}) \tag{2.17}
\end{equation*}
$$

where-by (1.16) -

$$
\begin{equation*}
\hat{c}_{\mu}:=c_{-\mu} \cdot 4^{\mp \kappa} \cdot\left(e^{ \pm i \pi / 2}\right)^{1+2 \mu} \cdot \frac{\Gamma(1 / 2 \pm \kappa-\mu)}{\Gamma(1 / 2 \mp \kappa-\mu)} \quad(\mu \in \pm \nu+\mathbb{Z}) . \tag{2.17.1}
\end{equation*}
$$

Obviously, $\hat{y}^{ \pm} \in \mathfrak{U}_{ \pm \nu}$. Multiplying (2.1) with

$$
4^{ \pm \kappa} \cdot\left(e^{\mp i \pi / 2}\right)^{1-2 \mu} \cdot \frac{\Gamma(1 / 2 \mp \kappa+\mu)}{\Gamma(1 / 2 \pm \kappa+\mu)}
$$

and using (1.27) with $S=G$ one readily finds that $\left(\hat{c}_{\mu}\right)_{\mu \in \pm \nu+\mathbb{Z}}$ is a solution of (2.1) in $\tilde{\mathfrak{u}}_{ \pm \nu}$. Hence, according to §2.1, $\hat{y}^{ \pm} \in \mathfrak{U}_{ \pm \nu} \cap \Re(D)$.

Since $y^{ \pm} \neq 0$, there exist (unique) constants $\xi^{ \pm} \in \mathbb{C}$ such that

$$
\begin{equation*}
\hat{y}^{ \pm}(z)= \pm \frac{e^{\pi i \nu}}{2 \sin \pi(1 / 2+\kappa-\nu)} \cdot \xi^{ \pm} \cdot y^{ \pm}(z) \quad(z \in \hat{\Omega}) \tag{2.18}
\end{equation*}
$$

This immediately implies

$$
\begin{equation*}
\xi^{ \pm} \cdot c_{\mu}=\frac{2 \pi i \cdot 4^{\mp \kappa}}{\Gamma(1 / 2 \mp \kappa+\mu) \Gamma(1 / 2 \mp \kappa+\mu)} \cdot c_{-\mu} \quad(\mu \in \pm \nu+\mathbb{Z}) \tag{2.19}
\end{equation*}
$$

which obviously is a connection formula between the coefficients of $y^{+}$and $y^{-}$. Using (2.19) twice gives

$$
\begin{equation*}
\xi^{+} \cdot \xi^{-}=-4 \sin \pi\left(\frac{1}{2}+\kappa-\nu\right) \sin \pi\left(\frac{1}{2}+\kappa+\nu\right)=-2(\cos (2 \pi \nu)+\cos (2 \pi \kappa)) \tag{2.20}
\end{equation*}
$$

A short calculation then yields

$$
\begin{equation*}
1+\frac{e^{2 \pi i \nu} \cdot \xi^{+} \cdot \xi^{-}}{4 \sin ^{2}(1 / 2+\kappa-\nu)}=\frac{e^{\pi i(\kappa+\nu-1 / 2)} \cdot \sin 2 \nu \pi}{\sin \pi(1 / 2+\kappa-\nu)} \neq 0 \tag{*}
\end{equation*}
$$

We define now for $z \in \hat{\Omega}$

$$
\begin{align*}
\frac{\sin 2 \pi \nu}{\pi}\left(H^{+}(z), H^{-}(z)\right):= & \left(y^{+}(z), y^{-}(z)\right)  \tag{2.21}\\
& \cdot\left(\begin{array}{cc}
1 & \frac{e^{\pi i \nu} \cdot \xi^{+}}{2 \sin \pi(1 / 2+\kappa-\nu)} \\
\frac{e^{\pi i \nu} \cdot \xi^{-}}{2 \sin \pi(1 / 2+\kappa-\nu)} & -1
\end{array}\right)
\end{align*}
$$

Since $y^{+}$and $y^{-}$constitute a fundamental set of solutions of $(D)$, also $H^{+}$and $H^{-}$do so on account of (*). By the use of (2.18), (2.17) and (1.15) we obtain the representations

$$
\begin{equation*}
H^{ \pm}(z)=\sum_{\mu \in \pm \nu+\mathbb{Z}} c_{\mu} \cdot H_{\kappa, \mu}^{ \pm}(z) \quad(z \in \hat{\Omega}) \tag{2.22}
\end{equation*}
$$

(1.29) then shows that the $H^{ \pm}$possess the asymptotic expansions

$$
\begin{equation*}
H^{ \pm}(z) \sim e^{ \pm i z} \cdot z^{\mp \kappa-1 / 2} \cdot \sum_{m=0}^{\infty} \frac{\tilde{c}_{m}^{ \pm}}{m!}( \pm 2 i z)^{-m} \tag{2.23}
\end{equation*}
$$

as $|z| \rightarrow \infty$ within the sectors $|\arg z \mp \pi / 2|<3 \pi / 2$, where the coefficients are given by

$$
\begin{equation*}
\tilde{c}_{m}^{ \pm}:=\sum_{\mu \in \pm \nu+\mathbb{Z}} c_{\mu} \cdot\left(\frac{1}{2} \pm \kappa+\mu\right)_{m} \cdot\left(\frac{1}{2} \pm \kappa-\mu\right)_{m} . \tag{2.23.1}
\end{equation*}
$$

Inserting the asymptotic series (2.23) into the Wronskian we arrive after a short calculation at

$$
\left[H^{+}, H^{-}\right]=-2 i \cdot \tilde{c}_{0}^{+} \cdot \tilde{c}_{0}^{-} .
$$

Since $H^{+}$and $H^{-}$constitute a fundamental system, we have $\left[H^{+}, H^{-}\right] \neq 0$ and thus obtain

$$
\tilde{c}_{0}^{ \pm}=\sum_{\mu \in \pm \nu+\mathbb{Z}} c_{\mu} \neq 0
$$

This makes it possible to normalize the solutions $y^{ \pm}$and $H^{ \pm}$. A quite natural choice is $\tilde{c}_{0}^{ \pm}=1$. By this, $y^{ \pm}$and $H^{ \pm}$become uniquely determined. We summarize the results concerning the $H^{ \pm}$.
(2.24) Theorem. There is a unique fundamental set of solutions $H^{+}$and $H^{-}$of the $D E(D)$ having a representation of the form (2.22), where the coefficients $\left(c_{\mu}\right)_{\mu \in \Xi}$ satisfy (2.15.1) and

$$
\begin{equation*}
\sum_{\mu \in \pm \nu+\mathbf{z}} c_{\mu}=1 \tag{2.24.1}
\end{equation*}
$$

The $H^{ \pm}$possess the asymptotic expansions (2.23), (2.23.1). Furthermore, the coefficients of $\mathrm{H}^{+}$and $\mathrm{H}^{-}$satisfy the connection formula (2.19), where

$$
\begin{equation*}
\xi^{ \pm}=\sum_{\mu \in \mp \nu+\mathbb{Z}} \frac{2 \pi i \cdot 4^{\mp \kappa}}{\Gamma(1 / 2 \mp \kappa+\mu) \Gamma(1 / 2 \mp \kappa-\mu)} c_{\mu} . \tag{2.24.2}
\end{equation*}
$$

The formula (2.24.2) follows by summing up (2.19) and using (2.24.1).
Introducing the monodromy matrix $U$ of the fundamental set of solutions $H^{+}$and $H^{-}$through

$$
\begin{equation*}
\left(\phi H^{+}(z), \phi H^{-}(z)\right)=:\left(H^{+}(z), H^{-}(z)\right) \circ U \quad(z \in \hat{\Omega}), \tag{2.25}
\end{equation*}
$$

a short calculation using (2.21) and (*) yields

$$
U=\left(\begin{array}{cc}
-e^{-2 \pi i \kappa} & -e^{-\pi i \kappa} \cdot \xi^{+}  \tag{2.25.1}\\
-e^{-\pi i \kappa} \cdot \xi^{-} & 2 \cos 2 \pi \nu+e^{-2 \pi i \kappa}
\end{array}\right)
$$

The formulas (2.25.1) and (2.20) show the actual meaning and the fundamental importance of the quantities $\xi^{ \pm}$.

We shall now call attention to the special case where $\mathrm{H}^{+}$or $\mathrm{H}^{-}$itself is a Floquet solution. A preliminary result which is closely related to this question is the following:

$$
\begin{equation*}
\Xi=\left(\frac{1}{2}+\kappa+\mathbb{Z}\right) \cup\left(\frac{1}{2}-\kappa+\mathbb{Z}\right) \quad \text { if and only if } \xi^{+} \cdot \xi^{-}=0 \tag{2.26}
\end{equation*}
$$

This is obvious by (2.20). A more detailed information is contained in
(2.27) Theorem. A necessary and sufficient condition for $H^{ \pm}$to be a Floquet solution is $\xi^{\mp}=0$. In this case

$$
c_{\mp \kappa-1 / 2+n}=0 \quad(\mathbb{Z} \ni n \geqq 1)
$$

and hence

$$
\begin{aligned}
H^{ \pm}(z) & =\sum_{n=0}^{\infty} c_{\mp \kappa-1 / 2-n} \cdot H_{\kappa, \pm \kappa+1 / 2+n}^{ \pm}(z) \\
& =\frac{ \pm \pi}{\sin 2 \pi \kappa} \sum_{n=0}^{\infty} c_{\mp \kappa-1 / 2-n} I_{\kappa, \mp \kappa-1 / 2-n}^{ \pm}(z) .
\end{aligned}
$$

Moreover, the corresponding asymptotic expansion actually converges in $\hat{\Omega}$ and represents $H^{ \pm}$.

The last statement follows from the fact that in this case $z^{1 / 2 \pm \kappa} \cdot e^{\mp i z} \cdot H^{ \pm}(z)$ is holomorphic in $\Omega \cup\{\infty\}$. The other statements follow directly by (2.21), (2.19) and (1.15), (1.16).

The following remark shall clarify the actual dependence of our functions on the previous choice of $\nu$. Obviously, all definitions and calculations only depend on $\nu \in \Xi$ modulo 1 , but some of them essentially use the assumptions $\frac{1}{2}-\kappa+\nu \notin \mathbb{Z}$. Regarding especially the solutions $H^{ \pm}$, one easily sees that these are uniquely determined by their asymptotic behavior and hence are independent of $\nu$. Then, by (2.25), (2.25.1), also the $\xi^{ \pm}$are independent of $\nu$.

Since the $H^{ \pm}$are independent of the previous choice of $\nu$, we can give an appropriate definition of Floquet solutions depending on the $H^{ \pm}$, which is in full accordance with the definition (1.14).

For $\mu \in \Xi$ let

$$
\begin{equation*}
I_{\mu}^{ \pm}:=Q_{-\mu} H^{ \pm} . \tag{2.28}
\end{equation*}
$$

By (1.8.1), (1.8.2) then follows

$$
\begin{equation*}
\frac{\sin 2 \pi \mu}{\pi} \cdot H^{ \pm}=I_{\mu}^{ \pm}-I_{-\mu}^{ \pm}, \quad I_{\mu}^{ \pm} \in \mathfrak{U}_{ \pm \mu} \cap \mathfrak{R}(D) \tag{2.28.1}
\end{equation*}
$$

Especially, for $\mu \in \Xi$ with $\frac{1}{2}-\kappa+\mu \notin \mathbb{Z}$, we obtain from (2.28.1), (2.21) and (2.18)

$$
\begin{equation*}
I_{ \pm \mu}^{ \pm}=y^{ \pm} \neq 0 ; I_{\mp \mu}^{ \pm}=\tilde{y}^{\mp} \quad\left(\neq 0 \Leftrightarrow \xi^{\mp} \neq 0\right) . \tag{2.28.2}
\end{equation*}
$$

We close our considerations with a few remarks concerning the practicality of our representations and their relation to other recent results on the subject.

Our series representations of the solutions of the $\mathrm{DE}(D)$ depend at first on the characteristic exponents $\nu \in \Xi$ and secondly on (essentially) one set of coefficients $\left(c_{\mu}\right)_{\mu \in \pm \nu+\mathbf{Z}}$.

The characteristic exponents are determined by (2.20) through the quantities $\xi^{ \pm}$. This fact-but even more their fundamental role as coefficients of the monodromy matrix $U$-makes it desirable having a method to compute the $\xi^{ \pm}$. Unfortunately, (2.24.2) is not accessible for a direct computation because the $\left(c_{\mu}\right)_{\mu \in \pm \nu+\mathbb{Z}}$ are not available. But (2.24.2) together with (2.23.1) yields the following limit-formula for the $\xi^{ \pm}$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\tilde{c}_{n}^{ \pm}}{\Gamma(n \pm 2 \kappa) \cdot n!}=\frac{1}{2 \pi i} \cdot 4^{\mp \kappa} \cdot \xi^{\mp} . \tag{2.29}
\end{equation*}
$$

Since the coefficients $\tilde{c}_{n}^{ \pm}$of the asymptotic expansion (2.23) can be calculated recursively in a well-known manner, this formula provides an explicit method to determine approximately the $\xi^{ \pm}$(and thus the characteristic exponents $\nu \in \Xi$ and the monodromy matrix $U$ ). (2.29) is exactly the formula obtained by Jurkat-Lutz-Peyerimhoff in [6], resp. [7], [8] for calculating the so-called Birkhoff invariants of the DE ( $D$ ), which are essentially $\xi^{+}$and $\xi^{-}$. Another method to determine the $\xi^{ \pm}$is to be found in Hinton [4].

Once knowing the characteristic exponents $\nu \in \Xi$, the coefficients $\left(c_{\mu}\right)_{\mu \in \pm \nu+\mathbb{Z}}$ of our expansions are then uniquely determined by equation (2.1) and conditions (1.23.1), (1.23.2), (2.24.1). Unfortunately, equation (2.1) is, in general, not recursively solvable. The situation is nearly the same as for calculating the coefficients of the Laurent expansion of the Floquet solutions $y^{ \pm}$. But this is not at all astonishing: Knowing the power series expansion of the $I_{\kappa, \mu}^{ \pm}$explicitly, one can express the Laurent coefficients of the $y^{ \pm}$through our coefficients $c_{\mu}$ and vice versa. Nevertheless, if the coefficients $g_{1}$ and $g_{2}$ of the $\mathrm{DE}(D)$ are polynomials in $1 / z$, equation (2.1) becomes a differenceequation, which can be solved recursively with respect to the conditions (1.23.1), (1.23.2). Herein are included many types of confluent Fuchsian DEs which are of interest in the theory of higher special functions.
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# DISCONJUGACY AND COMPARISON THEOREMS FOR SECOND-ORDER LINEAR SYSTEMS* 

W. J. KIM ${ }^{\dagger}$


#### Abstract

Sufficient conditions for disconjugacy and disfocality are obtained for the second-order system $y^{\prime \prime}+A y=0$, where $A$ is an $n \times n$ matrix. Also proved are comparison theorems for disfocality through a generalization of the Riccati equation method originally used by Hille (Trans. Amer. Math. Soc., 64 (1948), pp. 234-252) for the case $n=1$.


1. Introduction. The second-order systems to be studied in this paper are of the form

$$
\begin{equation*}
y^{\prime \prime}+A y=0, \quad A=\left(a_{i j}\right)_{i, j=1}^{n}, \tag{1}
\end{equation*}
$$

where $A=A(x)$ is an $n \times n$ matrix with real elements which are continuous on an $x$-interval $I$, and $y$ is an $n$-dimensional column vector. The system (1) is said to be disconjugate on the interval $I$ if, for every pair of points $a, b \in I, a<b$, the only solution $y$ satisfying the two-point boundary condition $y(a)=y(b)=0$ is the trivial one. On the other hand, if the only solution of (1) satisfying the condition $y(a)=y^{\prime}(b)$ $=0, a, b \in I, a<b$, is the trivial solution, then (1) is said to be right-disfocal on $I$. Similarly, we shall say that (1) is left-disfocal on $I$ if no nontrivial solution satisfies the condition $y^{\prime}(a)=y(b)=0, a, b \in I, a<b$.

The concepts of disconjugacy and disfocality defined for the second-order system (1) are closely related to the concepts of suborthogonality and nonoscillation that Nehari [13] defined for the first-order system

$$
\begin{equation*}
z^{\prime}+P z=0, \quad P=\left(p_{i j}\right)_{i, j=1}^{n} . \tag{2}
\end{equation*}
$$

A nontrivial solution vector $z=\operatorname{col}\left(z_{1}, \cdots, z_{n}\right)$ of (2) is said to be oscillatory on an interval $I$ if $z_{k}\left(x_{k}\right)=0$ for some $x_{k} \in I, k=1, \cdots, n$. The system (2) is said to be oscillatory if it has at least one oscillatory solution vector; otherwise, it is said to be nonoscillatory on $I$. The first-order system (2) is said to be suborthogonal on $I$ if, for any nontrivial solution vector $z$ and for any pair of points $s, t \in I$, the inner product $(z(s), z(t)) \equiv \sum_{k=1}^{n} z_{k}(s) z_{k}(t)>0$ [13].

Suppose that $y=\operatorname{col}\left(y_{1}, \cdots, y_{n}\right)$ is a solution of (1). If we put $w=$ $\operatorname{col}\left(y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right)$, the second-order system reduces to the first-order system

$$
w^{\prime}+C w=0, \quad C=\left(\begin{array}{cc}
0 & -\mathrm{I}  \tag{3}\\
A & 0
\end{array}\right),
$$

where I is the $n \times n$ identity matrix. If (1) has a nontrivial solution $y=\operatorname{col}\left(y_{1}, \cdots, y_{n}\right)$ such that $y(a)=y(b)=0, a, b \in I, a<b$, then $y_{i}(a)=y_{i}(b)=0, i=1, \cdots, n$, and by Rolle's theorem, $y_{i}^{\prime}\left(x_{i}\right)=0$ for some $x_{i}, a<x_{i}<b, i=1, \cdots, n$. This means that every component of $w$ has a zero on $I$, i.e., (3) is oscillatory on $I$. Hence, any nonoscillation theorems for (3) may be useful in establishing explicit disconjugacy criteria for (1).

[^93]Indeed, a nonoscillation theorem for (3) leads to a condition guaranteeing that at least one of the functions $y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}$ does not vanish on $I$ if $y=\operatorname{col}\left(y_{1}, \cdots, y_{n}\right)$ is a nontrivial solution of (1). In particular, any nonoscillation theorems for (3) lead to right- and left-disfocality criteria of (1). Furthermore, right- and left-disfocality of (1) are also implied by the suborthogonality of (3).

In 1930 Morse [12] studied the selfadjoint second-order systems in the setting of the calculus of variations and obtained extensions of the classical Sturm separation and comparison theorems [16]. Following his pioneering work, many results of similar type appeared in the literature [15]. Recently, in a series of papers [1]-[4], Ahmad and Lazer investigated the system (1) concerning the sign properties of the components of extremal solutions and comparison theorems for disconjugacy. Their results involved conditions imposed on the elements $a_{i j}$ of the coefficient matrix $A$, while the earlier results had been stated in terms commonly encountered in the variational problems such as the positive semidefiniteness of certain matrices. Keener and Travis [9] also studied the Sturmian properties of (1) using the theory of $\mu_{0}$-positive operators defined on a Banach space.

The purpose of this paper is to establish disconjugacy criteria and comparison theorems involving disfocality for the second-order system (1). In $\S 2$ we shall prove two sufficient conditions for disconjugacy (Theorems 1 and 2), one of which was obtained by noting the connection between the systems (1) and (3). In $\S 3$ we discuss comparison and separation theorems for the right- and left-disfocality of (1) (Theorems 4 and 6). These comparison theorems are proved by generalizing the method of the Riccati equation first used by Hille for the second-order equations [8], which was later adapted to higher-order equations by Nehari [14] and others [7], [11].
2. Disconjugacy criteria. Let $y=\operatorname{col}\left(y_{1}, \cdots, y_{n}\right)$ be a solution of (1) and put

$$
w=\operatorname{col}\left(w_{1}, \cdots, w_{2 n}\right)=\operatorname{col}\left(\varepsilon y_{1}, \cdots, \varepsilon y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right)
$$

for some $\varepsilon>0$. Then

$$
\begin{equation*}
w^{\prime}=B w, \tag{4}
\end{equation*}
$$

where

$$
B=B(x, \varepsilon)=\left(\begin{array}{cc}
0 & \varepsilon \mathbf{I} \\
-\varepsilon^{-1} A(x) & 0
\end{array}\right),
$$

and I is the $n \times n$ identity matrix. According to a result of Nehari [13], (4) is nonoscillatory on the interval $I=[a, b]$ if

$$
\int_{a}^{b}\|B\| d x<\pi / 2
$$

where $\|B\|$ denotes the matrix norm $\sup _{\|z\|=1}\|B z\|$ and $\|z\|$ is the Euclidean norm of vector $z$. As was pointed out in the preceding section, the nonoscillation of (4) implies that every nontrivial solution $y$ of (1) possesses the property that at least one of the $2 n$ functions $y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}$ does not vanish on $I$, i.e., (1) is a fortiori disconjugate and right- and left-disfocal on $I$.

Put $u=\operatorname{col}\left(w_{1}, \cdots, w_{n}\right)$ and $v=\operatorname{col}\left(w_{n+1}, \cdots, w_{2 n}\right)$. Then

$$
\begin{aligned}
\|B w\|^{2} & =(B w, B w)=\varepsilon^{2}\|v\|^{2}+\varepsilon^{-2}\|A u\|^{2} \\
& \leqq \varepsilon^{2}\|v\|^{2}+\varepsilon^{-2}\|A\|^{2}\|u\|^{2} \\
& \leqq \max \left(\varepsilon^{2}, \varepsilon^{-2}\|A\|^{2}\right)\|w\|^{2}
\end{aligned}
$$

consequently,

$$
\|B\| \leqq \max \left(\varepsilon, \varepsilon^{-1}\|A\|\right)
$$

and we have proved the following result.
Theorem 1. Let $a$ and $b, a<b$, be points of the interval I. If

$$
\int_{a}^{b} \max \left(\varepsilon, \varepsilon^{-1}\|A(x)\|\right) d x<\pi / 2,
$$

for some $\varepsilon>0$, then every nontrivial solution $y$ of the second-order system (1) has the property that at least one component of $y$ or $y^{\prime}$ does not vanish on $[a, b]$; in particular, (1) is disconjugate and right- and left-disfocal on $[a, b]$.

If $\|A(x)\|$ is constant, the inequality condition in the above theorem is equivalent to $\|A(x)\|<\pi^{2} / 4(b-a)^{2}$.

Next we shall establish a disconjugacy criterion of a different nature. Here we shall be concerned with a symmetric interval of the type $(-c, c)$. This is not an essential restriction because disconjugacy and zero properties are preserved under a translation.

Theorem 2. The system (1) is disconjugate on $I=(-c, c)$ if

$$
\begin{equation*}
\frac{1}{2}\left(c^{2}-|x|^{2}\right) \sum_{j=1}^{n}\left|a_{k j}(x)\right| \leqq 1, \quad x \in(-c, c) \tag{5}
\end{equation*}
$$

$k=1, \cdots, n$.
Proof. Suppose that (1) is not disconjugate on $(-c, c)$. Then there exist a nontrivial solution $y=\operatorname{col}\left(y_{1}, \cdots, y_{n}\right)$ and a pair of points $a$ and $b,-c<a<b<c$, such that $y_{k}(a)=y_{k}(b)=0, k=1, \cdots, n$. For each component $y_{k}$ which is twice continuously differentiable and vanishes at $a$ and $b$ on $(-c, c)$, it is easily confirmed that

$$
y_{k}(x)=(b-x) \int_{a}^{x}(b-t)^{-2} \int_{b}^{t}(b-s) y_{k}^{\prime \prime}(s) d s d t
$$

[5], [10]. Let

$$
\left|y_{k}^{\prime \prime}\left(x_{k}\right)\right|=\max _{a \leqq x \leqq b}\left|y_{k}^{\prime \prime}(x)\right|,
$$

$k=1, \cdots, n$. Then we have for $a \leqq x \leqq b$,

$$
\begin{aligned}
\left|y_{k}(x)\right| & \leqq\left|y_{k}^{\prime \prime}\left(x_{k}\right)\right||b-x| \int_{a}^{x}|b-t|^{-2} \int_{b}^{t}|b-s||d s||d t| \\
& =\frac{1}{2}\left|y_{k}^{\prime \prime}\left(x_{k}\right)\right||b-x||a-x| .
\end{aligned}
$$

Since $|b-x||a-x|<\left(c^{2}-|x|^{2}\right), a \leqq x \leqq b$, we get the inequality

$$
\begin{equation*}
\left|y_{k}(x)\right| \leqq \frac{1}{2}\left|y_{k}^{\prime \prime}\left(x_{k}\right)\right|\left(c^{2}-|x|^{2}\right), \quad a \leqq x \leqq b, \tag{6}
\end{equation*}
$$

where the strict inequality holds unless $\left|y_{k}^{\prime \prime}\left(x_{k}\right)\right|=0, k=1, \cdots, n$. Note that $\left|y_{k}^{\prime \prime}\left(x_{k}\right)\right|=0$ if and only if $y_{k} \equiv 0$, due to the condition $y_{k}(a)=y_{k}(b)=0$. If we put

$$
\left|y_{m}^{\prime \prime}\left(x_{m}\right)\right| \equiv \max _{1 \leqq j \leqq n}\left|y_{j}^{\prime \prime}\left(x_{j}\right)\right|,
$$

then $\left|y_{m}^{\prime \prime}\left(x_{m}\right)\right|>0$ since $y \not \equiv 0$. From the system (1),

$$
\left|y_{m}^{\prime \prime}(x)\right| \leqq \sum_{j=1}^{n}\left|a_{m j}(x) \| y_{j}(x)\right|
$$

in particular, for $x=x_{m}$,

$$
\begin{equation*}
0<\left|y_{m}^{\prime \prime}\left(x_{m}\right)\right| \leqq \sum_{j=1}^{n}\left|a_{m j}\left(x_{m}\right)\right|\left|y_{j}\left(x_{m}\right)\right| . \tag{7}
\end{equation*}
$$

Hence, there must exist an $l, 1 \leqq l \leqq n$, for which $\left|a_{m l}\left(x_{m}\right)\right|\left|y_{l}\left(x_{m}\right)\right|>0$. For such an $l$, $y_{l}(x) \not \equiv 0$ and $y_{l}^{\prime \prime}\left(x_{l}\right) \neq 0$; therefore,

$$
\left|y_{l}(x)\right|<\frac{1}{2}\left|y_{l}^{\prime \prime}\left(x_{l}\right)\right|\left(c^{2}-|x|^{2}\right), \quad a \leqq x \leqq b
$$

from (6). Substituting (6) and (6') with $x=x_{m}$ in (7), we get

$$
\begin{aligned}
\left|y_{m}^{\prime \prime}\left(x_{m}\right)\right| & <\frac{1}{2}\left(c^{2}-\left|x_{m}\right|^{2}\right) \sum_{j=1}^{n}\left|a_{m j}\left(x_{m}\right)\right|\left|y_{j}^{\prime \prime}\left(x_{m}\right)\right| \\
& \leqq \frac{1}{2}\left(c^{2}-\left|x_{m}\right|^{2}\right)\left|y_{m}^{\prime \prime}\left(x_{m}\right)\right| \sum_{j=1}^{n}\left|a_{m j}\left(x_{m}\right)\right|,
\end{aligned}
$$

i.e.,

$$
1<\frac{1}{2}\left(c^{2}-\left|x_{m}\right|^{2}\right) \sum_{j=1}^{n}\left|a_{m j}\left(x_{m}\right)\right|
$$

contrary to (5). This completes the proof.
3. Comparison theorems. In this section we shall frequently consider an interval of the form $I=[a, \omega)$, where $\omega$ may or may not be finite. If the system (1) is not right [left]-disfocal on [ $a, \omega$ ), we define $\eta(A, b)[\phi(A, b)], a \leqq b<\omega$, to be the infimum of $c, b \leqq c<\omega$, such that there exists a nontrivial solution $y$ of (1) satisfying $y(b)=$ $y^{\prime}(c)=0\left[y^{\prime}(b)=y(c)=0\right]$. Then there exists a nontrivial solution $y$ of (1) satisfying $y(b)=y^{\prime}(\eta(A, b))=0\left[y^{\prime}(b)=y(\phi(A, b))=0\right]$. If, on the other hand, (1) is right [left]disfocal on $[a, \omega)$, we put $\eta(A, b)=\omega[\phi(A, b)=\omega]$ for all $b$.

Let $y_{j}=\operatorname{col}\left(y_{1 j}, \cdots, y_{n j}\right), j=1, \cdots, n$, be the solution vectors of (1) satisfying

$$
\begin{equation*}
y_{i j}(b)=0, \quad y_{i j}^{\prime}(b)=\delta_{i j}, \tag{8}
\end{equation*}
$$

$i, j=1, \cdots, n$, for a fixed $b, a \leqq b<\omega$. Put $Y=\left(y_{i j}\right)_{i, j=1}^{n}$ and $S=Y\left(Y^{\prime-1}\right)$. If the system (1) is right-disfocal on $[b, \omega)$, the determinant of $Y^{\prime}$ does not vanish on $[b, \omega)$; therefore, $S$ is continuously differentiable on $[b, \omega)$, and

$$
\begin{aligned}
S^{\prime} & =Y^{\prime} Y^{\prime-1}+Y\left(Y^{\prime-1}\right)^{\prime}=\mathrm{I}+Y\left(-Y^{\prime-1} Y^{\prime \prime} Y^{\prime-1}\right) \\
& =\mathrm{I}+Y\left[-Y^{\prime-1}(-A Y) Y^{\prime-1}\right]=\mathrm{I}+S A S
\end{aligned}
$$

i.e., $S$ satisfies the matrix-matrix equation

$$
\begin{equation*}
S^{\prime}=\mathrm{I}+S A S, \quad S(b)=0 \tag{9}
\end{equation*}
$$

Conversely, we assert that $\operatorname{det} Y^{\prime} \neq 0$ as long as (9) has a continuous solution. Since $\operatorname{det} Y^{\prime}(x)$ is a continuous function of $x$ and $\operatorname{det} Y^{\prime}(b)=1$, det $Y^{\prime}$ does not vanish on some right neighborhood $N$ of the point $b$; that is, $Y^{\prime}$ is invertible on $N$. Therefore, $Y Y^{\prime-1}$ is defined on $N$; moreover, $S=Y Y^{\prime-1}$ due to the uniqueness of solutions of the initial value problem (9) [6]. Suppose that $\operatorname{det} Y^{\prime}$ vanishes at some point: Let $x_{0}$, $b<x_{0}<\omega$, be the first point to the right of $b$ at which det $Y^{\prime}$ vanishes, while $S$ remains continuous at $x_{0}$. Then the span $G$ of the row vectors of $Y^{\prime}\left(x_{0}\right)$ is at most $n-1$ dimensional, and there exists a nontrivial vector $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right)$ which is orthogonal to $G$, i.e.,

$$
\begin{equation*}
\sum_{j=1}^{n} \alpha_{j} y_{i j}^{\prime}\left(x_{0}\right)=0 \tag{10}
\end{equation*}
$$

$i=1, \cdots, n$. On the interval $\left[b, x_{0}\right.$ ) we have $S=Y Y^{\prime-1}$, which may be written as $S Y^{\prime}=Y$; indeed, this equality holds on $\left[b, x_{0}\right]$, because $S, Y$ and $Y^{\prime}$ are continuous on [ $b, x_{0}$ ]. Hence, for a fixed $x \in\left[b, x_{0}\right]$, the row vectors $\left(y_{k 1}, \cdots, y_{k n}\right), k=1, \cdots, n$, of $Y$ are contained in the span of the row vectors of $Y^{\prime}$. In particular, for $x=x_{0}$, every row vector $\left(y_{k 1}\left(x_{0}\right), \cdots, y_{k n}\left(x_{0}\right)\right), k=1, \cdots, n$, of $Y\left(x_{0}\right)$ is contained in $G$. Since the vector $\alpha$ is orthogonal to $G$, it is orthogonal to the row vectors of $Y\left(x_{0}\right)$ :

$$
\begin{equation*}
\sum_{j=1}^{n} \alpha_{j} y_{i j}\left(x_{0}\right)=0, \quad i=1, \cdots, n \tag{11}
\end{equation*}
$$

Putting

$$
y=\sum_{j=1}^{n} \alpha_{j} y_{j}, \quad y_{j}=\operatorname{col}\left(y_{1 j}, \cdots, y_{n j}\right)
$$

$j=1, \cdots, n$, we see that $y$ is a nontrivial solution of the system (1). However, (10) and (11) require that $y\left(x_{0}\right)=y^{\prime}\left(x_{0}\right)=0$, which cannot be satisfied unless $y$ is the trivial solution. This contradiction proves that det $Y^{\prime}$ cannot vanish at $x_{0}$.

Thus we have proved the following theorem.
Theorem 3. Let be a point on the interval $I=[a, \omega)$. Every nontrivial solution $y$ of (1) with $y(b)=0$ has the property that $y^{\prime} \neq 0$ on $[b, c), a \leqq b<c \leqq \omega$, if and only if the Riccati system (9) has a continuous solution on $[b, c)$.

In order to obtain the desired comparison theorems, we shall study the differential system satisfied by the components $s_{i j}$ of the matrix $S=\left(s_{i j}\right)_{i, j=1}^{n}$ in (9). As a first step, we need to determine the growth properties of $s_{i j}$ in the right neighborhood of the
point $b$. Since

$$
\operatorname{det} Y^{\prime}=\sum_{\pi \in P}(\operatorname{sgn} \pi) y_{1 \pi(1)}^{\prime} y_{2 \pi(2)}^{\prime} \cdots y_{n \pi(n)}^{\prime}
$$

where $P$ is the set of all permutations of the integers between 1 and $n$, the cofactor of $y_{i j}^{\prime}$ may be obtained from the above formula by setting $y_{i j}^{\prime}=1$ and $y_{i k}^{\prime}=0, k=1, \cdots$, $j-1, j+1, \cdots, n$. Evidently, the cofactor of $y_{i j}^{\prime}$ is the sum of the products of the form

$$
\begin{equation*}
\pm y_{1 k_{1}}^{\prime} \cdots y_{i-1, k_{i-1}}^{\prime} y_{i+1, k_{i+1}}^{\prime} \cdots y_{n k_{n}}^{\prime} \tag{12}
\end{equation*}
$$

where $1 \leqq k_{m} \leqq n, k_{m} \neq j, m=1, \cdots, i-1, i+1, \cdots, n$. Hence, every term in the sum contains a factor $y_{r s}^{\prime}, r \neq s$, unless $i=j$. If $i=j$, the sum contains exactly one term of the form (12) for which $k_{m}=m, m=1, \cdots, i-1, i+1, \cdots, n$, and all the other terms contain a factor $y_{r s}, r \neq s$. Therefore, the diagonal and the off-diagonal elements of the inverse $Y^{\prime-1}$ are, respectively, unity and zero at $b$. Furthermore, we see from (8) that the diagonal elements of $Y$ have zeros of order exactly 1 at $b$, while the off-diagonal elements have zeros of order at least 2 at $b$. Consequently, simple computations show that the diagonal elements of $S=Y Y^{\prime-1}$ have zeros of order exactly 1 at $b$ and the off-diagonal elements have zeros of order at least 2 at $b$.

From (9) we have $s_{i i}(b)=0, s_{i i}^{\prime}(b)=1$, which implies that $s_{i i}>0$ on $(b, b+\varepsilon)$ for some $\varepsilon>0, i=1, \cdots, n$. On the other hand, for the off-diagonal element $s_{i j}, i \neq j$,

$$
s_{i j}^{\prime}(x)=\sum_{k=1}^{n} \sum_{m=1}^{n} a_{k m}(x) s_{i k}(x) s_{m j}(x)
$$

where the term $a_{i j}(x) s_{i i}(x) s_{j j}(x)$ is easily seen to be dominating as $x \rightarrow b+$, provided $a_{i j}(b) \neq 0$. This is because the term $a_{i j} s_{i i} s_{j j}$ has a zero of order exactly 2 at $b$ if $a_{i j}(b) \neq 0$, while the other terms have zeros of order at least 3 at $b$. In particular, if $a_{i j}(b)>0, i \neq j$, then $s_{i j}^{\prime}(x)>0$ on $(b, b+\varepsilon)$ for some $\varepsilon>0$. Thus, we have the following lemma.

Lemma 1. Let b be a point on the interval $I=[a, \omega)$. Then the solution matrix $S$ of (9) is positive on $(b, b+\varepsilon)$ for some $\varepsilon>0$ if $a_{i j}(b)>0, i \neq j$.

The condition $a_{i j}(b)>0, i \neq j$, in the above lemma may be relaxed. In view of the zero properties of the components $s_{i j}$ at $b$, we may merely require that $a_{i j}$ be nonnegative in a right neighborhood of $b$ and $a_{i j}(x)=O\left((x-b)^{\lambda}\right)$ for some $\lambda, 0 \leqq \lambda<1$, as $x \rightarrow b+, i \neq j$.

Another result needed for our proof is an extended version of [14, Lemma 3.2], which follows when a few obvious changes are made in the original proof.

Lemma 2 [14, Lemma 3.2]. Let $P_{r}\left(w_{1}, \cdots, w_{m}, t\right)$ and $P_{r}^{*}\left(w_{1}, \cdots, w_{m}, t\right)$ be two sets of polynomials in the variables $w_{1}, \cdots, w_{m}$ whose coefficients are nonnegative and continuous on $[a, \omega), r=1, \cdots, m$. Suppose that

$$
\int_{a}^{t} P_{r}\left(w_{1}, \cdots, w_{m}, s\right) d s \leqq \int_{a}^{t} P_{r}^{*}\left(w_{1}, \cdots, w_{m}, s\right) d s, \quad t \in[a, \omega),
$$

for any set of nonnegative continuous functions $w_{1}, \cdots, w_{m}$ defined on $[a, \omega), r=1, \cdots, m$. If there exist nonnegative differentiable functions $W_{1}, \cdots, W_{m}$ defined on $[a, \omega)$ satisfying the inequality

$$
W_{r}^{\prime} \geqq P_{r}^{*}\left(W_{1}, \cdots, W_{m}, t\right), \quad W_{r}(a)=\alpha_{r} \geqq 0,
$$

$r=1, \cdots, m$, then the differential system

$$
w_{r}^{\prime}=P_{r}\left(w_{1}, \cdots, w_{m}, t\right), \quad w_{r}(a)=\beta_{r}, \quad \alpha_{r} \geqq \beta_{r} \geqq 0,
$$

$r=1, \cdots, m$, has a continuous solution $\left(w_{1}, \cdots, w_{m}\right)$ on $[a, \omega)$ and $w_{r}(t) \leqq W_{r}(t), r=$ $1, \cdots, m$, on $[a, \omega)$.

Let $B=B(x)$ be an $n \times n$ matrix with real elements which are continuous on the $x$-interval $[a, \omega)$. We shall prove a comparison theorem for (1) and the system

$$
\begin{equation*}
y^{\prime \prime}+B y=0, \quad B=\left(b_{i j}\right)_{i, j=1}^{n}, \tag{13}
\end{equation*}
$$

by applying Lemma 2 to the corresponding Riccati systems

$$
\begin{array}{ll}
S^{\prime}=\mathrm{I}+S A S, & S(c)=\alpha \geqq 0, \quad c \in[a, \omega), \\
T^{\prime}=\mathrm{I}+T B T, & T(c)=0, \quad c \in[a, \omega) . \tag{15}
\end{array}
$$

Theorem 4. Let $A=\left(a_{i j}\right)_{i, j=1}^{n}$ and $B=\left(b_{i j}\right)_{i, j=1}^{n}$ be matrices with real elements which are continuous on an interval $[a, \omega)$. Assume that $0 \leqq b_{i j} \leqq a_{i j}, i, j=1, \cdots, n$, on $[b, \omega)$ for some $b, a \leqq b<\omega$, and that $a_{i j}(b)>0, i \neq j$. Then $\eta(B, c) \geqq \eta(A, b), a \leqq b \leqq c$ $<\omega$.

Proof. If $y$ is a nontrivial solution of the system (1) satisfying $y(b)=0$, then $y^{\prime}(x) \neq 0, b \leqq x<\eta(A, b)$. Thus, the Riccati system (9) has a continuous solution $S$ on [ $b, \eta(A, b)$ ) by Theorem 3. The solution $S$ is positive on $(b, b+\varepsilon)$ for some $\varepsilon>0$ by Lemma 1 ; therefore, $S$ is positive throughout the interval $(b, \eta(A, b)$ ) due to the nonnegativity of the coefficients of the system (9). Hence, on the interval $[c, \eta(A, b))$, $b \leqq c<\eta(A, b), S$ is continuous and satisfies (14) with $\alpha=S(c)$. From Lemma 2 and the inequalities $0 \leqq b_{i j} \leqq a_{i j}, i, j=1, \cdots, n$, we conclude that (15) possesses a nontrivial solution $T$ which is continuous on $[c, \eta(A, b))$. It follows finally from Theorem 3 that the system (13) is right-disfocal on $[c, \eta(A, b)$ ), i.e., $\eta(B, c) \geqq \eta(A, b)$.

If $\eta(A, b) \leqq c<\omega$, the inequality holds trivially.
We remark that the following "separation theorem" results when $A=B$ in Theorem 4: Let $A=\left(a_{i j}\right)_{i, j=1}^{n}$ be a matrix with real elements which are continuous on $[a, \omega)$. Assume that $a_{i j} \geqq 0, i, j=1, \cdots, n$, on some interval $[b, \omega), a \leqq b<\omega$, and that $a_{i j}(b)>0$, $i \neq j$. If $b \leqq x_{1}<x_{2}<\eta(A, b)$, then the system (1) has no nontrivial solution $y$ such that $y\left(x_{1}\right)=y^{\prime}\left(x_{2}\right)=0$, i.e., $\eta(A, c) \geqq \eta(A, b), b \leqq c<\omega$.

There are parallel results for left-disfocality, which we summarize below. Let $u_{j}=\operatorname{col}\left(u_{1 j}, \cdots, u_{n j}\right), j=1, \cdots, n$, be the solutions of (1) satisfying

$$
u_{i j}(b)=\delta_{i j}, \quad u_{i j}^{\prime}(b)=0
$$

for some fixed point $b, a \leqq b<\omega, i, j=1, \cdots, n$. Put $U=\left(u_{i j}\right)_{i, j=1}^{n}$ and $V=-U^{\prime} U^{-1}$. If the system (1) is left-disfocal on $[b, \omega)$, $\operatorname{det} U$ does not vanish on $[b, \omega)$. Hence, $V$ is continuously differentiable on $[b, \omega)$ and

$$
\begin{equation*}
V^{\prime}=A+V^{2}, \quad V(b)=0 \tag{16}
\end{equation*}
$$

Conversely, $\operatorname{det} U$ does not vanish on $[b, \omega)$ if (16) has a continuous solution $V$ on $[b, \omega)$. The proof is omitted because it is similar to the preceding case of right-disfocality. To recapitulate, we have

Theorem 5. Let b be a point on the interval $I=[a, \omega)$. Every nontrivial solution $y$ of (1) with $y^{\prime}(b)=0$ does not vanish on $[b, c), a \leqq b<c \leqq \omega$, if and only if the Riccati system (16) has a continuous solution on $[b, c)$.

Due to the form of the Riccati system (16)-the coefficient matrix $A$ appears by itself-the proof of the comparison theorem for this case is substantially simpler, and the resulting theorem involves inequality conditions imposed on the integrals of the coefficients, rather than on the coefficients themselves.

Theorem 6. Let $A=\left(a_{i j}\right)_{i, j=1}^{n}$ and $B=\left(b_{i j}\right)_{i, j=1}^{n}$ be matrices with nonnegative, real elements which are continuous on $[a, \omega)$. If $a_{i j}(b)>0$ and

$$
\begin{equation*}
\int_{c}^{t} b_{i j}(s) d s \leqq \int_{c}^{t} a_{i j}(s) d s, \quad c \leqq t<\omega, \tag{17}
\end{equation*}
$$

$i, j=1, \cdots, n$, for some $b$ and $c, a \leqq b \leqq c<\omega$, then $\phi(B, c) \geqq \phi(A, b)$.
Proof. By Theorem 5, the Riccati system has a continuous solution $V$ on $[b, \phi(A, b))$. Since $V(b)=0$ and $V^{\prime}(b)=A(b)>0, V>0$ on $(b, b+\varepsilon)$, for some $\varepsilon>0$, and therefore $V>0$ on ( $b, \phi(A, b)$ ) due to the nonnegativity of $a_{i j}$. If $\phi(A, b) \leqq c$, then the inequality $\phi(B, c) \geqq \phi(A, b)$ holds trivially. If $b \leqq c<\phi(A, b)$, the solution $V$ satisfies

$$
V^{\prime}=A+V^{2}, \quad V(c) \geqq 0 .
$$

From (17) and Lemma 2, we deduce that the system

$$
W^{\prime}=B+W^{2}, \quad W(c)=0
$$

has a continuous solution $W$ on $[c, \phi(A, b))$. Therefore, according to Theorem 5, every nontrivial solution $y$ of the second-order system $y^{\prime \prime}+B y=0, y^{\prime}(c)=0$, is such that $y \neq 0$ on $[c, \phi(A, b)$ ), i.e., $\phi(B, c) \geqq \phi(A, b)$.

By putting $A=B$ in the above comparison theorem, we again obtain a separation theorem. However, all we can conclude in this case is that the system (1) has no nontrivial solution $y$ such that $y^{\prime}(c)=y(d)=0, b \leqq c<d<\phi(A, b)$, where $c$ is the lower limits of the integrals in (17). If (17) holds for all $c, b \leqq c<\omega$-as in the case $b_{i j} \leqq a_{i j}, i, j=1, \cdots, n$-then the above separation theorem is valid for any two points $b$ and $c, b \leqq c<d<\phi(A, b)$.
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# EVOLUTION PROBLEMS WITH HYSTERESIS IN THE SOURCE TERM* 

A. VISINTIN ${ }^{\dagger}$


#### Abstract

Jump conditions having a hysteresis effect are introduced to model some inertial mechanisms which yield criteria of control of systems. Examples can be found in biology, chemistry, engineering, and economics.

Both orientations of the hysteresis loops are considered, corresponding to "delay" and "anticipation" between input and output variables.

Existence results are proved for parabolic and hyperbolic problems and also for the Stefan problem with a term of this type in the second member. A regularizing effect is exhibited by the "jump with delay" condition.


Key words. variational problem, hysteresis, existence results

## 1. Introduction.

1) We introduce a simple hysteresis relationship between two functions of time: $u(t), w(t)$. Fix $\rho_{1}, \rho_{2} \in \mathbb{R}$ with $\rho_{1}<\rho_{2}$. Let $u \in C^{0}([0, T])$ and $w^{0}$ be given such that

$$
\begin{array}{ll}
\text { if } u(0) \leqq \rho_{1}, & \text { then } w^{0}=-1 \\
\text { if } u(0) \geqq \rho_{2}, & \text { then } w^{0}=1 ;  \tag{1.1}\\
\text { if } \rho_{1}<u(0)<\rho_{2}, & \text { then } w^{0}=-1 \text { or } 1 .
\end{array}
$$

We say that the function $w:[0, T] \rightarrow\{-1,1\}$ fulfills a jump condition with delay if

$$
\begin{align*}
& w(0)=w^{0} ; \\
& \text { if } u(t) \leqq \rho_{1}\left(u(t) \geqq \rho_{2} \text {, respectively) then } w(t)=-1(w(t)=1 \text {, respectively) }\right. \\
& \forall t \in[0, T] ;  \tag{1.2}\\
& w \text { can jump from }-1 \text { to } 1 \text { (from } 1 \text { to }-1 \text {, respectively) at time } t \text { only if } \\
& u(t)=\rho_{2}\left(\rho_{1} \text {, respectively), these are the only discontinuities of } w .\right.
\end{align*}
$$

This means that for any $t \in[0, T[$ if $w(t)=-1(w(t)=1$, respectively) then $w$ remains constant for $\tau>t$ as long as $u(\tau)<\rho_{2}\left(u(\tau)>\rho_{1}\right.$, respectively); if $u$ reaches $\rho_{2}\left(\rho_{1}\right.$, respectively), then $w$ jumps to $1\left(-1\right.$, respectively), where it remains till $u$ reaches $\rho_{1}$ ( $\rho_{2}$, respectively), and so on. Here delay is meant with respect to the usual condition taking place in any fixed point of $\left[\rho_{1}, \rho_{2}\right]$ : the jump is delayed w.r.t. $u$, not w.r.t. time.
2) Examples of hysteresis relations of this type are quite common in technology, for instance a thermostat which is switched on or off according to temperature, but with an inertial behavior in its dependence on the latter, so that actually the switching off value $\rho_{2}$ is greater than the swtiching on one $\rho_{1}$. A different model for problems with thermostats has been studied by Glashoff and Sprekels in [1], [2].

Another example is given by an irrigation model; here $u$ represents water saturation, $w+1$ is the intensity of a water source due to irrigation and (1.2) corresponds to a

[^94]control criterion for switching the water source either on or off according to the water saturation (see [9, p. 488]).

Further examples arise in biology and chemistry, as in the model studied by Hoppensteadt and Jäger in [3], [4] and treated here in §6.

Mathematical models for hysteresis phenomena have been studied by Krasnosel'skiŭ and Pokrovskiĭ (see [5], [6], e.g.) and by the present author (see [10]-[13]).
3) It can be useful to compare (1.2) with the usual jump relationship. The latter is monotone, but its graph is not maximal monotone; thus the graph of the corresponding operator $u \mapsto w=\operatorname{sign}(u)$ is not closed with respect to the strong topology of $C^{0}([0, T])$ for $u$ and the weak star topology of $L^{\infty}(0, T)$ for $w$. Consequently one is induced to work with the closure of this graph, that is to replace the sign function by the sign graph.

Similarly the functional $u \mapsto w$ defined by (1.2) (for any compatible $w^{0}$ ) is not closed with respect to the strong topology of $C^{0}([0, T])$ for $u$ and the weak star topology of $L^{\infty}(0, T)$ for $w$. Therefore we shall study the form of its closure with respect to these topologies.

The couples $(u, w) \in C^{0}([0, T]) \times L^{\infty}(0, T)$ which belong to this closure fulfill the following conditions:

$$
\begin{align*}
& -1 \leqq w(t) \leqq 1 ; \\
& \text { if } u(t)<\rho_{1}\left(u(t)>\rho_{2} \text {, respectively), then } w(t)=-1 \quad(w(t)=1 \text {, respectively); }\right. \\
& \text { if } \rho_{1}<u(t)<\rho_{2} \text {, then } w \text { is constant in a neighborhood of } t ;  \tag{1.3}\\
& \text { if } u(t)=\rho_{1}\left(u(t)=\rho_{2} \text {, respectively), then } w(t)\right. \text { is nonincreasing (nondecreas- } \\
& \text { ing, respectively) in a neighborhood of } t \text { (see Fig. 1). }
\end{align*}
$$



FIG. 1. Arrows indicate the direction of movement of $(u(t), w(t))$ as $t$ increase. $\xi \in[-1,1]$ is generic.

Indeed by means of small perturbations of $u(t)$ where this reaches $\rho_{1}$ ( $\rho_{2}$, respectively) as a local minimum (maximum, respectively), we get perturbed $w$ 's which attain the constant values -1 or 1 as long as $\rho_{1}<u(t)<\rho_{2}$; then by weak star convergence in $L^{\infty}(0, T)$ we can get any $w$ which attains arbitrary constant values betweeen -1 and 1 as long as $\rho_{1}<u(t)<\rho_{2}$.

We note that any $w$ fulfilling (1.2) has bounded total variation in $[0, T]: w \in$ $B V(0, T)$; thus the initial condition is meaningful and $w^{\prime} \in C^{0}([0, T])$. Indeed $w$ has a variation equal to 2 just when $u$ reaches one of the thresholds $\rho_{1}, \rho_{2}$ and moreover the uniformly continuous function $u$ can have just a finite number of oscillations between $\rho_{1}$ and $\rho_{2}$. Also any $w$ fulfilling (1.3) has bounded total variation in $[0, T]$.

We introduce some notation:

$$
\begin{align*}
& \alpha(\xi) \equiv\left(\xi-\rho_{2}\right)^{+}-\left(\xi-\rho_{1}\right)^{-}, \quad \beta(\xi) \equiv \xi-\alpha(\xi) \quad \forall \xi \in \mathbb{R} ;  \tag{1.4}\\
& S(\eta) \equiv\left\{\begin{array}{ll}
\{-1\} & \text { if } \eta<0, \\
{[-1,1]} & \text { if } \eta=0 \\
\{1\} & \text { if } \eta>0,
\end{array} \quad \forall \eta \in \mathbb{R} ;\right.  \tag{1.5}\\
& R(\eta) \equiv \begin{cases}]-\infty, 0[ & \text { if } \eta=\rho_{1}, \\
\{0\} & \text { if } \rho_{1}<\eta<\rho_{2} \\
{[0,+\infty[ } & \text { if } \eta=\rho_{2},\end{cases}
\end{align*}
$$

It is easy to check that (1.3) entails

$$
\begin{equation*}
\int_{0}^{T} w[\alpha(u)-v] d t \geqq \int_{0}^{T}(|\alpha(u)|-|v|) d t \quad \forall v \in L^{1}(0, T) \tag{1.7}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
w \in S(\alpha(u)) \quad \text { in }] 0, T[ \tag{1.8}
\end{equation*}
$$

Conditions (1.3) imply also

$$
\begin{equation*}
\left.\left(C^{0}(0, T]\right)\right)^{\prime}\left\langle w^{\prime}, \beta(u)-v\right\rangle_{C^{0}([0, T])} \geqq 0 \quad \forall v \in C^{0}([0, T]) \text { such that } \rho_{1} \leqq v \leqq \rho_{2}, \tag{1.9}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
w^{\prime} \in R(\beta(u)) \quad \text { in }\left(C^{0}([0, T])\right)^{\prime} ; \tag{1.10}
\end{equation*}
$$

the latter is equivalent to

$$
\begin{equation*}
w^{\prime} \in S^{-1}\left(\frac{2}{\rho_{2}-\rho_{1}}\left[\beta(u)-\frac{\rho_{1}+\rho_{2}}{2}\right]\right), \text { i.e. } \frac{2}{\rho_{2}-\rho_{1}}\left[\beta(u)-\frac{\rho_{1}+\rho_{2}}{2}\right] \in S\left(w^{\prime}\right) \tag{1.11}
\end{equation*}
$$

which is to be understood as follows

$$
\left.\begin{array}{l}
\frac{2}{\rho_{2}-\rho_{1}} C^{0}([0, T]) \tag{1.12}
\end{array} \quad\left\langle\beta(u)-\frac{\rho_{2}+\rho_{1}}{2}, w^{\prime}-v\right\rangle_{\left(C^{0}([0, T])\right)^{\prime}}\right)
$$

(here $\int_{0}^{T}|v|$ denotes the total mass of $v$ in $[0, T]$ ); this can be easily deduced by (1.3). (We point out that calculations are simplified in the case of $\rho_{1}=-1, \rho_{2}=1$.) (1.7) and (1.9) express the property (1.3) in variational form. We weaken the compatibility
condition (1.1) requiring just that

$$
\begin{align*}
& \text { if } u(0)<\rho_{1}\left(u(0)>\rho_{2} \text {, respectively }\right) \text {, then } w^{0}=-1\left(w^{0}=1 \text {, respectively }\right) \text {; }  \tag{1.13}\\
& \text { if } \rho_{1} \leqq u(0) \leqq \rho_{2} \text {, then }-1 \leqq w(0) \leqq 1 \text {; }
\end{align*}
$$

then for any compatible couple $\left(u, w^{0}\right) \in C^{0}([0, T]) \times[-1,1]$ we consider the set of the $w \in B V(0, T ;[-1,1])$ such that $w(t) \rightarrow w^{0}$ as $t \rightarrow 0^{+},(1.7)$ and (1.9) hold.

For any fixed $w^{0}$ this multivalued correspondence $u \mapsto w$ is closed with respect to the strong topology of $C^{0}([0, T])$ for $u$ and the weak star topology of $B V(0, T)$ for $w$; hence it is the closure of the functional defined by (1.2).

So far we have assumed the couple $\left(\rho_{1}, \rho_{2}\right)$ to be fixed; an interesting generalization is obtained as follows. Set $\mathscr{P} \equiv\left\{\rho=\left(\rho_{1}, \rho_{2}\right) \in \mathbb{R}^{2} \mid \rho_{1}<\rho_{2}\right)$; let $u \in C^{0}([0, T])$ and for any $\rho$ let $w_{\rho}$ denote the function $w$ defined by (1.2) and corresponding to an initial datum $w_{\rho}^{0}$ compatible with $u$ in the sense of (1.1); let $\mu$ be a measure over $\mathscr{P}$; then we can consider the functional $u \mapsto w=\int_{\mathscr{P}} w_{\rho} d \mu_{\rho}$; this corresponds to the classical Preisach model introduced for ferromagnetism and has been studied in [12], for example,
4) After considering hysteresis (delay), we take into account the inverse effect, namely anticipation.

Let $u:[0, T] \rightarrow \mathbb{R}$ be absolutely continuous; we shall say that a measurable function $w(t)$ fulfills a jump condition with anticipation if a.e. in $] 0, T[$
if $u(t)<\rho_{1}\left(u(t)>\rho_{2}\right.$, respectively) then $w(t)=-1(w(t)=1$, respectively $)$, if $\rho_{1} \leqq u(t) \leqq \rho_{2}$, then $w(t) \in S\left(u^{\prime}(t)\right)$ (see Fig. 2)


Fig. 2. Arrows indicate the direction of movement of $(u(t), w(t))$ as $t$ increases. $\xi \in\left[\rho_{1}, \rho_{2}\right]$ is generic.
or equivalently

$$
\begin{array}{ll}
w \in S(\alpha(u)) & \text { a.e. in }] 0, T[ \\
w \in S\left(\beta(u)^{\prime}\right) & \text { a.e. in }] 0, T[ \tag{1.15}
\end{array}
$$

or also

$$
\begin{equation*}
\left.w \in S\left(\alpha(u)+\beta(u)^{\prime}\right) \quad \text { a.e. in }\right] 0, T[. \tag{1.16}
\end{equation*}
$$

Note that here no initial condition is required for $w$; moreover the graph of the multivalued functional $u \mapsto w$ is closed with respect to the strong topology of $W^{1,1}(0, T)$ for $u$ and the weak star topology of $L^{\infty}(0, T)$ for $w$.

If $\rho_{1}=-1$ and $\rho_{2}=1$, then the behavior of $(u(t), w(t))$ in (1.7), (1.9) and in (1.14) are reciprocally inverse in $[-1,1]^{2}$; in particular the esterior loop is covered with opposite orientations in the two cases.
5) Anticipation corresponds to the case in which in a certain range the output $w$ depends on the trend of the input $u$, not on its value. Examples of this situation can be found in sociology, economics, and so on. For instance delay and anticipation in the sense introduced above are possible attitudes of economical operators; here $w$ may represent a decision ( $w=1$ for Yes, $w=-1$ for No, say), whereas $u$ may be a measure of the advantages offered by the operation under consideration.

In this last case and in the example of irrigation the dependence $u \mapsto w$ corresponds to a criterion of control, whereas in the example of thermostat it describes the behavior of a system. In some cases, for instance that of the economical operator, it may be possible to choose between the strategy of delay and that of anticipation (and also to select the thresholds $\rho_{1}, \rho_{2}$ ). If the input $u$ is continuous in time, then the delay criterion offers the advantage of bounding the total variation of the output $w$; for instance in the model of irrigation the number of interventions on the irrigation system will be finite. On the other hand, if the input is absolutely continuous in time, then the anticipation criterion allows to take advantage of the forecast offered to some extent by the inertia of the variable $u$.
6) Let $D$ be a bounded domain of $\mathbb{R}^{n}(N \geqq 1)$. We shall deal with PDE's of the form

$$
\begin{array}{ll}
u_{t}-\Delta u+w-f & \text { in } Q \equiv D \times] 0, T[ \\
u_{t}-\Delta u=g & \text { in } Q \\
\frac{\partial u}{\partial \nu}+w=h & \text { on } \Sigma \equiv \partial D \times] 0, T[  \tag{1.18}\\
u_{t t}-\Delta u+w=f & \text { in } Q
\end{array}
$$

where $f, g, h$ are data, $\Delta \equiv \sum_{i=1}^{N} \partial^{2} / \partial x_{i}^{2}$ and $\partial / \partial \nu$ denotes the outward normal derivative.

Each of these equations will be coupled with either the hysteresis or the anticipation relationships introduced above. We also consider a Stefan problem with hysteresis in the source; this corresponds to coupling the hysteresis relation with the system

$$
\begin{array}{ll}
(u+\lambda \chi)_{t}-\Delta u+w=f & \text { in } Q \\
\chi \in H(u) & \text { in } Q \tag{1.20}
\end{array}
$$

where $\lambda$ is a positive constant representing latent heat and $H$ denotes the Heaviside $\operatorname{graph}(H(\xi)=\{0\}$ if $\xi<0, H(0)=[0,1], H(\xi)=\{1\}$ if $\xi>0)$.

The present author has already studied hysteresis in connection with PDE's (see [10], [11], [12] and [13] for a survey). In particular in [11] existence and approximation results were proved for (1.7), (1.9) coupled with the equation

$$
\begin{equation*}
(u+w)_{t}-\Delta u=f \quad \text { in } Q \tag{1.21}
\end{equation*}
$$

with suitable initial and boundary condition. This setting generalizes the weak formulation of the Stefan problem.

Here we shall prove existence results for (the weak formulations of) equations (1.17), (1.18) and (1.19), each one coupled with the hysteresis relation (1.7), (1.9) (problems (P1), (P2), (P3), respectively; §2), for the same equations coupled with the anticipation relation (1.15) (problems (P4), (P5), (P6), respectively; §3) and for the Stefan problem with hysteresis in the source, i.e. (1.20) coupled with (1.7), (1.9) (problem (P7), §5). We also give several complementary results.

Finally in §6 we consider the problem studied by Hoppensteadt and Jäger in [3], [4]. There a system of two diffusion equations is coupled with a hysteresis relationship of the form (1.2). We replace the latter by the weaker condition (1.3), i.e. with the system (1.7), (1.9), and prove existence of a variational solution of the problem.

We stress that the formulation of the hysteresis relation we give here is different from that used by Jäger in [4].

For all of these problems the uniqueness of the solution is an open question. We are just able to prove the weaker result of Proposition 8.

## 2. Jump with delay.

1) Set $V=H_{0}^{1}(D)$, Hilbert space with norm $\|v\|_{V}=\left(\int_{D}|\bar{\nabla} v|^{2} d x\right)^{1 / 2}$, and $A: V \rightarrow V^{\prime}$ defined by ${ }_{v^{\prime}}\langle A u, v\rangle_{V}=\int_{D} \bar{\nabla} u \cdot \bar{\nabla} v d x \forall u, v \in V$. Let

$$
\begin{align*}
& f \in L^{2}\left(0, T, V^{\prime}\right)  \tag{2.1}\\
& u^{0} \in L^{2}(D) \text { and } w^{0} \in L^{\infty}(D), \text { such that } w^{0} \in S\left(\alpha\left(u^{0}\right)\right) \text { a.e. in } D . \tag{2.2}
\end{align*}
$$

We introduce a weak formulation of (1.17), (1.3).
(P1) Find $u \in L^{2}(0, T, V) \cap H^{1}\left(0, T, V^{\prime}\right)\left(\subset C^{0}\left([0, T] ; L^{2}(D)\right)\right)$ and $w \in L^{\infty}(Q)$ such that $\beta(u(x, \cdot)) \in C^{0}([0, T]), w(x, \cdot) \in B V(0, T)$ a.e. in $D$ and

$$
\begin{align*}
& w \in S(\alpha(u)) \quad \text { a.e. in } Q  \tag{2.3}\\
& \begin{aligned}
\left(C^{0}([0, T])\right) & \left\langle w_{t}, \beta(u)-v\right\rangle_{C^{0}([0, T])} \geqq 0 \\
& \forall v \in C^{0}([0, T]) \text { such that } \rho_{1} \leqq v \leqq \rho_{2}, \text { a.e. in } D,
\end{aligned} \tag{2.4}
\end{align*}
$$

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}}\left[w(x, t)-w^{0}(x)\right] \cdot\left[\beta\left(u^{0}(x)\right)-v\right] \geqq 0 \quad \forall v \in\left[\rho_{1}, \rho_{2}\right] \text {, a.e. in } D \tag{2.5}
\end{equation*}
$$

$$
\begin{align*}
& \left.u_{t}+A u+w=f \text { in } V^{\prime}, \quad \text { a.e. in }\right] 0, T[  \tag{2.6}\\
& u(x, 0)=u^{0}(x) \quad \text { a.e. in } D . \tag{2.7}
\end{align*}
$$

Theorem 1. Assume that (2.2) holds and that

$$
\begin{gather*}
u^{0} \in V  \tag{2.8}\\
f=f_{1}+f_{2}, \quad f_{1} \in L^{2}(Q), \quad f_{2} \in W^{1,1}\left(0, T ; V^{\prime}\right) . \tag{2.9}
\end{gather*}
$$

Then problem (P1) has at least one solution such that moreover

$$
\begin{align*}
& u \in H^{1}\left(0, T ; L^{2}(D)\right) \cap C_{S}^{0}([0, T] ; V)  \tag{2.10}\\
& w \in L^{2}(D ; B V(0, T)) \tag{2.11}
\end{align*}
$$

We recall the definition of the space of scalarly continuous functions with values in a Banach space $B$ :

$$
\begin{equation*}
C_{S}^{0}([0, T] ; B)=\left\{v:[0, T] \rightarrow B \mid \forall \varphi \in B^{\prime}, t \mapsto{ }_{B}\langle v(t), \varphi\rangle_{B^{\prime}}\right. \text { is continuous in [0,T]\}. } \tag{2.12}
\end{equation*}
$$

Throughout this paper $u$ and $w$ are regarded as functions of $t$ with values into a space of functions of $x$, as well as functions of $x$ with values into a space of functions of $t$.

Proof. (i) Approximation. Let $m \in \mathbb{N}, k=T / m$. Set

$$
\begin{align*}
f_{m}^{n} & =f_{1 m}^{n}+f_{2 m}^{n}, \quad f_{1 m}^{n}(x)=\frac{1}{k} \int_{(n-1) k}^{n k} f_{1}(x, t) d t \quad \text { a.e. in } D  \tag{2.13}\\
f_{2 m}^{n} & =f_{2}(n k) \quad \text { in } V^{\prime}, \text { for } n=1, \cdots, m
\end{align*}
$$

$$
K(\xi, \eta)= \begin{cases}\{-1\} & \text { if } \xi<\rho_{1} \\ {[-1, \eta]} & \text { if } \xi=\rho_{1} \\ \{\eta\} & \text { if } \rho_{1}<\xi<\rho_{2} \quad \forall \xi \in \mathbb{R}, \forall \eta \in[-1,1] \\ {[\eta, 1]} & \text { if } \xi=\rho_{2} \\ \{1\} & \text { if } \xi>\rho_{2}\end{cases}
$$

(P1) $)_{m}$ Find $u_{m}^{n} \in V, w_{m}^{n} \in L^{\infty}(D)$ for $n=1, \cdots, m$, such that, setting $u_{m}^{0}=u^{0}, w_{m}^{0}=$ $w^{0}$ a.e. in $D$,

$$
\begin{align*}
& \frac{u_{m}^{n}-u_{m}^{n-1}}{k}+A u_{m}^{n}+w_{m}^{n}=f_{m}^{n} \quad \text { in } V^{\prime} \text {, for } n=1, \cdots, m,  \tag{2.15}\\
& w_{m}^{n} \in K\left(u_{m}^{n}, w_{m}^{n-1}\right) \quad \text { a.e. in } D, \text { for } n=1, \cdots, m . \tag{2.16}
\end{align*}
$$

$\forall m \in \mathbb{N}(\mathrm{P} 1)_{m}$ can be solved step by step. Fix $n \in\{1, \cdots, m\}$ and assume that $u_{m}^{n-1}$, $w_{m}^{n-1}$ are known. $K\left(\cdot, w_{m}^{n-1}(x)\right)$ is a maximal monotone graph a.e. in $D$. Therefore (2.15) is equivalent to the minimization of a coercive, strictly convex, lower semicontinuous functional $V \rightarrow \mathbb{R}$; this problem has a unique solution $u_{m}^{n}$ (which can be approximated by standard space-discretization methods).
(ii) Estimates. Take a generic $l \in\{1, \cdots, m\}$, multiply (2.15) by $u_{m}^{n}-u_{m}^{n-1}$ and sum for $n=1, \cdots, l$. Notice that

$$
\begin{align*}
& \sum_{n=1}^{l} \int_{D} \frac{u_{m}^{n}-u_{m}^{n-1}}{k}\left(u_{m}^{n}-u_{m}^{n-1}\right) d x=k \sum_{n=1}^{l}\left\|\frac{u_{m}^{n}-u_{m}^{n-1}}{k}\right\|_{L^{2}(D)}^{2}  \tag{2.17}\\
& \sum_{n=1}^{l} \int_{D} w_{m}^{n}\left(u_{m}^{n}-u_{m}^{n-1}\right) d x \geqq-k \sum_{n=1}^{l}\left\|\frac{u_{m}^{n}-u_{m}^{n-1}}{k}\right\|_{L^{1}(D)},  \tag{2.18}\\
& \sum_{n=1}^{l} V^{\prime}\left\langle A u_{m}^{n}, u_{m}^{n}-u_{m}^{n-1}\right\rangle_{V}=\sum_{n=1}^{l} \int_{D} \bar{\nabla} u_{m}^{n} \cdot \bar{\nabla}\left(u_{m}^{n}-u_{m}^{n-1}\right) d x  \tag{2.19}\\
& \quad \geqq \frac{1}{2} \sum_{n=1}^{l}\left(\left\|u_{m}^{n}\right\|_{V}^{2}-\left\|u_{m}^{n-1}\right\|_{V}^{2}\right)=\frac{1}{2}\left\|u_{m}^{l}\right\|_{V}^{2}-\frac{1}{2}\left\|u^{0}\right\|_{V}^{2},
\end{align*}
$$

$$
\begin{equation*}
\sum_{n=1}^{l} \int_{D} f_{1 m}^{n}\left(u_{m}^{n}-u_{m}^{n-1}\right) d x \leqq\left\|f_{1}\right\|_{L^{2}(Q)}\left(k \sum_{n=1}^{l}\left\|\frac{u_{m}^{n}-u_{m}^{n-1}}{k}\right\|_{L^{2}(D)}^{2}\right)^{1 / 2} \tag{2.20}
\end{equation*}
$$

$$
\sum_{n=1}^{l} V^{\prime}\left\langle f_{2 m}^{n}, u_{m}^{n}-u_{m}^{n-1}\right\rangle_{V}
$$

$$
={ }_{V^{\prime}}\left\langle f_{2 m}^{n}, u_{m}^{l}\right\rangle_{V^{-}}{ }_{V^{\prime}}\left\langle f_{2 m}^{1}, u^{0}\right\rangle_{V^{-}}-\sum_{n=1}^{l}{ }_{V^{\prime}}\left\langle f_{2 m}^{n}-f_{2 m}^{n-1}, u_{m}^{n-1}\right\rangle_{V}
$$

$$
\leqq \text { Const. }\left\|f_{2 m}\right\|_{W^{1,1}\left(0, T ; V^{\prime}\right)} \max _{n=0, \cdots, l}\left\|u_{m}^{n}\right\|_{V}
$$

Using Gronwall's lemma we get

$$
\begin{align*}
& k \sum_{n}^{m}\left\|\frac{u_{m}^{n}-u_{m}^{n-1}}{k}\right\|_{L^{2}(D)}^{2} \leqq C  \tag{2.22}\\
& \max _{n=0, \cdots, m}\left\|u_{m}^{n}\right\|_{V} \leqq C \tag{2.23}
\end{align*}
$$

(throughout this paper we shall denote positive constants independent of $m$ by $C$ and $C_{i}$ 's). Note that by (2.16)

$$
\left\{\begin{array}{l}
w_{m}^{n}-w_{m}^{n-1} \quad \text { only if } u_{m}^{n} \leqq \rho_{2}  \tag{2.24}\\
w_{m}^{n}<w_{m}^{n-1} \quad \text { only if } u_{m}^{n} \leqq \rho_{1} \quad \text { a.e. in } D, \text { for } n=1, \cdots, m . \\
\left|w_{m}^{n}-w_{m}^{n-1}\right| \leqq 2,
\end{array}\right.
$$

This yields

$$
\begin{equation*}
\sum_{1}^{m}\left|w_{m}^{n}-w_{m}^{n-1}\right| \leqq \frac{2}{\rho_{2}-\rho_{1}} \sum_{1}^{m}\left|u_{m}^{n}-u_{m}^{n-1}\right|+2 \quad \text { a.e. in } D \tag{2.25}
\end{equation*}
$$

whence

$$
\begin{equation*}
\left\|\sum_{n}^{m}\left|w_{m}^{n}-w_{m}^{n-1}\right|\right\|_{L^{2}(D)} \leqq \frac{2}{\rho_{2}-\rho_{1}}\left\|\sum_{1}^{m}\left|u_{m}^{n}-u_{m}^{n-1}\right|\right\|_{L^{2}(D)}+2(\operatorname{meas} D)^{1 / 2} \tag{2.26}
\end{equation*}
$$

Let $u_{m}(x, t)$ denote the function obtained by linear interpolation of the values $u_{m}(x, n k)=u_{m}^{n}(x)$ for $n=0, \cdots, m$ a.e. in $D$; define $w_{m}$ similarly. Set $\hat{u}_{m}(x, t)=u_{m}^{n}(x)$, $\hat{w}_{m}(x, t)=w_{m}^{n}(x)$ a.e. in $D$ and $\hat{f}_{m}(t)=f_{m}^{n}$ in $V^{\prime}$ if $(n-1) k<t \leqq n k$, for $n=1, \cdots, m$. (2.15) becomes

$$
\begin{equation*}
\left.u_{m t}+A \hat{u}_{m}+\hat{w}_{m}=\hat{f}_{m} \quad \text { in } V^{\prime}, \text { a.e. in }\right] 0, T[. \tag{2.27}
\end{equation*}
$$

(2.22), (2.23) and (2.26) yield

$$
\begin{equation*}
\left\|u_{m}\right\|_{H^{1}\left(0, T ; L^{2}(D)\right) \cap L^{\infty}(0, T ; V) \leqq C} \tag{2.28}
\end{equation*}
$$

$$
\begin{align*}
\left\|w_{m}\right\|_{L^{2}(D ; B V(0, T))} & =\left\|w_{m}\right\|_{L^{2}\left(D ; W^{1,1}(0, T)\right)} \leqq \frac{2}{\rho_{2}-\rho_{1}}\left\|u_{m}\right\|_{L^{2}\left(D ; W^{1,1}(0, T)\right)}+2(\operatorname{meas} D)^{1 / 2}  \tag{2.29}\\
& \leqq \frac{2 \sqrt{T}}{\rho_{2}-\rho_{1}}\left\|u_{m}\right\|_{H^{1}\left(0, T ; L^{2}(D)\right)}+2(\operatorname{meas} D)^{1 / 2} \leqq C,
\end{align*}
$$

moreover of course

$$
\begin{equation*}
\left\|w_{m}\right\|_{L^{\infty}(Q)} \leqq C,\left\|\hat{w}_{m}\right\|_{L^{\infty}(Q)} \leqq C . \tag{2.30}
\end{equation*}
$$

(iii) Limit. By the above estimates there exist $u, w$ such that, possibly taking subsequences,
(2.31) $\quad u_{m} \rightarrow u$ in $H^{1}\left(0, T ; L^{2}(D)\right)$ weak, in $L^{\infty}(0, T ; V)$ weak star;
(2.32) $\quad \hat{u}_{m} \rightarrow 0$ in $H^{r}\left(0, T ; L^{2}(D)\right)$ weak $\forall r<\frac{1}{2}$, in $L^{\infty}(0, T ; V)$ weak star;
(2.33) $\quad w_{m} \rightarrow w$ in $L^{2}(D ; B V(0, T))$ weak star;
(2.34) $\quad w_{m} \rightarrow w, \hat{w}_{m} \rightarrow w$ in $L^{\infty}(Q)$ weak star.

Taking $m \rightarrow \infty$ in (2.27) we get (2.6). As $\alpha$ and $\beta$ are Lipschitz continuous we have
(2.35) $\alpha\left(\hat{u}_{m}\right) \rightarrow \alpha(u)$ in $H^{r}\left(0, T ; L^{2}(D)\right)$ weak $\forall r<\frac{1}{2}$, in $L^{\infty}(0, T ; V)$ weak star;
(2.36) $\quad \beta\left(u_{m}\right) \rightarrow \beta(u)$ in $H^{1}\left(0, T ; L^{2}(D)\right)$ weak, in $L^{\infty}(0, T ; V)$ weak star.

By (2.16)

$$
\begin{equation*}
w_{m}^{n} \in S\left(\alpha\left(u_{m}^{n}\right)\right) \quad \text { a.e. in } D, \text { for } n=1, \cdots, m \tag{2.37}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\hat{w}_{m} \in S\left(\alpha\left(\hat{u}_{m}\right)\right) \quad \text { a.e. in } Q . \tag{2.38}
\end{equation*}
$$

Hence $\forall v \in L^{1}(Q)$

$$
\begin{equation*}
\iint_{Q} \hat{w}_{m}\left[\alpha\left(u_{m}\right)-v\right] d x d t \geqq \iint_{Q}\left(\left|\alpha\left(\hat{u}_{m}\right)\right|-|v|\right) d x d t \tag{2.39}
\end{equation*}
$$

whence taking $m \rightarrow \infty$ and using (2.34), (2.35)

$$
\begin{equation*}
\iint_{Q} w[\alpha(u)-v] d x d t \geqq \iint_{Q}(|\alpha(u)|-|v|) d x d t, \tag{2.40}
\end{equation*}
$$

that is, (2.3).

Notice that (2.16) yields

$$
\begin{equation*}
w_{m}^{n}-w_{m}^{n-1} \in R\left(\beta\left(u_{m}^{n}\right)\right) \quad \text { a.e. in } D, \text { for } n=1, \cdots, m \tag{2.41}
\end{equation*}
$$

Take a generic $v \in H^{1}\left(0, T, L^{2}(D)\right)$ such that $\rho_{1} \leqq v \leqq \rho_{2}$ a.e. in $Q$ and $v(x, T)=$ $\beta(u(x, T))$ a.e. in $D$; set $v_{m}^{n}(x)=v(x, n k)$ if $(n-1) k<t \leqq n k$ for $n=1, \cdots, m$ and denote the linear interpolate of these values by $v_{m}$. By (2.41)

$$
\begin{equation*}
0 \leqq \sum_{1}^{m} \int_{D}\left(w_{m}^{n}-w_{m}^{n-1}\right) \cdot\left(\beta\left(u_{m}^{n}\right)-v_{m}^{n}\right) d x=\iint_{Q} w_{m t} \cdot\left(\beta\left(\hat{u}_{m}\right)-\hat{v}_{m}\right) d x d t \tag{2.42}
\end{equation*}
$$

that is

$$
\begin{align*}
0 \leqq & \iint_{D}\left(C^{0}([0, T])\right)  \tag{2.43}\\
& \left.+\iint_{Q} w_{m t} \cdot \beta\left(u_{m}\right)-v_{m}\right\rangle_{C^{0}([0, T]} d x \\
& \left.\left(u_{m}\right)-\beta\left(\hat{u}_{m}\right)+v_{m}-\hat{v}_{m}\right) d x d t
\end{align*}
$$

The inclusion $H^{1}(Q) \subset L^{2}\left(D ; C^{0}([0, T])\right)$ is compact, hence by (2.36) we have $\beta\left(u_{m}\right) \rightarrow$ $\beta(u)$ in $L^{2}\left(D ; C^{0}([0, T])\right)$ strong and $\beta\left(u_{m}\right)-\beta\left(\hat{u}_{m}\right) \rightarrow 0$ in $L^{2}\left(D ; L^{\infty}(0, T)\right)$ strong; the same convergence properties hold for $v_{m}$ and $v_{m}-\hat{v}_{m}$; moreover by (2.33) $w_{m t} \rightarrow w_{t}$ in $L^{2}\left(D ;\left(C^{0}([0, T])\right)^{\prime}\right)$ weak star and by $(2.29)\left\|w_{m t}\right\|_{L^{2}\left(D ; L^{1}(0, T)\right)} \leqq C$. Therefore taking $m \rightarrow \infty$ in (2.42) we get

$$
\begin{equation*}
0 \leqq \int_{D}\left(C^{0}([0, T])\right)\left\langle w_{t}, \beta(u)-v\right\rangle_{C^{0}([0, T])} d x+0 \tag{2.44}
\end{equation*}
$$

whence (2.4).
Finally $u \in C_{S}^{0}([0, T] ; V)$ is entailed by the following result.
Lemma 1. Let $X, Y$ be two Banach spaces, $X \subset Y$ with continuous injection, $X$ being reflexive. Then

$$
\begin{equation*}
L^{\infty}(0, T ; X) \cap C_{S}^{0}([0, T] ; Y)=C_{S}^{0}([0, T] ; X) \tag{2.45}
\end{equation*}
$$

Proof. Cf. [8, Chap. 3, §8.4].
Proposition 1. Assume that (2.2), (2.8) hold and that moreover

$$
\begin{gather*}
f(0)+\Delta u^{0}-w^{0} \in L^{2}(D),  \tag{2.46}\\
f=f_{1}+f_{2} \quad \text { with } f_{1} \in W^{1,1}\left(0, T ; L^{2}(D)\right), \quad f_{2} \in H^{1}\left(0, T ; V^{\prime}\right) . \tag{2.47}
\end{gather*}
$$

Then the problem ( P 1$)$ has at least one solution such that moreover

$$
\begin{align*}
& u \in W^{1, \infty}\left(0, T ; L^{2}(D)\right) \cap H^{1}(0, T ; V),  \tag{2.48}\\
& w \in L^{2}(D ; B V(0, T)) . \tag{2.49}
\end{align*}
$$

Proof. It is sufficient to show stronger a priori estimates on the solutions $u_{m}$ 's of the approximated problems ( P 1$)_{m}$ 's. $\forall m \in \mathbb{N}$, set

$$
z_{m}^{n}=\frac{u_{m}^{n}-u_{m}^{n-1}}{k}, \quad \omega_{m}^{n}=\frac{w_{m}^{n}-w_{m}^{n-1}}{k}, \quad g_{m}^{n}=\frac{f_{m}^{n}-f_{m}^{n-1}}{k} \quad \text { for } n=1, \cdots, m ;
$$

set also $z_{m}^{0}=f(0)+\Delta u^{0}-w^{0}$ a.e. in $D$. Taking the incremental ratio w.r.t. time in (2.15), we get

$$
\begin{equation*}
\frac{z_{m}^{n}-z_{m}^{n-1}}{k}+A z_{m}^{n}+\omega_{m}^{n}=g_{m}^{n} \quad \text { in } V^{\prime}, \quad \text { for } n=1, \cdots, m \tag{2.50}
\end{equation*}
$$

Take a generic $l \in\{1, \cdots, m\}$, multiply (2.50) by $k z_{m}^{n}$ and sum for $n=1, \cdots, l$. Notice that, as $w_{m}^{n} \in K\left(u_{m}^{n}, w_{m}^{n-1}\right)$ and by the monotonicity of $K$. w.r.t. its first argument, we have

$$
\begin{equation*}
\omega_{m}^{n} z_{m}^{n}=\frac{w_{m}^{n}-w_{m}^{n-1}}{k} \cdot \frac{u_{m}^{n}-u_{m}^{n-1}}{k} \geqq 0 \quad \text { a.e. in } D, \text { for } n=1, \cdots, m . \tag{2.51}
\end{equation*}
$$

Thus by developments analogous to (2.17)-(2.21) and still by Gronwall's lemma we get

$$
\begin{align*}
& \max _{n=0, \cdots, m}\left\|z_{m}^{n}\right\|_{L^{2}(D)} \leqq C ;  \tag{2.52}\\
& k \sum_{n}^{m}\left\|z_{m}^{n}\right\|_{V}^{2} \leqq C, \tag{2.53}
\end{align*}
$$

i.e.

$$
\begin{equation*}
\left\|u_{m}\right\|_{W^{1, \infty}\left(0, T ; L^{2}(D)\right) \cap H^{1}(0, T ; V)} \leqq C . \tag{2.54}
\end{equation*}
$$

2) We are going to introduce a weak formulation of (1.3), (1.18).

Assume that $\Gamma \equiv \partial D$ is a variety piecewise of class $C^{1}$, that $D$ is only on one side of $\Gamma$. Set $W=H^{1}(D)$, Hilbert space with norm $\|v\|_{W}=\left[\int_{D}\left(v^{2}+|\bar{\nabla} v|^{2}\right) d x\right]^{1 / 2}$. Introduce the trace operator $\gamma: W \rightarrow H^{1 / 2}(\Gamma)$ (cf. [8, Chap. 1]) and, after identification of $L^{2}(\Gamma)$ with its dual, denote its adjoint by $\gamma^{*}$ :

$$
\begin{align*}
& \gamma^{*}: H^{-1 / 2}(\Gamma) \rightarrow W^{\prime} \quad \forall v \in H^{-1 / 2}(\Gamma), \forall z \in W, \\
& W^{\prime}\left\langle\gamma^{*} v, z\right\rangle_{W^{\prime}}={ }_{H^{-1 / 2}(\Gamma)}\langle v, \gamma z\rangle_{H^{1 / 2}(\Gamma)} ; \tag{2.55}
\end{align*}
$$

in particular

$$
\begin{equation*}
W_{W^{\prime}}\left\langle\gamma^{*} v, z\right\rangle_{W}=\int_{\Gamma} v \cdot \gamma z d \sigma \quad \forall v \in L^{2}(\Gamma), \forall z \in W . \tag{2.56}
\end{equation*}
$$

Let (2.1) hold and
(2.57) $u^{0} \in L^{2}(D) \cap W^{1,1}(D)$ and $w^{0} \in L^{\infty}(\Gamma)$ such that $w^{0} \in S\left(\alpha\left(\gamma u^{0}\right)\right)$ a.e. on $\Gamma$.
(P2) Find $u \in L^{2}(0, T ; W) \cap H^{1}\left(0, T ; W^{\prime}\right)\left(\subset C^{0}\left([0, T] ; L^{2}(D)\right)\right)$ and $w \in L^{\infty}(\Sigma)$ such that $\beta(\gamma u(\sigma, \cdot)) \in C^{0}([0, T]), w(\sigma, \cdot) \in B V(0, T)$ a.e. on $\Gamma$ and
(2.59) $\quad{ }_{\left(C^{0}([0, T])\right)}\left\langle w_{t}, \beta(\gamma u)-v\right\rangle_{C^{0}([0, T])} \geqq 0$

$$
\forall v \in C^{0}([0, T]) \text { such that } \rho_{1} \leqq v \leqq \rho_{2}, \text { a.e. on } \Gamma ;
$$

(2.60) $\lim _{t \rightarrow 0^{+}}\left[w(\sigma, t)-w^{0}(\sigma)\right] \cdot\left[\beta\left(u^{0}(\sigma)\right)-v\right] \geqq 0 \forall v \in\left[\rho_{1}, \rho_{2}\right] \quad$ a.e. on $\Gamma$;
(2.61) $u_{t}+A u+\gamma^{*} w=f$ in $W^{\prime} \quad$ a.e. in $] 0, T[$;
(2.62) $u(\sigma, 0)=u^{0}(\sigma) \quad$ a.e. on $\Gamma$.

Theorem 2. Assume that (2.8), (2.47), (2.57) hold and that

$$
\begin{equation*}
f(0)+A u^{0}+\gamma^{*} w^{0} \in L^{2}(D) \tag{2.63}
\end{equation*}
$$

Then problem ( P 2 ) has at least one solution such that moreover

$$
\begin{align*}
& u \in W^{1, \infty}\left(0, T ; L^{2}(D)\right) \cap H^{1}(0, T ; W),  \tag{2.64}\\
& w \in L^{2}(\Gamma, B V(0, T)) . \tag{2.65}
\end{align*}
$$

Proof. $\forall m \in \mathbb{N}$ we introduce to mean a time-discretized problem (P2) ${ }_{m}$ similar to $(\mathrm{P} 1)_{m}$; also ( P 2$)_{m}$ has one (and only one) solution. Taking the incremental ration w.r.t. time in the approximate equation and using the procedure of Proposition 1, we get the following estimates

$$
\begin{align*}
& \left\|u_{m}\right\|_{W^{1, \infty}\left(0, T ; L^{2}(D)\right) \cap H^{1}(0, T ; W)} \leqq C ;  \tag{2.66}\\
& \left\|\hat{u}_{m}\right\|_{H^{r}(0, T ; W)} \leqq C \quad \forall r<\frac{1}{2} .
\end{align*}
$$

The approximate equation has the form

$$
\begin{equation*}
\left.u_{m t}+A \hat{u}_{m}+\gamma^{*} \hat{w}_{m}=\hat{f}_{m} \quad \text { in } W^{\prime} \text {, a.e. in }\right] 0, T[ \tag{2.68}
\end{equation*}
$$

(notations are as in the proof of Theorem 1). (2.25) yields

$$
\begin{align*}
\left\|w_{m}\right\|_{L^{2}(\Gamma ; B V(0, T))} & =\left\|w_{m}\right\|_{L^{2}\left(\Gamma ; W^{1.1}(0, T)\right)}  \tag{2.69}\\
& \leqq \frac{2}{\rho_{2}-\rho_{1}}\left\|\gamma u_{m}\right\|_{L^{2}\left(\Gamma ; W^{1,1}(0, T)\right)}+2(\operatorname{meas}(\Gamma))^{1 / 2} \\
& \leqq C_{1}\left\|u_{m}\right\|_{H^{1}(0, T ; W)}+C_{2} \leqq C .
\end{align*}
$$

Therefore there exist $u, w$ such that

$$
\begin{align*}
& u_{m} \rightarrow u \text { in } W^{1, \infty}\left(0, T ; L^{2}(D)\right) \text { weak star, in } H^{1}(0, T ; W) \text { weak; }  \tag{2.70}\\
& \hat{u}_{m} \rightarrow u \text { in } H^{r}(0, T ; W) \text { weak } \forall r<\frac{1}{2} ; \\
& w_{m} \rightarrow w \text { in } L^{2}(\Gamma ; B V(0, T)) \text { weak star; } \\
& w_{m} \rightarrow w, \hat{w}_{m} \rightarrow w \text { in } L^{\infty}(Q) \text { weak star. }
\end{align*}
$$

Taking $m \rightarrow \infty$ in (2.68) we get (2.61). (2.70) yields

$$
\begin{equation*}
\gamma u_{m} \rightarrow \gamma u \text { in } H^{1}\left(0, T ; H^{1 / 2}(\Gamma)\right) \text { weak } \tag{2.74}
\end{equation*}
$$

and as $\alpha$ and $\beta$ are Lipschitz-continuous we get also

$$
\begin{gather*}
\alpha\left(\gamma \hat{u}_{m}\right) \rightarrow \alpha(\gamma u) \text { in } H^{r}\left(0, T ; L^{2}(\Gamma)\right) \cap L^{2}\left(0, T ; H^{1 / 2}(\Gamma)\right) \text { weak, } \forall r<\frac{1}{2} \text {; }  \tag{2.75}\\
\beta\left(\gamma u_{m}\right) \rightarrow \beta(\gamma u) \text { in } H^{1}\left(0, T ; L^{2}(\Gamma)\right) \cap L^{2}\left(0, T ; H^{1 / 2}(\Gamma)\right) \text { weak. } \tag{2.76}
\end{gather*}
$$

This allows us to prove (2.59) and (2.60) by a procedure analogous to that of the proof of Theorem 1.

Remark. (2.63) is equivalent to the existence of a positive constant $C$ such that

$$
\begin{equation*}
\left|V_{V^{\prime}}\left\langle f(0)+A u^{0}+\gamma^{*} w^{0}, v\right\rangle_{V}\right|_{\leqq C}\|v\|_{L^{2}(D)} \quad \forall v \in V ; \tag{2.77}
\end{equation*}
$$

thus if $f(0) \in V^{\prime}$ is of the form

$$
\begin{equation*}
v^{\prime}\langle f(0), v\rangle_{V}=\int_{D} \varphi \cdot v d x+_{H^{-1 / 2}(\Gamma)}\langle\psi, \psi v\rangle_{H^{1 / 2}}(\Gamma) \quad \forall v \in V \tag{2.78}
\end{equation*}
$$

with $\varphi \in L^{2}(D)$ and $\psi \in H^{-1 / 2}(\Gamma)$, then (2.63) is equivalent to

$$
\begin{align*}
& -\Delta u^{0}+\varphi \in L^{2}(D) \quad \text { i.e. } \Delta u^{0} \in L^{2}(D) \\
& \frac{\partial u^{0}}{\partial \nu}+w^{0}+\psi=0 \quad \text { in } H^{-1 / 2}(\Gamma) \tag{2.79}
\end{align*}
$$

Remark. Theorems 1 and 2 can be extended to the case in which $D_{t}-\Delta$ is replaced by a nonlinear strictly parabolic operator.
3) We shall give a weak formulation of (1.3), (1.19). We introduce the interpolation spaces $H_{00}^{1}{ }^{2}(D)=\left[L^{2}(D), V\right]_{1 / 2},\left(H_{06}^{1}{ }^{2}(D)\right)^{\prime}=\left[V^{\prime}, L^{2}(D)\right]_{1 / 2}$ as in [8, Chap. 1]. Assume that (2.1) and (2.2) hold with moreover

$$
\begin{equation*}
u^{0} \in H_{00}^{1 / 2}(D) ; \tag{2.80}
\end{equation*}
$$

let

$$
\begin{equation*}
u^{1} \in\left(H_{00}^{1 / 2}(D)\right)^{\prime} \tag{2.81}
\end{equation*}
$$

(P3) Find $u \in L^{2}(0, T ; V) \cap H^{2}\left(0, T ; V^{\prime}\right)$ and $w \in L^{\infty}(Q)$ such that $w(x, \cdot) \in$ $B V(0, T)$ a.e. in $D$ and

$$
\begin{align*}
& w \in S(\alpha(u)) \text { a.e. in } Q  \tag{2.82}\\
& { }_{\left(C^{0}([0, T])\right)}\left\langle w_{t}, \beta(u)-v\right\rangle_{C^{0}([0, T])} \geqq 0 \\
& \quad \forall v \in C^{0}([0, T]) \text { such that } \rho_{1} \leqq v \leqq \rho_{2}, \quad \text { a.e. in } D ;
\end{align*}
$$

$$
\begin{align*}
& \lim _{t \rightarrow 0^{+}}\left[w(x, t)-w^{0}(x)\right] \cdot\left[\beta\left(u^{0}(x)\right)-v\right] \geqq 0 \quad \forall v \in\left[\rho_{1}, \rho_{2}\right], \text { a.e. in } D ;  \tag{2.84}\\
& u_{t t}+A u+w=f \\
& u(x, 0)=u^{0}(x) \\
& \left.u V^{\prime}, \text { a.e. in }\right] 0, T[; \\
& u_{t}(x, 0)=u^{1}(x) \\
& \text { a.e. in } D ;
\end{align*}
$$

Remark. $u \in L^{2}(0, T ; V) \cap H^{2}\left(0, T ; V^{\prime}\right)$ entails $u \in H^{1}\left(0, T ; L^{2}(D)\right)$, hence $\beta(u(x, \cdot)) \in C^{0}([0, T])$ a.e. in $D$; moreover $L^{2}(0, T ; V) \cap H^{1}\left(0, T ; L^{2}(D)\right) \subset$ $C^{0}\left([0, T] ; H_{00}^{1 / 2}(D)\right)$ and $H^{1}\left(0, T ; L^{2}(D)\right) \cap H^{2}\left(0, T ; V^{\prime}\right) \subset C^{1}\left([0, T] ;\left(H_{00}^{1}{ }^{2}(D)\right)^{\prime}\right)$. Therefore (2.83), (2.86) and (2.87) are meaningful; furthermore (2.83) can be written equivalently in the form (1.15) a.e. in $D$, as $\beta(u) \in W^{1,1}(0, T)$ a.e. in $D$.

Theorem 3. Assume that (2.1), (2.2) hold and that

$$
\begin{align*}
& u^{0} \in V  \tag{2.88}\\
& u^{1} \in L^{2}(D) . \tag{2.89}
\end{align*}
$$

Then problem (P3) has at least one solution such that

$$
\begin{align*}
& u \in C_{S}^{1}\left([0, T] ; L^{2}(D)\right) \cap C_{S}^{0}([0, T] ; V)  \tag{2.90}\\
& w \in L^{2}(D ; B V(0, T)) \tag{2.91}
\end{align*}
$$

(where $\left.C_{2}^{1}\left([0, T] ; L^{2}(D)\right)=\left\{v \in C_{S}^{0}\left([0, T] ; L^{2}(D)\right) \mid v_{t} \in C_{S}^{0}\left([0, T] ; L^{2}(D)\right)\right\}\right)$.
Proof. Let $m \in \mathbb{N}, k=T / m$. Set

$$
\begin{equation*}
f_{m}^{n}=\frac{1}{k} \int_{(n-1) k}^{n k} f(t) d t \text { in } V^{\prime} \quad \text { for } n=1, \cdots, m \tag{2.92}
\end{equation*}
$$

Remember the definition (2.14).
(P3) ${ }_{m}$ Find $u_{m}^{n} \in V, w_{m}^{n} \in L^{2}(D)$ for $n=1, \cdots, m$ such that, setting $u_{m}^{0}=u^{0}, w_{m}^{0}=w^{0}$, $z_{m}^{0}=u^{1}, z_{m}^{n}=\left(u_{m}^{n}-u_{m}^{n-1}\right) / k$ for $n=1, \cdots, m$ a.e. in $D$,

$$
\begin{align*}
& \frac{z_{m}^{n}-z_{m}^{n-1}}{k}+A u_{m}^{n}+w_{m}^{n}=f_{m}^{n} \quad \text { in } V^{\prime}, \text { for } n=1, \cdots, m ;  \tag{2.93}\\
& w_{m}^{n} \in K\left(u_{m}^{n}, w_{m}^{n-1}\right) \text { a.e. in } D, \text { for } n=1, \cdots, m \tag{2.94}
\end{align*}
$$

$\forall m \in \mathbb{N},(\mathrm{P} 3)_{m}$ has one (and only one) solution, which can be constructed step by step as for (P1) ${ }_{m}$.

Take a generic $l \in\{1, \cdots, m\}$, multiply (2.93) by $u_{m}^{n}-u_{m}^{n-1}$ and sum for $n=1, \cdots, l$. Notice that

$$
\begin{align*}
& \sum_{n=1}^{l} \int_{D} \frac{z_{m}^{n}-z_{m}^{n-1}}{k} \cdot\left(u_{m}^{n}-u_{m}^{n-1}\right) d x  \tag{2.95}\\
& \quad=\sum_{n=1}^{l} \int_{D}\left(z_{m}^{n}-z_{m}^{n-1}\right) z_{m}^{n} d x \\
& \quad \geqq \frac{1}{2} \sum_{n=1}^{l}\left(\left\|z_{m}^{n}\right\|_{L^{2}(D)}^{2}-\left\|z_{m}^{n-1}\right\|_{L^{2}(D)}^{2}\right)=\frac{1}{2}\left\|z_{m}^{l}\right\|_{L^{2}(D)}^{2}-\frac{1}{2}\left\|u^{1}\right\|_{L^{2}(D)}^{2}
\end{align*}
$$

Thus by (2.17)-(2.21) we get (2.23) and

$$
\begin{equation*}
\max _{n=0, \cdots, m}\left\|\frac{u_{m}^{n}-u_{m}^{n-1}}{k}\right\|_{L^{2}(D)} \leqq C . \tag{2.96}
\end{equation*}
$$

Therefore, using the notation of the proof of Theorem 1, we have (2.31)-(2.34) and

$$
\begin{equation*}
u_{m} \rightarrow u \quad \text { in } W^{1, \infty}\left(0, T ; L^{2}(D)\right) \text { weak star. } \tag{2.97}
\end{equation*}
$$

The rest of the proof follows as in (2.35)-(2.44); just remark that by (2.85) $u_{t t} \in$ $L^{\infty}\left(0, T ; V^{\prime}\right)$, hence $u_{t} \in L^{\infty}\left(0, T ; L^{2}(D)\right) \cap C^{0}\left([0, T] ; V^{\prime}\right) \subset C_{S}^{0}\left([0, T] ; L^{2}(D)\right)$ by Lemma 1.
3. Jump with anticipation.

1) Let (2.1) hold and

$$
\begin{equation*}
u^{0} \in L^{2}(D) \tag{3.1}
\end{equation*}
$$

We introduce a weak formulation of (1.17), (1.15).
(P4) Find $u \in L^{2}(0, T ; V) \cap H^{1}\left(0, T ; V^{\prime}\right)\left(\subset C^{0}\left([0, T] ; L^{2}(D)\right)\right)$ and $w \in L^{\infty}(Q)$ such that $\beta(u) \in W^{1,1}\left(0, T ; L^{1}(D)\right)$ and

$$
\begin{array}{ll}
w \in S(\alpha(u)) & \text { a.e. in } Q \\
w \in S\left(\beta(u)_{t}\right) & \text { a.e. in } Q \\
u_{t}+A u+w=f & \text { in } \left.V^{\prime}, \text { a.e. in }\right] 0, T[, \\
u(x, 0)=u^{0}(x) & \text { a.e. in } D . \tag{3.5}
\end{array}
$$

Theorem 4. Assume that (2.8) holds and that

$$
\begin{equation*}
f \in L^{2}(Q) \tag{3.6}
\end{equation*}
$$

Then problem (P4) has at least one solution such that moreover

$$
\begin{equation*}
u \in H^{1}\left(0, T ; L^{2}(D)\right) \cap C_{S}^{0}([0, T] ; V) \cap L^{2}\left(0, T ; H^{2}(D)\right) \tag{3.7}
\end{equation*}
$$

Proof. Set

$$
\begin{equation*}
L(\xi, \eta)=S(\xi-\beta(\eta)) \quad \forall \xi, \eta \in \mathbb{R} \tag{3.8}
\end{equation*}
$$

Let $m \in \mathbb{N}, k=T / m$. Set

$$
\begin{equation*}
f_{m}^{n}(x)=\frac{1}{k} \int_{(n-1) k}^{n k} f(x, t) d t \quad \text { a.e. in } D, \text { for } n=1, \cdots, m . \tag{3.9}
\end{equation*}
$$

(P4) ${ }_{m}$ Find $u_{m}^{n} \in V, w_{m}^{n} \in L^{\infty}(D)$ for $n=1, \cdots, m$, such that, setting $u_{m}^{0}=u^{0}$ a.e. in D,

$$
\begin{array}{ll}
\frac{u_{m}^{n}-u_{m}^{n-1}}{k}+A u_{m}^{n}+w_{m}^{n}=f_{m}^{n} & \text { in } V^{\prime}, \text { for } n=1, \cdots, m ; \\
w_{m}^{n} \in L\left(u_{m}^{n}, u_{m}^{n-1}\right) & \text { a.e. in } D, \text { for } n=1, \cdots, m . \tag{3.11}
\end{array}
$$

$\forall m \in \mathbb{N},(\mathrm{P} 4)_{m}$ has one (and only one) solution, which can be constructed step by step as for (P1) ${ }_{m}$. A priori estimates (2.22) and (2.23) can be obtained by the procedure (2.17)-(2.21); but here there is no reason for having (2.26). Using the notation introduced in the proof of Theorem 1, (3.10) can be written in the form

$$
\begin{equation*}
\left.u_{m t}+A \hat{u}_{m}+\hat{w}_{m}=\hat{f}_{m} \quad \text { in } V^{\prime}, \text { a.e. in }\right] 0, T[ \tag{3.12}
\end{equation*}
$$

as $\left\|\hat{f}_{m}\right\|_{L^{2}(Q)} \leqq C$, comparison in (3.12) yields $\left\|A \hat{u}_{m}\right\|_{L^{2}(Q)} \leqq C$, whence

$$
\begin{equation*}
\left\|\hat{u}_{m}\right\|_{L^{2}\left(0, T ; H^{2}(D)\right)} \leqq C . \tag{3.13}
\end{equation*}
$$

Therefore there exist $u, w, \xi$ such that, possibly taking subsequences

$$
\begin{array}{ll}
u_{m} \rightarrow u & \text { in } H^{1}\left(0, T ; L^{2}(D)\right) \cap L^{2}\left(0, T ; H^{2}(D)\right) \text { weak, } \\
& \text { in } L^{\infty}(0, T ; V) \text { weak star; } \\
\hat{u}_{m} \rightarrow u & \text { in } H^{r}\left(0, T ; L^{2}(D)\right) \cap L^{2}\left(0, T ; H^{2}(D)\right) \text { weak } \forall r<\frac{1}{2}, \\
& \text { in } L^{\infty}(0, T ; V) \text { weak star; } \\
w_{m} \rightarrow w \text { and } \hat{w}_{m} \rightarrow w \text { in } L^{\infty}(Q) \text { weak star; } \\
u_{m}(T) \rightarrow \xi \text { in } V \text { weak. } \tag{3.17}
\end{array}
$$

Thus also (2.35) and (2.36) hold; by (3.11) we have (2.37), whence (3.2) by the procedure (2.38)-(2.40). Let $\pi$ denote the operator which extends any function defined in $[0, T]$ with value 0 in $\mathbb{R} \backslash[0, T]$; (3.12) can be written in the form

$$
\begin{equation*}
\left(\pi u_{m}\right)_{t}+\pi A \hat{u}_{m}+\pi \hat{w}_{m}=\pi \hat{f}_{m}+u_{m}(0) \delta_{0}(t)-u_{m}(T) \delta_{0}(t-T) \quad \text { in }(\mathscr{D}(0, T ; V))^{\prime} \tag{3.18}
\end{equation*}
$$

(where $\delta_{0}$ denotes the Dirac mass in 0 ); taking $m \rightarrow \infty$ we get

$$
\begin{equation*}
(\pi u)_{t}+A u+\pi w=f+u^{0} \delta_{0}(t)-\xi \delta_{0}(t-T) \quad \text { in }(\mathscr{D}(0, T ; V))^{\prime} \tag{3.19}
\end{equation*}
$$

whence (3.4), (3.5) and

$$
\begin{equation*}
u(T)=\xi \quad \text { a.e. in } D \tag{3.20}
\end{equation*}
$$

Notice that, by the regularity of $f,(3.4)$ can be written in the form

$$
\begin{equation*}
u_{t}-\Delta u+w=f \quad \text { a.e. in } Q . \tag{3.21}
\end{equation*}
$$

Besides the notation introduced in the proof of Theorem 1, let $b_{m}(x, t)$ denote the function obtained by linear interpolation of the values $b_{m}(x, n k)=\beta\left(u_{m}^{n}(x)\right)$ for $n=$ $0, \cdots, m$ a.e. in $D$. As $\beta$ is Lipschitz-continuous, by (3.14) we have
(3.22) $\quad b_{m} \rightarrow \beta(u)$ in $H^{1}\left(0, T ; L^{2}(D)\right)$ weak, in $L^{\infty}(0, T ; V)$ weak star.
(3.11) yields

$$
\begin{align*}
& w_{m}^{n} \in S\left(\alpha\left(u_{m}^{n}\right)\right) \quad \text { for } n=1, \cdots, m  \tag{3.23}\\
& w_{m}^{n} \in S\left(\beta\left(u_{m}^{n}\right)-\beta\left(u_{m}^{n-1}\right)\right) \quad \text { for } n=1, \cdots, m \tag{3.24}
\end{align*}
$$

therefore

$$
\begin{align*}
\sum_{n=1}^{m} \int_{D} w_{m}^{n} & \left(u_{m}^{n}-u_{m}^{n-1}\right) d x  \tag{3.25}\\
& =\sum_{n=1}^{m} \int_{D} w_{m}^{n}\left[\beta\left(u_{m}^{n}\right)-\beta\left(u_{m}^{n-1}\right)\right] d x+\sum_{n=1}^{m} \int_{D} w_{m}^{n}\left[\alpha\left(u_{m}^{n}\right)-\alpha\left(u_{m}^{n-1}\right)\right] d x \\
& \geqq \sum_{n=1}^{m}\left\|\beta\left(u_{m}^{n}\right)-\beta\left(u_{m}^{n-1}\right)\right\|_{L^{1}(D)}+\sum_{n=1}^{m}\left(\left\|\alpha\left(u_{m}^{n}\right)\right\|_{L^{1}(D)}-\left\|\alpha\left(u_{m}^{n-1}\right)\right\|_{L^{1}(D)}\right) \\
\quad= & k \sum_{n=1}^{m}\left\|\frac{\beta\left(u_{m}^{n}\right)-\beta\left(u_{m}^{n-1}\right)}{k}\right\|_{L^{1}(D)}+\left\|\alpha\left(u_{m}^{n}\right)\right\|_{L^{1}(D)}-\left\|\alpha\left(u^{0}\right)\right\|_{L^{1}(D)} ;
\end{align*}
$$

thus multiplying (3.10) by $u_{m}^{n}-u_{m}^{n-1}$ and summing for $n=1, \cdots, m$, we get

$$
\begin{align*}
\left\|u_{m t}\right\|_{L^{2}(Q)}^{2}+\frac{1}{2}\left\|\hat{u}_{m}(T)\right\|_{V}^{2}-\frac{1}{2}\left\|u^{0}\right\|_{V}^{2}+\left\|b_{m t}\right\|_{L^{1}(Q)}+\left\|\alpha\left(u_{m}(T)\right)\right\|_{L^{1}(D)}  \tag{3.26}\\
-\left\|\alpha\left(u^{0}\right)\right\|_{L^{1}(D)} \leqq \iint_{Q} \hat{f}_{m} \cdot u_{m t} d x d t
\end{align*}
$$

whence taking $m \rightarrow \infty$ and using the lower semicontinuity of norms

$$
\begin{align*}
&\left\|u_{t}\right\|_{L^{2}(Q)}^{2}+\frac{1}{2}\|u(T)\|_{V}^{2}-\frac{1}{2}\left\|u^{0}\right\|_{V}^{2}+\| \beta(u)_{t}\left\|_{L^{1}(Q)}+\right\| \alpha(u(T)) \|_{L^{1}(D)}  \tag{3.27}\\
&-\left\|\alpha\left(u^{0}\right)\right\|_{L^{1}(D)} \leqq \iint_{Q} f \cdot u_{t} d x d t
\end{align*}
$$

Now multiply (3.4) by $u_{t} \in L^{2}(Q)$ and integrate w.r.t. space and time; using (3.2) we get

$$
\begin{align*}
&\left\|u_{t}\right\|_{L^{2}(Q)}^{2}+\frac{1}{2}\|u(T)\|_{V}^{2}-\frac{1}{2}\left\|u^{0}\right\|_{V}^{2}+\iint_{Q} w \cdot \beta(u)_{t} d x d t  \tag{3.28}\\
&+\|\alpha(u(T))\|_{L^{1}(D)}-\left\|\alpha\left(u^{0}\right)\right\|_{L^{1}(D)}=\iint_{Q} f u_{t} d x d t
\end{align*}
$$

the comparison of the last two formulae yields

$$
\begin{equation*}
\iint_{Q} w \beta(u)_{t} d x d t \geqq\left\|\beta(u)_{t}\right\|_{L^{1}(D)} \tag{3.29}
\end{equation*}
$$

whence, as $|w| \leqq 1$ a.e. in $Q$,

$$
\begin{equation*}
\iint_{Q} w\left(\beta(u)_{t}-v\right) d x d t \geqq \iint_{Q}\left(\left|\beta(u)_{t}\right|-|v|\right) d x d t \quad \forall v \in L^{1}(Q) \tag{3.30}
\end{equation*}
$$

that is (3.3). Finally by Lemma 1 we get $u \in C_{S}^{0}([0, T] ; V)$.

Proposition 2. Assume that (2.8) and (2.9) hold. Then problem (P4) has at least one solution such that moreover

$$
\begin{equation*}
u \in H^{1}\left(0, T ; L^{2}(D)\right) \cap C_{S}^{0}([0, T] ; V) \tag{3.31}
\end{equation*}
$$

Proof. As for Theorem 4, with the exception of (3.13); hence a priori $u_{m}$ and $\hat{u}_{m}$ do not converge in $L^{2}\left(0, T ; H^{2}(D)\right)$ weak and the equation (3.4) does not hold a.e. in $Q$. Therefore in this case the multiplication of (3.4) by $u_{t} \notin L^{2}(0, T ; V)$ is only formal. In order to make it rigorous, convolution with a regularizing kernel can be used, as in [7, Chap. 1, §1.8] (we shall give more details about this technique in the proof of Theorem 6).

We give a regularity result.
Proposition 3. Assume that (2.8), (2.46) and (2.47) hold. Then (P4) has at least one solution such that moreover

$$
\begin{equation*}
u \in W^{1, \infty}\left(0, T ; L^{2}(D)\right) \cap H^{1}(0, T ; V) \tag{3.32}
\end{equation*}
$$

Proof. For the solutions of the approximate problems ( P 3$)_{m}$ 's the stronger a priori estimate (2.54) can be proved as for Proposition 1 (notice that (2.51) holds also in this case). Thus we get in particular $u \in H^{1}(0, T ; V)$; hence (3.4) can be multiplied by $u_{t}$.
2) We introduce another weak formulation of (1.17), (1.15). Let (2.8) and (2.9) hold.
$(\mathrm{P} 4)^{\prime}$ Find $u \in H^{1}\left(0, T ; L^{2}(D)\right) \cap L^{\infty}(0, T ; V)\left(\subset C_{S}^{0}([0, T] ; V)\right)$ such that

$$
\begin{align*}
& \iint_{Q}\left[u_{t}(\alpha(u)-v)+\bar{\nabla} u \cdot \bar{\nabla}(\alpha(u)-v)\right] d x d t+\iint_{Q}(|\alpha(u)|-|v|) d x d t  \tag{3.33}\\
& \quad \leqq \int_{0}^{T} v^{\prime}\langle f, \alpha(u)-v\rangle_{V} d t \quad \forall v \in L^{2}(0, T ; V), \\
& \iint_{Q} u_{t}\left(u_{t}-v\right) d x d t+\frac{1}{2} \int_{D}\left(|\bar{\nabla} u(T)|^{2}-\left|\nabla u^{0}\right|^{2}\right) d x-\iint_{Q} \bar{\nabla} u \cdot \bar{\nabla} v d x d t \\
& \quad+\iint_{Q}\left(\left|\beta(u)_{t}\right|-|v|\right) d x d t+\int_{D}\left(|\alpha(u(T))|-\left|\alpha\left(u^{0}\right)\right|\right) d x  \tag{3.34}\\
& \leqq \iint_{Q} f_{1}\left(u_{t}-v\right) d x d t+{V^{\prime}}\left\langle f_{2}(T), u(T)\right\rangle_{V^{-}}{ }_{V^{\prime}}\left\langle f_{2}(0), u^{0}\right\rangle_{V} \\
& \quad-\int_{0}^{T} v^{\prime}\left\langle f_{2 t}, u\right\rangle_{V} d t-\int_{0}^{T}\left\langle f_{2}, v\right\rangle_{V} d t \quad \forall v \in L^{2}(0, T ; V)
\end{align*}
$$

Remark. A system of variational inequalities was used also in [11] for the weak formulation of (1.3) coupled with (1.20).

Proposition 4. Assume that (2.8) and (2.9) hold. Then problem (P4)' has at least one solution.

Proof. Quite similar to that of Theorem 4.
Proposition 5. Assume that (2.8) holds and that

$$
\begin{equation*}
f \in L^{2}(Q) \cap W^{1,1}\left(0, T ; V^{\prime}\right) \tag{3.35}
\end{equation*}
$$

Then any solution of problem ( P 4 ) also solves $(\mathrm{P} 4)^{\prime}$.
Proof. (3.2) and (3.4) are equivalent to (3.33). As $f-w \in L^{2}(Q)$ then $u \in$ $H^{1}\left(0, T ; L^{2}(D)\right) \cap L^{2}\left(0, T ; H^{2}(D)\right)$ and (3.4) can be written in the form

$$
\begin{equation*}
u_{t}-\Delta u+w=f \quad \text { a.e. in } Q . \tag{3.36}
\end{equation*}
$$

Multiply this by $u_{t}-v \in L^{2}(Q)$, for a generic $v \in L^{2}(0, T ; V)$; notice that

$$
\begin{equation*}
\iint_{Q}-\Delta u u_{t} d x d t=\iint_{Q} \bar{\nabla} u \cdot \bar{\nabla} u_{t} d x d t=\frac{1}{2} \int_{D}\left(|\bar{\nabla} u(T)|^{2}-\left|\bar{\nabla} u^{0}\right|^{2}\right) d x \tag{3.37}
\end{equation*}
$$

and that by (3.2), (3.3)

$$
\begin{align*}
\iint_{Q} w\left(u_{t}-v\right) d x d t & =\iint_{Q} w \alpha(u)_{t} d x d t+\iint_{Q} w\left(\beta(u)_{t}-v\right) d x d t  \tag{3.38}\\
& \geqq \int_{D}\left(|\alpha(u(T))|-\left|\alpha\left(u^{0}\right)\right|\right) d x+\iint_{Q}\left(\left|\beta(u)_{t}\right|-|v|\right) d x d t
\end{align*}
$$

thus we get (3.34).
3) Assume that (2.1) and (3.1) hold. We introduce a weak formulation of (1.18), (1.15).
(P5) Find $u \in L^{2}(0, T ; W) \cap H^{1}\left(0, T ; W^{\prime}\right)\left(\subset C^{0}\left([0, T] ; L^{2}(D)\right)\right)$ and $w \in L^{\infty}(\Sigma)$ such that $\beta(\gamma u) \in W^{1,1}\left(0, T ; L^{1}(\Gamma)\right)$ and

$$
\begin{array}{ll}
w \in S(\alpha(\omega)) & \text { a.e. on } \Sigma ; \\
w \in S\left(\beta(\gamma u)_{t}\right) & \text { a.e. on } \Sigma ; \\
u_{t}+A u+\gamma^{*} w=f & \text { in } \left.W^{\prime} \text {, a.e. in }\right] 0, T[ \\
u(x, 0)=u^{0}(x) & \text { a.e. in } D . \tag{3.42}
\end{array}
$$

Remark. It is possible to introduce a different setting, analogous to problem (P4)', and to prove results similar to Propositions 4 and 5.

Theorem 5. Assume that (2.8), (2.47) and (2.63) hold. Then problem (P5) has at least one solution such that moreover

$$
\begin{equation*}
u \in W^{1, \infty}\left(0, T ; L^{2}(D)\right) \cap H^{1}(0, T ; W) \tag{3.43}
\end{equation*}
$$

Proof. $\forall m \in \mathbb{N}$ we introduce a time-discretized problem (P5) ${ }_{m}$ similar to (P4) ${ }_{m}$; also (P5) $m_{m}$ has one (and only one) solution, which can be constructed step by step. Taking the incremental ratio in the approximate equation and using a procedure similar to that of Proposition 1, we get the a priori estimates (2.66), (2.67) for the equation (2.68). Therefore there exist $u, w$ such that possibly taking subsequences (2.70), (2.71) and (2.73) hold. Taking $m \rightarrow \infty$ in (2.68) we get (3.41). We have also (2.75) and (2.76). Therefore we can show (3.39) and (3.40) by a procedure similar to that used in the proof of Theorem 4 (just notice that the regularity $u \in H^{1}(0, T ; W)$ is sufficient for multiplying (3.41) by $u_{t}$ ).
4) Assume that (2.1), (2.80) and (2.81) hold. We introduce a weak formulation of (1.19), (1.15).
(P6) Find $u \in L^{2}(0, T ; V) \cap H^{2}\left(0, T ; V^{\prime}\right)$ and $w \in L^{\infty}(Q)$ such that

$$
\begin{array}{ll}
w \in S(\alpha(u)) & \text { a.e. in } Q ; \\
w \in S\left(\beta(u)_{t}\right) & \text { a.e. in } Q ; \\
u_{t t}+A u+w=f & \text { in } \left.V^{\prime}, \text { a.e. in }\right] 0, T[; \\
u(x, 0)=u^{0}(x) & \text { a.e. in } D ; \\
u_{t}(x, 0)=u^{1}(x) & \text { in } V^{\prime} . \tag{3.48}
\end{array}
$$

See the remark following (P3).
Theorem 6. Assume that (2.1), (2.88) and (2.89) hold. Then problem (P6) has at least one solution such that moreover

$$
\begin{equation*}
u \in C_{S}^{1}\left([0, T] ; L^{2}(D)\right) \cap C_{S}^{0}([0, T] ; V) \tag{3.49}
\end{equation*}
$$

Proof. $\forall m \in \mathbb{N}$ we introduce a time discretized problem (P6) ${ }_{m}$ similar to ( P 3$)_{m}$, with (2.94) replaced by (3.11); also (P6) $m_{m}$ has one (and only one) solution. Using the notations introduced in the proof of Theorem 1, the approximated equation can be written in the form

$$
\begin{equation*}
u_{m t t}+A \hat{u}_{m}+\hat{w}_{m}=\hat{f}_{m} \quad \text { in } V^{\prime}, \text { for } n=1, \cdots, m . \tag{3.50}
\end{equation*}
$$

Multiplying the discretized equation by $u_{m}^{n}-u_{m}^{n-1}$, summing for $n=1, \cdots, l$ and using (2.17)-(2.21) and (2.95) we get

$$
\begin{align*}
& \left\|u_{m}\right\|_{W^{1, \infty}\left(0, T ; L^{2}(D)\right) \cap L^{\infty}(0, T ; V)} \leqq C,  \tag{3.51}\\
& \left\|\hat{u}_{m}\right\|_{L^{\infty}(0, T ; V)} \leqq C . \tag{3.52}
\end{align*}
$$

Fix a generic $\tilde{t} \in] 0, t]$. By the above estimates there exist $u, w, \xi, \eta$ such that possibly taking subsequences

$$
\begin{array}{lll}
(3.53) & u_{m} \rightarrow u & \text { in } W^{1, \infty}\left(0, T ; L^{2}(D)\right) \cap L^{\infty}(0, T ; V) \text { weak star, } \\
(3.54) & \hat{u}_{m} \rightarrow u & \text { in } L^{\infty}(0, T ; V) \text { weak star; } \\
(3.55) & w_{m} \rightarrow w, \hat{w}_{m} \rightarrow w & \text { in } L^{\infty}(Q) \text { weak star; } \\
(3.56) & u_{m}(\tilde{t}) \rightarrow \xi & \text { in } V \text { weak; } \\
(3.57) & u_{m t}(\tilde{t}) \rightarrow \eta & \text { in } L^{2}(D) \text { weak. } \tag{3.56}
\end{array}
$$

By the procedure of (3.18)-(3.20), we get (3.46) and

$$
\begin{equation*}
\eta=u_{t}(\tilde{t}) \quad \text { a.e. in } D \tag{3.58}
\end{equation*}
$$

integrating (3.50) w.r.t. time and repeating the same procedure we obtain

$$
\begin{equation*}
\xi=u(\tilde{t}) \quad \text { a.e. in } D . \tag{3.59}
\end{equation*}
$$

Multiplying (3.50) by $u_{m t} \in L^{2}(0, T ; V)$ and integrating in $] 0, \tilde{t}[$ we get (cf. (3.25), (3.26))

$$
\begin{align*}
& \frac{1}{2}\left\|u_{m t}(\tilde{t})\right\|_{L^{2}(D)}^{2}-\frac{1}{2}\left\|u^{1}\right\|_{L^{2}(D)}^{2}+\frac{1}{2}\left\|u_{m}(\tilde{t})\right\|_{V}^{2}-\frac{1}{2}\left\|u^{0}\right\|_{V}^{2}  \tag{3.60}\\
& \quad+\int_{0}^{\tilde{t}}\left\|b_{m t}\right\|_{L^{1}(D)} d \tau+\left\|\alpha\left(u_{m}(\tilde{t})\right)\right\|_{L^{1}(D)}-\left\|\alpha\left(u^{0}\right)\right\|_{L^{1}(D)} \leqq \int_{0}^{\tilde{t}} V^{\prime}\left\langle f_{m}, u_{m t}\right\rangle_{V} d \tau
\end{align*}
$$

whence taking $m \rightarrow \infty$ and using lower semicontinuity of norms (3.61)

$$
\begin{aligned}
& \frac{1}{2}\left\|u_{t}(\tilde{t})\right\|_{L^{2}(D)}^{2}-\frac{1}{2}\left\|u^{1}\right\|_{L^{2}(D)}^{2}+\frac{1}{2}\|u(\tilde{t})\|_{V^{-}}^{2}-\frac{1}{2}\left\|u^{0}\right\|_{V}^{2} \\
& \quad \quad \quad+\int_{0}^{\tilde{t}}\left\|\beta(u)_{t}\right\|_{L^{1}(D)} d \tau+\|\alpha(u(\tilde{t}))\|_{L^{1}(D)}-\|\alpha(0)\|_{L^{1}(D)} \\
& \quad \leqq \int_{0}^{\tilde{t}} d \tau \int_{D} f_{1} u_{t} d x+{ }_{V^{\prime}}\left\langle f_{2}(\tilde{t}), u(\tilde{t})\right\rangle_{V^{-}}{ }_{V^{\prime}}\left\langle f_{2}(0), u^{0}\right\rangle_{V^{\prime}}-\int_{0}^{\tilde{t}}{ }_{V^{\prime}}\left\langle f_{2 t}, u\right\rangle_{V^{2}} d \tau
\end{aligned}
$$

and this last holds for any $\tilde{t} \in] 0, T[$ (though the extracted subsequences may depend on $\tilde{t}$ ). Now we would like to multiply (3.46) by $u_{t}$ and to integrate w.r.t. time (similarly to the procedure used in the proof of Theorem 4); but this is only formal, as $u_{t} \notin L^{2}(0, T ; V)$ a priori. In order to make this rigorous, convolution with a regularizing kernel can be used; by the procedure of [7, Chap. 1, §1.8], one gets

$$
\begin{align*}
& \frac{1}{2}\left\|u_{t}(\tilde{t})\right\|_{L^{2}(D)}^{2}-\frac{1}{2}\left\|u_{t}(t)\right\|_{L^{2}(D)}^{2}+\frac{1}{2}\|u(\tilde{t})\|_{V}^{2}-\frac{1}{2}\|u(t)\|_{V}^{2}  \tag{3.62}\\
& \quad+\int_{t}^{\tilde{t}} d \tau \int_{D} w \beta(u)_{t} d x+\|\alpha(u(\tilde{t}))\|_{L^{1}(D)}-\|\alpha(u(t))\|_{L^{1}(D)} \\
& \quad=\int_{t}^{\tilde{t}} d \tau \int_{D} f_{1} u_{t} d x+{ }_{V^{\prime}}\left\langle f_{2}(\tilde{t}), u(\tilde{t})\right\rangle_{V^{-}}{ }_{V^{\prime}}\left\langle f_{2}(t), u(t)\right\rangle_{V^{-}}-\int_{t}^{\tilde{t}}{ }_{V^{\prime}}\left\langle f_{2 t}, u\right\rangle_{V} d \tau \\
& \quad \text { a.e. for } t, \tilde{t} \in] 0, T[.
\end{align*}
$$

Now let $t \rightarrow 0$. By Lemma $1 u_{t} \in C_{S}^{0}\left([0, T) ; L^{2}(D)\right)$ and $u \in C_{S}^{0}([0, T] ; V)$, hence $u_{t}(t) \rightarrow$ $u^{1}$ in $L^{2}(D)$ weak, $u(t) \rightarrow u^{0}$ in $V$ weak; therefore by the lower semicontinuity of norms we get

$$
\begin{align*}
& \frac{1}{2}\left\|u_{t}(\tilde{t})\right\|_{L^{2}(D)}^{2}-\frac{1}{2}\left\|u_{1}\right\|_{L^{2}(D)}^{2}+\frac{1}{2}\|u(\tilde{t})\|_{V^{-}}^{2}-\frac{1}{2}\left\|u^{0}\right\|_{V}^{2}  \tag{3.63}\\
& \quad+\int_{0}^{\tilde{t}} d \tau \int_{D} w \beta(u)_{t} d x+\|\alpha(u(\tilde{t}))\|_{L^{1}(D)}-\left\|\alpha\left(u^{0}\right)\right\|_{L^{1}(D)} \\
& \geqq \int_{0}^{\tilde{t}} d \tau \int_{D} f_{1} u_{t} d x+{ }_{V^{\prime}}\left\langle f_{2}(\tilde{t}), u(\tilde{t})\right\rangle_{V^{-}}{ }_{V^{\prime}}\left\langle f_{2}(0), u^{0}\right\rangle_{V^{-}}-\int_{0}^{\tilde{t}} V_{V^{\prime}}\left\langle f_{2 t}, u\right\rangle_{V} d \tau \\
& \quad \text { a.e. for } \tilde{t} \in] 0, T[
\end{align*}
$$

comparing (3.61) with (3.63) we get

$$
\begin{equation*}
\left.\int_{0}^{\tilde{t}} d \tau \int_{D} w \beta(u)_{t} d x \geqq \int_{0}^{\tilde{t}}\left\|\beta(u)_{t}\right\|_{L^{1}(D)} d \tau \quad \text { a.e. for } \tilde{t} \in\right] 0, T[ \tag{3.64}
\end{equation*}
$$

whence (3.30), i.e. (3.45)
Remark. As the system (1.15) is equivalent to (1.16), in (P4) we can replace (3.42), (3.44) by

$$
\begin{equation*}
w \in S\left(\alpha(u)+\beta(u)_{t}\right) \quad \text { a.e. in } Q \tag{3.65}
\end{equation*}
$$

eliminating $w$ by (3.4) and (3.65) we get

$$
\begin{equation*}
\left.u_{t}+A u+S\left(\alpha(u)+\beta(u)_{t}\right) \ni f \quad \text { in } V^{\prime}, \text { a.e. in }\right] 0, T[. \tag{3.66}
\end{equation*}
$$

Formally a solution $u$ of (3.66) can be interpreted as a fixed-point for the application

$$
\begin{equation*}
\left.\bar{u} \rightarrow \tilde{u} \quad \text { such that } \tilde{u}_{t}+A \tilde{u}+S\left(\tilde{u}-\beta(\bar{u})+\beta(\bar{u})_{t}\right) \ni f \quad \text { in } V^{\prime} \text {, a.e. in }\right] 0, T[ \tag{3.67}
\end{equation*}
$$

as well as for

$$
\begin{equation*}
\left.\bar{u} \rightarrow \tilde{u} \quad \text { such that } \tilde{u}_{t}+A \tilde{u}+S\left(\alpha(\bar{u})-\alpha(\bar{u})_{t}+\tilde{u}_{t}\right) \ni f \text { in } V^{\prime} \text {, a.e. in }\right] 0, T[ \tag{3.68}
\end{equation*}
$$

(where in both cases we have used the fact that $\alpha+\beta=$ Identity). (3.67) ((3.68)) corresponds to a variational inequality of the first type (of the second type, respectively). Therefore (3.66) can be regarded as a nonstandard nonstandard quasi-variational inequality.
4. Other results. Let $\rho_{1}$ and $\rho_{2}$ run along two sequences converging to the same limit, which we can assume to be zero: $\rho_{i j} \rightarrow 0$ as $j \rightarrow \infty$, for $i=1,2$; moreover let $\rho_{1 j} \leqq \rho_{2 j} \forall j$. Accordingly $\forall j \in \mathbb{N}$ define $\alpha_{j}$ and $\beta_{j}$ similarly to (1.8) and define ( $\left.\tilde{\mathrm{P}} 1\right)_{j}$ as (P1) with $\alpha$ and $\beta$ replaced by $\alpha_{j}$ and $\beta_{j}$.

Proposition 6. Assume that (2.1) holds and that

$$
\begin{equation*}
\forall j \in \mathbb{N} \quad w_{j}^{0} \in L^{\infty}(D) \text { and } w_{j}^{0} \in S\left(\alpha_{j}\left(u^{0}\right)\right) \quad \text { a.e. in } D ; \tag{4.1}
\end{equation*}
$$

$\forall j \in \mathbb{N}$ let $u_{j}$ be a solution of $(\tilde{\mathrm{P}} 1)_{j}$ (existing by Theorem 1$)$. Then

$$
\begin{equation*}
u_{j} \rightarrow u \text { in } L^{2}(0, T ; V) \cap H^{1}\left(0, T ; V^{1}\right) \text { weak, } \tag{4.2}
\end{equation*}
$$

where $u$ is the unique solution of the following variational inequality:
Find $u \in L^{2}(0, T ; V) \cap H^{1}\left(0, T ; V^{\prime}\right)\left(\subset C^{0}\left([0, T] ; L^{2}(D)\right)\right)$ such that

$$
\begin{gather*}
{ }_{v^{\prime}}\left\langle u_{t}, u-v\right\rangle_{V}+\int_{D} \bar{\nabla} u \cdot \bar{\nabla}(u-v) d x+\int_{D}(|u|-|v|) d x \leqq{ }_{V_{v}}\langle f, u-v\rangle_{V}  \tag{4.3}\\
\quad \forall v \in V \text { a.e. in }] 0, T[; \\
u(x, 0)=u^{0}(x) \quad \text { a.e. in } D . \tag{4.4}
\end{gather*}
$$

Proof. $\forall j \in \mathbb{N}$, multiplying the corresponding (2.6) by $u_{j}$ and integrating w.r.t. time, by a standard procedure (cf. (2.17)-(2.21)) we get

$$
\begin{equation*}
\left\|u_{j}\right\|_{L^{\infty}\left(0, T ; L^{2}(D)\right) \cap L^{2}(0, T ; V)} \leqq \text { constant independent of } j \tag{4.5}
\end{equation*}
$$

and then by comparison in (2.6)

$$
\begin{equation*}
\left\|u_{j}\right\|_{H^{1}\left(0, T ; V^{\prime}\right)} \leqq \text { constant independent of } j . \tag{4.6}
\end{equation*}
$$

Therefore there exists $u$ such that, possibly taking a subsequence,

$$
\begin{equation*}
u_{j} \rightarrow u \text { in } L^{2}(0, T ; V) \cap H^{1}\left(0, T ; V^{\prime}\right) \text { weak } \tag{4.7}
\end{equation*}
$$

hence

$$
\begin{equation*}
u_{j} \rightarrow u \text { in } L^{2}(Q) \text { strong, } \tag{4.8}
\end{equation*}
$$

whence, since $\lim _{j \rightarrow \infty} \alpha_{j}=$ identity uniformly in $\mathbb{R}$,

$$
\begin{equation*}
\alpha_{j}\left(u_{j}\right) \rightarrow u \quad \text { in } L^{2}(Q) \text { strong. } \tag{4.9}
\end{equation*}
$$

$\forall j \in \mathbb{N}$, multiplying the corresponding (2.6) by $u_{j}-v$ for a generic $v \in V$ and integrating w.r.t. time we get

$$
\begin{align*}
& \frac{1}{2}\left\|u_{j}(T)\right\|_{L^{2}(D)}^{2}-\frac{1}{2}\left\|u^{0}\right\|_{L^{2}(D)}^{2}-\int_{0}^{T}{ }_{V^{\prime}}\left\langle u_{j t}, v\right\rangle_{V} d t+\left\|u_{j}\right\|_{L^{2}(0, T ; V)}^{2}  \tag{4.10}\\
& \quad-\iint_{Q} \bar{\nabla} u_{j} \cdot \bar{\nabla} v d x+\iint_{Q} w_{j}\left(u_{j}-v\right) d x=\int_{0}^{T}{ }_{V^{\prime}}\left\langle f, u_{j}-v\right\rangle_{V} d t .
\end{align*}
$$

Notice that by (2.4) and (4.9)

$$
\begin{align*}
& \lim _{j \rightarrow \infty} \iint_{Q} w_{j}\left(u_{j}-v\right) d x d t  \tag{4.11}\\
& \quad=\lim _{j \rightarrow \infty} \iint_{Q} w_{j}\left(\alpha_{j}\left(u_{j}\right)-v\right) d x d t+\lim _{j \rightarrow \infty} \iint_{Q} w_{j}\left(u_{j}-\alpha_{j}\left(u_{j}\right)\right) d x d t \\
& \quad \geqq \iint_{Q}(|u|-|v|) d x d t
\end{align*}
$$

therefore taking the inferior limit as $j \rightarrow \infty$ in (4.10) we get

$$
\begin{align*}
& \frac{1}{2}\|u(T)\|_{L^{2}(D)}^{2}-\frac{1}{2}\left\|u^{0}\right\|_{L^{2}(D)}-\int_{0}^{T} V_{V^{\prime}}\left\langle u_{t}, v\right\rangle_{V} d t+\|u\|_{L^{2}(0, T ; V)}^{2}  \tag{4.12}\\
& \quad-\int_{Q} \bar{\nabla} u \cdot \bar{\nabla} v d x d t+\iint_{Q}(|u|-|v|) d x d t \leqq \int_{0}^{T} V^{\prime}\langle f, u-v\rangle_{V} d t \quad \forall v \in V
\end{align*}
$$

which is equivalent to (4.3) and (4.4). Uniqueness of the solution of (4.3), (4.4) entails the convergence of the whole sequence $\left\{u_{j}\right\}_{j \in \mathbb{N}}$.

Proposition 7. Assume that (2.1) and (2.2) hold. If

$$
\begin{equation*}
f \leqq 0 \text { in } \mathscr{D}^{\prime}(Q), \quad \rho_{2} \leqq 0, \quad u^{0} \leqq \rho_{2} \quad \text { a.e. in } D, \tag{4.13}
\end{equation*}
$$

then for any solution of problems (P1), (P2), (P3), and (P4)

$$
\begin{equation*}
u \leqq \rho_{2} \quad \text { a.e. in } D . \tag{4.14}
\end{equation*}
$$

Similarly if $f \geqq 0$ in $\mathscr{D}^{\prime}(Q), \rho_{1} \leqq 0, u^{0} \geqq \rho_{1}$ a.e. in $D$, then $u \geqq \rho_{1}$ a.e. in $D$.
Proof. For problem (P1) it is sufficient to multiply (2.6) against $\left(u-\rho_{2}\right)^{+}$in the first case, by $-\left(u-\rho_{1}\right)^{-}$in the second one, then to integrate in time. Proof is quite similar for (P2), (P3) and (P4).

For all of the above problems, uniqueness is an open question. We are just able to prove the following result.

Proposition 8. Assume that (2.1), (2.2), (2.8) hold and that

$$
\begin{equation*}
f=0 \text { a.e. in } Q, \rho_{1} \leqq 0 \leqq \rho_{2}, \rho_{1} \leqq u^{0} \leqq \rho_{2} \text { a.e. in } Q . \tag{4.15}
\end{equation*}
$$

Then problem (P4) has at most one solution such that $u \in H^{1}(0, T ; V)$.
Proof. Let ( $u_{1}, w_{1}$ ), ( $u_{2}, w_{2}$ ) be two solutions of (P4). By Proposition $7 \rho_{1} \leqq u_{i} \leqq \rho_{2}$ a.e. in $Q$, hence $\beta\left(u_{i}\right)=u_{i}$ a.e. in $Q$ for $i=1,2$. Take the difference of (2.6) written for $u_{1}$ and $u_{2}$, multiply it by $\left(u_{1}-u_{2}\right)_{t} \in L^{2}(0, T ; V)$ and integrate w.r.t. time. Notice that as $w_{i} \in S\left(\beta\left(u_{i}\right)_{t}\right)(i=1,2)$,

$$
\begin{equation*}
\iint_{Q}\left(w_{1}-w_{2}\right) \cdot\left(u_{1}-u_{2}\right)_{t} d x d t=\iint_{Q}\left(w_{1}-w_{2}\right) \cdot\left(\beta\left(u_{1}\right)_{t}-\beta\left(u_{2}\right)_{t}\right) d x d t \geqq 0 \tag{4.16}
\end{equation*}
$$

thus by standard calculations we get $\left(u_{1}-u_{2}\right)_{t}=0$ a.e. in $Q$.
Remark. All of the previous developments for problems (P1)-(P6) extend in a natural way to the case in which the normalized output $w$ is replaced by $a(x, t) w$ with $a \in L^{\infty}(Q)\left(a \in L^{\infty}(\Sigma)\right.$ in (P2), (P5)), $a>0$ a.e. in $Q$ (on $\Sigma$, respectively).
5. Stefan problem with hysteresis in the source. We remind that we denote by $H$ the Heaviside graph, by $\lambda$ the latent heat of water; if $u$ represents temperature then $u+\lambda \chi \in u+\lambda H(u)$ has the physical meaning of enthalpy. We denote the inverse of $\xi \mapsto \xi+\lambda H(\xi)$ by $l: l(\xi)=(\xi-\lambda)^{+}-\xi^{-} \forall \xi \in \mathbb{R}$. Assume that (2.1) holds and let

$$
\begin{equation*}
\zeta^{0} \in\left(H_{00}^{1 / 2}(D)\right)^{\prime} \cap L^{1}(D), w^{0} \in L^{\infty}(D) \text { such that } w^{0} \in S\left(\alpha\left(l\left(\zeta^{0}\right)\right)\right) \text { a.e. in } D \tag{5.1}
\end{equation*}
$$

( $\zeta^{0}$ and $l\left(\zeta^{0}\right)$ will represent initial enthalpy and initial temperature, respectively). We introduce a weak formulation of a two-phase Stefan problem with hysteresis in the source (see (1.7), (1.9), (1.20)):
(P7). Find $u \in L^{2}(0, T ; V), \chi \in L^{\infty}(Q), w \in L^{\infty}(Q)$ such that $u+\lambda \chi \in H^{1}\left(0, T ; V^{\prime}\right)$, $\beta(u(x, \cdot)) \in C^{0}([0, T]), w(x, \cdot) \in B V(0, T)$ a.e. in $D$ and
(5.2) $\quad w \in S(\alpha(u)) \quad$ a.e. in $Q$,

$$
\begin{array}{ll}
\lim _{t \rightarrow 0^{+}}\left[w(x, t)-w^{0}(x)\right] \cdot\left[\beta\left(u^{0}(x)\right)-v\right] \geqq 0 \quad \forall v \in\left[\rho_{1}, \rho_{2}\right], \text { a.e. in } D \\
\chi \in H(u) & \text { a.e. in } Q ; \\
(u+\lambda \chi)_{t}+A u+w=f & \text { in } \left.V^{\prime}, \text { a.e. in }\right] 0, T[; \\
\left.(u+\lambda \chi)\right|_{t=0}=\zeta^{0} & \text { in } V^{\prime} .
\end{array}
$$

Remark. $u+\lambda \chi \in L^{2}(Q) \cap H^{1}\left(0, T ; V^{\prime}\right) \subset C^{0}\left([0, T] ;\left(H_{06}^{1 / 2}(D)\right)^{\prime}\right)$, hence (5.7) is meaningful.

Theorem 7. Assume that (2.8), (2.9) and (5.1) hold. Then problem (P7) has at least one solution such that moreover

$$
\begin{align*}
& u \in H^{1}\left(0, T ; L^{2}(D)\right) \cap L^{\infty}(0, T ; V)  \tag{5.8}\\
& w \in L^{2}(D ; B V(0, T)) \tag{5.9}
\end{align*}
$$

Proof. Let $m \in \mathbb{N}, k=T / m$. Define $f_{m}^{n}$ and $K$ as in (2.13), (2.14).
(P7) ${ }_{m}$ Find $u_{m}^{n} \in V, \chi_{m}^{n} \in L^{\infty}(D), w_{m}^{n} \in L^{\infty}(D)$ such that, setting $u_{m}^{0}=l\left(\zeta^{0}\right), \chi_{m}^{0}=$ $\zeta^{0}-l\left(\zeta^{0}\right), w_{m}^{0}=w^{0}$ in $D$,

$$
\begin{align*}
& \frac{u_{m}^{n}-u_{m}^{n-1}}{k}+\frac{\chi_{m}^{n}-\chi_{m}^{n-1}}{k}+A u_{m}^{n}+w_{m}^{n}=f_{m}^{n} \quad \mathrm{n} V^{\prime}, \text { for } n=1, \cdots, m,  \tag{5.10}\\
& \chi_{m}^{n} \in H\left(u_{m}^{n}\right) \quad \text { a.e. in } D, \text { for } n=1, \cdots, m ;  \tag{5.11}\\
& w_{m}^{n} \in K\left(u_{m}^{n}, w_{m}^{n-1}\right) \quad \text { a.e. in } D, \text { for } n=1, \cdots, m . \tag{5.12}
\end{align*}
$$

$\forall m \in \mathbb{N}(\mathrm{P} 7)_{m}$ has one (and only one) solution, which can be constructed step by step as for (P1) $)_{m}$; indeed, by the monotonicity of $H$, also in this case at every step a coercive, strictly convex, lower semicontinuous functional $V \rightarrow \mathbb{R}$ is to be minimized.

Multiply (5.10) by $u_{m}^{n}-u_{m}^{n-1}$ and sum for $n=1, \cdots, l$, for a generic $l \in\{1, \cdots, m\}$; notice that the monotonicity of $H$ yields

$$
\begin{equation*}
\sum_{n=1}^{l} \int_{D} \frac{\chi_{m}^{n}-\chi_{m}^{n-1}}{k}\left(u_{m}^{n}-u_{m}^{n-1}\right) d x \geqq 0 \tag{5.13}
\end{equation*}
$$

thus by (2.17)-(2.21) we get (2.22), (2.23).
We use the notation of the proof of Theorem 1. Moreover by $\chi_{m}$ we denote the function obtained by linear interpolation of the values $\chi_{m}^{n}(x, n k)=\chi_{m}^{n}(x)$ for $n=$ $0, \cdots, m$, a.e. in $D$; set also $\hat{\chi}_{m}(x, t)=\chi_{m}^{n}(x)$ a.e. in $D$ if $(n-1) k<t \leqq n k$ for $n=$ $1, \cdots, m$. (5.10) can be written in the form

$$
\begin{equation*}
\left.u_{m t}+\lambda \chi_{m t}+A \hat{u}_{m}+\hat{w}_{m}=\hat{f}_{m} \text { in } V^{\prime}, \text { a.e. in }\right] 0, T[; \tag{5.14}
\end{equation*}
$$

we have a priori estimates (2.28)-(2.30). Therefore there exist $u, \chi, w$ such that possibly by taking subsequences (2.31)-(2.34) hold and moreover

$$
\begin{equation*}
\chi_{m} \rightarrow \chi \text { in } L^{\infty}(Q) \text { weak star. } \tag{5.15}
\end{equation*}
$$

We have $\hat{\chi}_{m} \in H\left(\hat{u}_{m}\right)$ a.e. in $Q$; hence by (2.31) and by a standard monotonicity technique we get (5.5). The rest of the proof follows as for Theorem 1.

It does not seem trivial to extend Theorems 2, 4,5 to the case in which the linear operator $u \mapsto u_{t}+A u$ is replaced by $u \mapsto u_{t}+\lambda \chi_{t}+A u$ where $\chi \in H(u)$, as in the Stefan problem.

A result analogous to Proposition 6 holds for (P7), too.
6. A parabolic system with hysteresis. Hoppensteadt and Jäger have modelled and numerically studied a biological phenomenon exhibiting hysteresis (cf. [3], [4]). They formulated the following parabolic system

$$
\begin{equation*}
u_{i t}-D_{i} \Delta u_{i}+c_{i} s=0 \quad(i=1,2), \tag{6.1}
\end{equation*}
$$

where $D_{i}$ and $c_{i}$ are positive constants, $u_{i} \geqq 0(i=1,2) ; s$ is related to ( $u_{1}, u_{2}$ ) as follows: the quadrant $\left(\mathbb{R}^{+}\right)^{2}$ is parted into three sets by two disjoint curves on which $s$ is switched from 0 to 1 and conversely; let $\Gamma_{1}\left(\Gamma_{2}\right)$ correspond to the switching off (on) curve (see Fig. 3). We can assume $\Gamma_{1}$ and $\Gamma_{2}$ to be level curves of a "smooth" function $\varphi:\left(\mathbb{R}^{+}\right)^{2} \rightarrow \mathbb{R}$; that is $\Gamma_{i}=\left\{\left(u_{1}, u_{2}\right) \mid \varphi\left(u_{1}, u_{2}\right)=\rho_{i}\right\}(i=1,2)$ with $\rho_{1}, \rho_{2} \in \mathbb{R}$. If $\rho_{1}<\rho_{2}$, then the relation between $2 s-1$ and $\varphi\left(u_{1}, u_{2}\right)$ is the same as that between $w$ and $u$ in (1.2). Therefore the system (6.1) can be studied similarly to the single equation (1.17).


Fig. 3
In the biological phenomenon considered by Hoppensteadt and Jäger, the $u_{i}$ 's represent the concentrations of substances ("nutrients") which activate the growth of another substance ("bacteria"). This last diffuses slowly and reacts fast, so that one can use the ordinary differential equation $b_{t}=c_{0} s$, where $b$ represents the concentration of bacteria and $c_{0}$ is a positive constant. Due to the threshold effect in the dependence of
$s$ on $\left(u_{1}, u_{2}\right)$, some spatial structures appear in the distribution of $b$. This is analogous to the Liesegang phenomenon arising in chemistry, in which nutrients and bacteria are replaced by ions. The above model has also been confirmed by numerical tests (cf. [3], [4]).

Let $\tilde{V}=\left(H^{1}(\Omega)\right)^{2}, \tilde{H}=\left(L^{2}(D)\right)^{2}$; identifying $\tilde{H}$ with its dual $\tilde{H}^{\prime}$, we get the Hilbert triple $\tilde{V} \subset \tilde{H}=\tilde{H}^{\prime} \subset \tilde{V}^{\prime}$, with dense and compact inclusions. Let $A: \tilde{V} \rightarrow \tilde{V}^{\prime}$ be linear, continuous, symmetric and coercive (so that $u \mapsto\left(\tilde{\bar{V}}\left\langle\langle A u, u\rangle_{\tilde{V}}\right)^{1 / 2}\right.$ defines a norm equivalent to $\left.\|u\|_{\tilde{V}}\right)$; let $f \in L^{2}\left(0, T ; \tilde{V}^{\prime}\right)$ and $u^{0} \in \tilde{V}^{\prime}$. Moreover let $c=\left(c_{1}, c_{2}\right) \in\left(\mathbb{R}^{+}\right)^{2}$ and $\varphi:\left(\mathbb{R}^{+}\right)^{2} \rightarrow \mathbb{R}$ continuous.
(P8) Find $u=\left(u_{1}, u_{2}\right) \in L^{2}(0, T ; \tilde{V}) \cap H^{1}\left(0, T ; \tilde{V}^{\prime}\right)$ and $w \in L^{\infty}(Q)$ such that, setting $z=\varphi(u)$ a.e. in $Q$,

$$
\begin{align*}
& \beta(z(x), \cdot) \in C^{0}([0, T]), w(x, \cdot) \in B V(0, T) \quad \text { a.e. in } D ;  \tag{6.2}\\
& w \in S(\alpha(z)) \quad \text { a.e. in } Q  \tag{6.3}\\
& \begin{array}{l}
\left.C^{0}([0, T])\right)
\end{array}  \tag{6.4}\\
& \left.\quad \forall w_{t}, \beta(z)-v\right\rangle_{\left.C^{0}(0, T]\right) \geqq 0} \\
& \quad \forall v \in C^{0}([0, T]) \text { such that } \rho_{1} \leqq v \leqq \rho_{2} \text {, a.e. in } D ;
\end{align*}
$$

$$
\begin{align*}
& \lim _{t \rightarrow 0^{+}}\left[w(x, t)-w^{0}(x)\right] \cdot\left[\beta\left(u^{0}(x)\right)-v\right] \geqq 0 \quad \forall v \in\left[\rho_{1}, \rho_{2}\right], \text { a.e. in } D  \tag{6.5}\\
& \left.u_{t}+A u+c \frac{w+1}{2}=f \quad \text { in } \tilde{V}^{\prime}, \text { a.e. in }\right] 0, T[  \tag{6.6}\\
& u(x, 0)=u^{0}(x) \quad \text { a.e. in } D . \tag{6.7}
\end{align*}
$$

Remark that (6.6) corresponds to (2.6) setting

$$
\begin{gathered}
\tilde{v}\langle A u, v\rangle_{\tilde{v}}=\int_{D}\left(D_{1} \bar{\nabla} u_{1} \cdot \bar{\nabla} v_{1}+D_{2} \bar{\nabla} u_{2} \cdot \bar{\nabla} v_{2}\right) d x, \\
\tilde{v}\langle f, v\rangle_{\tilde{v}}=\int_{\Gamma}\left(D_{1} \frac{\partial u_{1}}{\partial \nu} \cdot v_{1}+D_{2} \frac{\partial u_{2}}{\partial \nu} \cdot \nu_{2}\right) d \sigma
\end{gathered}
$$

a.e. in $] 0, \mathrm{~T}\left[\forall v=\left(v_{1}, v_{2}\right) \in V\right.$ and $s=(w+1) / 2$.

Theorem 8. Assume that
(6.8) $\varphi$ is Lipschitz-continuous and monotone with respect to each of its arguments;
(6.10) $\quad f=f_{1}+f_{2}, \quad f_{1} \in L^{2}(0, T ; \tilde{H}), \quad f_{2} \in W^{1,1}(0, T ; \tilde{V})$.

Then problem (P8) has at least one solution such that moreover

$$
\begin{align*}
& u \in H^{1}(0, T ; \tilde{H}) \cap C_{S}^{0}([0, T] ; \tilde{V}),  \tag{6.11}\\
& w \in L^{2}(D ; B V(0, T)) . \tag{6.12}
\end{align*}
$$

Proof. Similar to that of Theorem 1. An approximated problem (P8) ${ }_{m}$ analogous to $(\mathrm{P} 1)_{m}$ can be introduced, with (2.16) replaced by

$$
\begin{equation*}
w_{m}^{n} \in K\left(\varphi\left(u_{m}^{n}\right), w_{m}^{n-1}\right) \quad \text { a.e. in } D, \text { for } n=1, \cdots, m \tag{6.13}
\end{equation*}
$$

By (6.8) $K\left(\varphi(\cdot), w_{m}^{n-1}(x)\right)$ is a maximal monotone operator a.e. in $D$; therefore also (P8) ${ }_{m}$ has one (and only one) solution, which can be constructed step by step. A priori estimates (2.22), (2.23) can be proved also here (obviously with $L^{2}(D)$ and $V$ replaced by $\tilde{H}$ and $\tilde{V}$, respectively).

We use the notation introduced in the proof of Theorem 1 . Moreover by $z_{m}(x, t)$ we denote the function obtained by linear interpolation of the values $z_{m}(x, n k)=$ $\varphi\left(u_{m}^{n}(x)\right)$ for $n=0, \cdots, m$, a.e. in $D$; set $\hat{z}_{m}(x, t)=\varphi\left(u_{m}^{m}(x)\right)$ a.e. in $D$ if $(n-1) k<t \leqq$ $n k$ for $n=1, \cdots, m$. Thus the approached equation can be written in the form (2.27) and also (2.28) holds. Then by (6.8) we have

$$
\begin{equation*}
\left\|z_{m}\right\|_{H^{1}(0, T ; \tilde{H}) \cap L^{\infty}(0, T ; \tilde{V}) \leqq C} \tag{6.14}
\end{equation*}
$$

whence as in (2.29)

$$
\begin{equation*}
\left\|w_{m}\right\|_{L^{2}(D ; B V(0, T))} \leqq C . \tag{6.15}
\end{equation*}
$$

Therefore there exist $u, z, w$ such that, possibly taking subsequences, (2.31)-(2.34) hold and

$$
\begin{equation*}
z_{m} \rightarrow z \text { in } H^{1}(0, T ; \tilde{H}) \cap L^{\infty}(0, T ; \tilde{V}) \text { weak star. } \tag{6.16}
\end{equation*}
$$

This last and (2.31) yield

$$
\begin{equation*}
z=\varphi(u) \quad \text { a.e. in } D . \tag{6.17}
\end{equation*}
$$

The rest of the proof follows as in (2.35)-(2.44).
Acknowledgment. The author is indebted to the referees for several useful suggestions.
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# ON THE FRACTAL DIMENSION OF ATTRACTORS FOR VISCOUS INCOMPRESSIBLE FLUID FLOWS* 
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#### Abstract

We prove that attractors associated to various equations of viscous incompressible fluid flows have finite fractal dimension and lie in the set of $C^{\infty}$-functions. The first part of this article consists in an abstract formulation of our results; then in the second part, we apply these results to Navier-Stokes equations with nonhomogeneous boundary conditions to N.S.E. on a Riemannian manifold, to thermohydraulic equations and finally to magnetohydrodynamic equations.
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Introduction. The equations which describe the motion of a viscous fluid can be viewed as an infinite dynamical system. However from a physical point of view it is admitted that this motion depends on a finite number of degrees of freedom. This is a physical evidence for laminar flows (observed for small Reynolds numbers) which correspond mathematically to the existence of a stable steady state. For large Reynolds numbers, the phenomenon of Turbulence occurs and the interpretation becomes somewhat more complicated (both physically and mathematically).
D. Ruelle and F. Takens [28] attribute Turbulence to strange attractors. These sets represent the behaviour of the flow since after some transient period they trap the motion. Thus in a certain sense, attractors carry all the information contained in the external excitation. This feature is characteristic of dissipative systems.

Proving that attractors have finite dimension is a way to give a mathematical sense to the physical concept of finite number of degrees of freedom. In 1979, C. Foias and R. Temam [14] proved that attractors associated to Navier-Stokes equations have finite dimension and more recently M. Sermange and R. Temam [29] have investigated the magnetohydrodynamic equations. Using completely different methods, various authors have obtained bounds for the dimension of attractors which have physical interest (i.e. in terms of nondimensional physical numbers) in case of Navier-Stokes equations with homogeneous boundary condition: C. Foias and R. Temam [15], P. Constantin and C. Foias [8], P. Constantin, C. Foias and R. Temam [10], D. Ruelle [26], E. Lieb [23], P. Constantin, C. Foias, O. Manley and R. Temam [9], R. Temam [33] (this reference contains a quasi optimal result for 2D-N.S.E.) and in a special case of thermo-hydraulic equations, D. Ruelle [27].

In this article we shall study various situations arising in fluid mechanics of viscous incompressible fluid flows. We successively consider the motion of a fluid dragged by moving walls (Navier-Stokes equations with nonhomogeneous boundary conditions), the motion of a fluid on a Riemannian manifold (motivated by a meteorological model for the circulation of the atmosphere), the motion of a fluid submitted to buoyancy effects (thermo-hydraulic equations). Finally we consider the motion of a resistive fluid (magnetohydrodynamic equations).

[^95]The plan is as follows. In the first part, we consider in §1.1, an abstract equation (generalizing the usual Navier-Stokes equation where $\Re=0$ ):

$$
\begin{equation*}
\frac{d \phi}{d t}+\mathfrak{A} \phi+\mathfrak{B}(\phi, \phi)+\mathfrak{R} \phi=\mathfrak{F}, \tag{0.1}
\end{equation*}
$$

and briefly recall the well-known results of existence and uniqueness. Estimates, uniform with respect to time, are stated in $\S 1.2$. They extend those obtained by C . Guillopé [20] for the Navier-Stokes equations with homogeneous boundary conditions. In §1.3, which contains the main results of the first part, we introduce with C. Foias and R. Temam [14], R. Temam [31], a notion of functional invariant set and attractor. Then we prove that the attractors have finite fractal dimension and lie in a set of regular functions. In the second part we show how the results of the first part apply to the situations mentioned previously, namely Navier-Stokes equations (N.S.E.) with nonhomogeneous boundary conditions (§2.1), N.S.E. on a Riemannian manifold (§2.2), thermo-hydraulic equations ( $\$ 2.3$ ) and finally M. H. D. equations (§2.4).

In a subsequent work we shall derive bounds for the dimension of attractors in term of nondimensional physical numbers similar to those obtained by P. Constantin, C. Foias, O. Manley and R. Temam [9] in the case of the Navier-Stokes equations.

This work summarizes a thesis [16] prepared at the Laboratoire d'Analyse Numérique of the University of Paris-Sud at Orsay, France.

## 1. Review of known results and complements.

1.1. The abstract framework. Let $\mathfrak{b}$ be a separable Hilbert space topologically included in a Hilbert space $\mathscr{\mathscr { E }}$ with compact injection; we denote by $(\cdot, \cdot)$ and $|\cdot|$ the scalar product and the norm on $\mathfrak{g}$ and by $\mid \cdot \|_{\mathfrak{v}}$ the norm on $\mathfrak{b}$. We suppose that $\mathfrak{b}$ is dense in $\mathfrak{F}$ and thus, identifying $\mathfrak{E}$ with its dual, we have the usual injections

$$
\begin{equation*}
\mathfrak{b} \subset \mathfrak{g} \subset \mathfrak{b}^{\prime} \tag{1.1}
\end{equation*}
$$

We shall also denote by $(\cdot, \cdot)$ the pairing between $\mathfrak{v}$ and $\mathfrak{v}^{\prime}$.
Let $\mathfrak{A}$ be a self-adjoint linear operator, continuous form $\mathfrak{b}$ into $\mathfrak{b}^{\prime}$, such that ( $\alpha>0$ ):

$$
\begin{equation*}
(\mathfrak{H} \phi, \phi) \geqq \alpha|\phi|_{\mathfrak{v}}^{2} \quad \forall \phi \in \mathfrak{v} . \tag{1.2}
\end{equation*}
$$

For convenience we shall use in the sequel the norm $\|\phi\| \equiv(\mathfrak{A} \phi, \phi)^{1 / 2}$ on $\mathfrak{v}$. This norm is equivalent to $|\cdot|_{\mathfrak{v}}$.

Let $\mathfrak{R}$ be a linear continuous operator from $\mathfrak{v}$ into $\mathfrak{v}^{\prime}$ which maps $D(\mathfrak{U}) \equiv\{\phi \in \mathfrak{v}$, $\mathfrak{U} \phi \in \mathscr{S}\}$ into $\mathscr{S}$ and such that there exist $\theta_{1}, \theta_{2} \in\left[0,1\left[\right.\right.$ and two positive constants $K_{1}$ and $K_{2}$ satisfying

$$
\begin{align*}
& |\Re \phi| \leqq K_{1}\|\phi\|^{1-\theta_{1}}|\mathfrak{A} \phi|^{\theta_{1}} \quad \forall \phi \in D(\mathfrak{H})  \tag{1.3}\\
& |(\Re \phi, \phi)| \leqq K_{2}\|\phi\|^{1+\theta_{2}}|\phi|^{1-\theta_{2}} \quad \forall \phi \in \mathfrak{v} . \tag{1.4}
\end{align*}
$$

Finally let $\mathfrak{B}$ be a bilinear continuous operator from $\mathfrak{v} \times \mathfrak{b}$ into $\mathfrak{v}^{\prime}$ and $D(\mathfrak{A}) \times$ $D(\mathfrak{H})$ into $\mathfrak{S}$ such that

$$
\begin{equation*}
(\mathfrak{B}(\phi, \psi), \psi)=0 \quad \forall \phi, \psi \in \mathfrak{v} \tag{1.5}
\end{equation*}
$$

and there exist $\theta_{3}, \theta_{4} \in\left[0,1\left[\right.\right.$ and $K_{3}, K_{4}>0$ satisfying

$$
\begin{align*}
&\left|\left(\mathfrak{P}\left(\phi_{1}, \phi_{2}\right), \phi_{3}\right)\right| \leqq K_{3}\left\|\phi_{1}\right\|\left\|\phi_{2}\right\|\left\|\phi_{3}\right\|^{\theta_{3}}\left|\phi_{3}\right|^{1-\theta_{3}} \quad \forall \phi_{i} \in \mathfrak{v},  \tag{1.6}\\
&\left|\mathfrak{B}\left(\phi_{1}, \phi_{2}\right)\right|+\left|\mathfrak{B}\left(\phi_{2}, \phi_{1}\right)\right| \leqq K_{4}\left\|\phi_{1}\right\|\left\|\phi_{2}\right\|^{1-\theta_{4}} \mid\left.\mathfrak{A} \phi_{2}\right|^{\theta_{4}}  \tag{1.7}\\
& \forall \phi_{1} \in \mathfrak{v} \quad \forall \phi_{2} \in D(\mathfrak{H}) .
\end{align*}
$$

Flow of strong solutions. Given $\phi^{0} \in \mathfrak{b}$ and $\mathfrak{F} \in L^{\infty}(0, T ; \mathfrak{5})$ with $T>0$, the initial value problem

$$
\begin{align*}
& \frac{d \phi}{d t}+\mathfrak{A} \phi+\mathfrak{B}(\phi, \phi)+\mathfrak{R} \phi=\mathfrak{F},  \tag{1.8}\\
& \phi(0)=\phi^{0}, \tag{1.9}
\end{align*}
$$

has a unique solution on $\left[0, T_{1}\left(\left\|\phi^{0}\right\|\right)\right]\left(0<T_{1} \leqq T\right)$ such that

$$
\begin{equation*}
\phi \in \mathfrak{C}\left(\left[0, T_{1}\right] ; \mathfrak{v}\right) \cap L^{2}\left(0, T_{1} ; D(\mathfrak{U})\right) \tag{1.10}
\end{equation*}
$$

where $T_{1}=T_{1}\left(\left\|\phi^{0}\right\|\right)$ depends on $\left\|\phi^{0}\right\|$ and the other data $\mathfrak{A}, \mathfrak{B}, \mathfrak{R}, \mathfrak{F}$; more precisely there exists a positive constant $C_{1}$ depending only on the operators $\mathfrak{A}, \mathfrak{B}, \mathfrak{R}$ and $\mathfrak{F}$ such that

$$
\begin{align*}
& T_{1}(\rho) \geqq \frac{C_{1}}{\left(1+\rho^{2}\right)^{1 /\left(1-\theta_{4}\right)}},  \tag{1.11}\\
& \sup _{0 \leqq t \leqq T_{1}}\|\phi(t)\| \leqq 1+2\left\|\phi^{0}\right\| . \tag{1.12}
\end{align*}
$$

Definition 1.1. We say that $\phi$ is a strong solution of (1.1.8) on an interval $I$ if $\phi \in C(I ; V) \cap L_{\mathrm{loc}}^{2}(I ; D(\mathfrak{A}))$.

If $\mathfrak{B}$ satisfies in addition: there exist $\theta_{5} \in\left[0,1\left[, K_{5}>0\right.\right.$, such that

$$
\begin{equation*}
\left|\mathfrak{B}\left(\phi_{1}, \phi_{2}\right)\right| \leqq K_{5}\left\|\phi_{1}\right\|^{1-\theta_{5}}\left|\phi_{1}\right|^{\theta_{5}}\left\|\phi_{2}\right\|^{1-\theta_{5}}\left|\mathfrak{H} \phi_{2}\right|^{\theta_{5}} \quad \forall \phi_{1} \in \mathfrak{v}, \quad \forall \phi_{2} \in D(\mathfrak{A}) ; \tag{1.13}
\end{equation*}
$$

we can take $T_{1}=T$ i.e. we have existence for all time. These results are well known in the case of Navier-Stokes equations (C. Foias and G. Prodi [13], J. L. Lions [24], R. Temam [31, 32], $\cdots$ ); the details of the proofs, for the equation considered here, are given in [16].
1.2. Time uniform estimates. We denote by $\mathfrak{v}_{m}=D\left(\mathfrak{A}^{m / 2}\right)$ the scale of Hilbert spaces endowed with the norm $\|\phi\|_{m} \equiv\left|\mathfrak{A}^{m / 2} \phi\right|$.

We introduce a family of Hilbert spaces $\left\{\mathfrak{F}_{m}\right\}_{m \in \mathbb{N}}$, with

$$
\begin{equation*}
\mathfrak{E}_{m+1} \subset \mathfrak{F}_{m} \quad \forall m \in \mathbb{N}, \tag{2.1}
\end{equation*}
$$

the injection being continuous,

$$
\begin{align*}
& \mathfrak{v}_{m} \text { is a closed subspace of } \mathfrak{F}_{m}, \forall m \in \mathbb{N} \text {, the norm }  \tag{2.2}\\
& \text { induced by } \mathfrak{F}_{m} \text { on } \mathfrak{v}_{m} \text { being equivalent to }\|\cdot\|_{m} \text {. }
\end{align*}
$$

We assume that $\mathfrak{F}_{0}=\mathfrak{g}$ and

$$
\begin{equation*}
\mathfrak{U}^{-1} \text { is continuous from } \mathfrak{F}_{m} \text { into } \mathfrak{E}_{m+2} \cap \mathfrak{v} \quad \forall m \geqq 0 . \tag{2.3}
\end{equation*}
$$

We make the following assumptions on $\mathfrak{B}$ and $\mathfrak{R}$ :

$$
\begin{align*}
& \mathfrak{R} \text { is continuous from } \mathfrak{G}_{m+1} \text { into } \mathfrak{G}_{m}, \quad m \geqq 1 ;  \tag{2.4}\\
& \mathfrak{B} \text { is continuous from } \mathfrak{F}_{m+1} \times \mathfrak{C}_{m+1} \text { into } \mathfrak{E}_{m}, \quad m \geqq 1 . \tag{2.5}
\end{align*}
$$

The following theorem was first proved by C. Guillopé [20] for Navier-Stokes equations with homogeneous boundary conditions. The proof in our more general case can be found in [16].

Let $m \in \mathbb{N}$ and $l=[(m / 2)]$.
Theorem 2.1. If $\mathfrak{F}$ satisfies

$$
\begin{align*}
& \mathfrak{F}^{(j)} \in \mathfrak{C}_{b}\left(\left[0,+\infty\left[; \mathfrak{F}_{m-2 j-2}\right), \quad j=0, \cdots, l-1,\right.\right.  \tag{2.6}\\
& \mathfrak{F}^{(l)} \in \mathfrak{C}_{b}\left(\left[0,+\infty\left[; \mathfrak{v}_{m-2 l-1}\right),\right.\right. \tag{2.7}
\end{align*}
$$

then every solution of (1.1.7) such that

$$
\begin{equation*}
\phi \in L^{\infty}\left(t_{0},+\infty ; \mathfrak{b}\right), \quad t_{0} \geqq 0, \tag{2.8}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\phi^{(j)} \in \mathfrak{C}_{b}\left(\left[t_{1},+\infty\left[; \mathfrak{E}_{m-2 j}\right) \quad \forall t_{1}>t_{0}, \quad j=0, \cdots, l .\right.\right. \tag{2.9}
\end{equation*}
$$

The notation $\mathfrak{C}_{b}\left(\left[a, b[; X)\right.\right.$ means $\mathfrak{C}\left(\left[a, b[; X) \cap L^{\infty}(a, b ; X)\right.\right.$ and the proof of this theorem shows that the norm of the $\phi^{(j)}$ in $\mathfrak{C}_{b}\left(\left[t_{1},+\infty\left[, \mathscr{E}_{m-2 j}\right)\right.\right.$ depends on the operators $\mathfrak{A}, \mathfrak{B}, \mathfrak{R}$, on the different norms of the $\mathfrak{F}^{(j)}$ in the spaces appearing in (1.2.6)-(1.2.7), on the norm of $\phi$ in $L^{\infty}\left(t_{0},+\infty ; \mathfrak{b}\right)$ on $j, t_{0}$ and $t_{1}$.

Remark 2.1. When $\mathfrak{U}+\mathfrak{R}$ is $\mathfrak{v - c o e r c i v e ~ ( i . e . ~ t h e r e ~ e x i s t s ~} \eta>0$ such that $\left.((\mathfrak{U}+\mathfrak{R}) \phi, \phi) \geqq \eta\|\phi\|^{2}, \forall \phi \in \mathfrak{b}\right)$ and when (1.1.13) is satisfied, it is shown in [16, p. 35] that the strong solution of (1.1.7)-(1.1.8) satisfies (1.2.8) with $t_{0}=0$.
1.3. Fractal dimension of an attractor. This section contains the main results of the first part. It is organized as follows. In a first time we show a squeezing property for the flow of strong solutions in the sense of C. Foias and R. Temam [14] (Theorem 1.3.1). Then we define functional invariant sets and attractors. We prove for these sets a regularity like property (Theorem 1.3.2) and finally we establish (Theorem 1.3.3) that invariant sets, bounded in $\mathfrak{b}$, have finite fractal dimension. In the previous works on the dimension of attractors ([14], [11], [4], [26], [23], $\cdots$ ) the authors have proved that the Hausdorff dimension of these sets is finite. P. Constantin, C. Foias and R. Temam [10] are the first who have shown that, for Navier-Stokes equations with homogeneous boundary conditions, the fractal dimension of attractors is finite (note that this notion of dimension is stronger than that of the Hausdorff dimension).

Squeezing property. We first introduce some notations. The operator $\mathfrak{H}$ is an isomorphism from $D(\mathfrak{A})$ onto $\mathfrak{K} ; \mathfrak{U}^{-1}$ is a self-adjoint and compact operator on $\mathfrak{K}$. Thus $\mathfrak{A}$ possesses an orthonormal family of eigenvectors $\left\{\xi_{j}\right\}_{j \geqq 1}$, which is complete in $\mathfrak{S}$. The increasing sequence of eigenvalues of $\mathfrak{U}$ is denoted by $\left\{\lambda_{j}\right\}_{j \geq 1}$ and we also denote by $P_{m}$ the projector in $\mathfrak{S}$ onto the space spanned by $\xi_{1}, \cdots, \xi_{m}$. When $\operatorname{dim} \mathfrak{b}=\infty$ (we shall only consider this case) the sequence $\lambda_{j}$ is infinite and

$$
\begin{equation*}
\lim _{j \rightarrow+\infty} \lambda_{j}=+\infty \tag{3.1}
\end{equation*}
$$

In this section we assume that $\mathfrak{R}$ is linear and continuous from $\mathfrak{v}$ onto $\mathscr{S}$ (i.e. $\theta_{1}=\theta_{2}=0$ in (1.1.3), (1.1.4)):

$$
\begin{equation*}
|\Re \psi| \leqq K_{1}\|\psi\| \quad \forall \psi \in \mathfrak{v} \tag{3.2}
\end{equation*}
$$

Let $\phi_{1}, \phi_{2}$ be two strong solutions of (1.1.7) on some interval $[0, T] ; i=1,2$ :

$$
\begin{align*}
& \frac{d \phi_{i}}{d t}+\mathfrak{U} \phi_{i}+\mathfrak{B}\left(\phi_{i}, \phi_{i}\right)+\mathfrak{R} \phi_{i}=\mathfrak{F},  \tag{3.3}\\
& \phi_{i}(0)=\phi_{i}^{0} \tag{3.4}
\end{align*}
$$

where $\phi_{i}^{0}$ is given in $\mathfrak{v}$ and

$$
\begin{equation*}
\mathfrak{F} \in L^{\infty}(0, T ; \mathfrak{S}) \tag{3.5}
\end{equation*}
$$

Since strong solutions belong to $\mathfrak{C}([0, T] ; \mathfrak{b})$, we set

$$
\begin{equation*}
R=\max _{i=1,2}\left(\sup _{t \in[0, T]}\left\|\phi_{i}(t)\right\|\right) . \tag{3.6}
\end{equation*}
$$

Theorem 3.1. Under the previous hypotheses, there exist $C_{1}$ and $C_{2}$ depending only on $\mathfrak{A}, \mathfrak{B}, \mathfrak{R}, R, T$ and $\mathfrak{F}$ such that for every $m \geqq 1$ and every $t \in[0, T]$ the following alternative holds:

$$
\begin{aligned}
& \text { either (i) }\left|\phi_{1}(t)-\phi_{2}(t)\right| \leqq \sqrt{2}\left|P_{m}\left(\phi_{1}(t)-\phi_{2}(t)\right)\right| \text {, } \\
& \text { or (ii) }\left|\phi_{1}(t)-\phi_{2}(t)\right| \leqq C_{1} \exp \left(-C_{2} \lambda_{m+1} \cdot t\right)\left|\phi_{1}^{0}-\phi_{2}^{0}\right| .
\end{aligned}
$$

The proof given here is inspired from P. Constantin, C. Foias and R. Temam [10].
It should be noted that the constant $\sqrt{2}$ appearing in (i) could be any real number strictly larger than 1.

In the following the positive constants $C_{i}$ depend only on $\mathfrak{A}, \mathfrak{B}, \mathfrak{R}, R, T$ and on the norm of $\mathfrak{F}$ in $L^{\infty}(0, T ; \mathfrak{K})$ (denoted $\left.|\mathfrak{F}|_{\infty}\right)$. Before proving Theorem 3.1 we establish:

Lemma 3.1. Under the assumption of Theorem 1.3.1; if $\phi_{1}^{0} \neq \phi_{2}^{0}$ then $\phi_{1}(t) \neq \phi_{2}(t)$ for every $t \in[0, T]$ and for $0 \leqq t \leqq \tau \leqq T$, we have

$$
\begin{equation*}
\frac{\left\|\phi_{1}(t)-\phi_{2}(t)\right\|^{2}}{\left|\phi_{1}(t)-\phi_{2}(t)\right|^{2}} \geqq \frac{\left\|\phi_{1}(\tau)-\phi_{2}(\tau)\right\|^{2}}{\left|\phi_{1}(\tau)-\phi_{2}(\tau)\right|} \exp \left(-C_{3}(\tau-t)^{1-\theta_{4}}\right) . \tag{3.7}
\end{equation*}
$$

Proof. We set $\psi=\phi_{1}-\phi_{2}$. From (1.3.3) $)_{i=1,2}$ we deduce

$$
\begin{align*}
& \frac{d \psi}{d t}+\mathfrak{A} \psi+\mathfrak{B}\left(\phi_{1}, \psi\right)+\mathfrak{B}\left(\psi, \phi_{2}\right)+\mathfrak{R} \psi=0  \tag{3.8}\\
& \psi(0)=\phi_{1}^{0}-\phi_{2}^{0} \tag{3.9}
\end{align*}
$$

Denoting by $B(t)$ the time dependent operator

$$
\begin{equation*}
B(t) \xi=\mathfrak{B}\left(\phi_{1}(t), \xi\right)+\mathfrak{B}\left(\xi, \phi_{2}(t)\right)+\mathfrak{R} \xi \quad \forall \in \mathfrak{w} \tag{3.10}
\end{equation*}
$$

from (1.1.6), (1.3.2) and from the fact that strong solutions belong to $L^{2}(0, T ; D(\mathfrak{A}))$, we deduce that

$$
\begin{equation*}
B(t) \in L^{2}(0, T ; \mathfrak{R}(\mathfrak{b}, \mathfrak{S})) . \tag{3.11}
\end{equation*}
$$

Now according to C. Bardos and L. Tartar [6] the equation

$$
\frac{d \psi}{d t}+\mathfrak{A} \psi+B(t) \psi=0
$$

with $B(t)$ satisfying (1.3.11) possesses the backward uniqueness property (note that (1.3.8) is ill-posed for $t<0$ ). Then if $\psi(0) \neq 0, \psi(t) \neq 0,0 \leqq t \leqq T$. This proves the first part of the lemma.

We can set $\Lambda(t)=\|\psi(t)\|^{2} /|\psi(t)|^{2}$. According to (1.3.8) and to the identity $(\mathfrak{A} \psi-\Lambda \psi, \psi)=0$ we deduce that

$$
\begin{equation*}
\frac{1}{2} \frac{d \Lambda}{d t}+\frac{|\mathfrak{A} \psi-\Lambda \psi|^{2}}{|\psi|^{2}}=-\frac{\left(\mathfrak{R} \psi+\mathfrak{B}\left(\phi_{1}, \psi\right)+\mathfrak{B}\left(\psi, \phi_{2}\right), \mathfrak{A} \psi-\Lambda \psi\right)}{|\psi|^{2}} \tag{3.12}
\end{equation*}
$$

Now thanks to (1.1.3) and (1.1.6) we can majorize the r.h.s. of (1.3.12) by

$$
\left[K_{1}+K_{4}\left(\left\|\phi_{1}\right\|^{1-\theta_{4}}\left|\mathfrak{A} \phi_{1}\right|^{\theta_{4}}+\left\|\phi_{2}\right\|^{1-\theta_{4}}\left|\mathfrak{H} \phi_{2}\right|^{\theta_{4}}\right)\right] \frac{\|\psi\|}{|\psi|} \cdot \frac{|\mathfrak{H} \psi-\Lambda \psi|}{|\psi|} .
$$

We denote by $\sigma$ the term between the brackets, and then

$$
\frac{1}{2} \frac{d \Lambda}{d t}+\frac{|\mathfrak{A} \psi-\Lambda \psi|^{2}}{|\psi|^{2}} \leqq \sigma \frac{\|\psi\|}{|\psi|} \cdot \frac{|\mathfrak{A} \psi-\Lambda \psi|}{|\psi|} \leqq \frac{1}{2} \sigma^{2} \Lambda+\frac{1}{2} \frac{|\mathfrak{A} \psi-\Lambda \psi|^{2}}{|\psi|^{2}} .
$$

Thus we have

$$
\begin{equation*}
\frac{d \Lambda}{d t} \leqq \sigma^{2} \Lambda \tag{3.13}
\end{equation*}
$$

which yields by integration

$$
\begin{equation*}
\Lambda(t) \geqq \Lambda(\tau) \exp -\int_{\tau}^{t} \sigma^{2}(s) d s \tag{3.14}
\end{equation*}
$$

We estimate now this last integral. Thanks to Young's inequality

$$
\begin{aligned}
\int_{\tau}^{t}\left\|\phi_{i}\right\|^{2\left(1-\theta_{4}\right)}\left|\mathfrak{A} \phi_{i}\right|^{2 \theta_{4}} d s & \leqq\left(\int_{\tau}^{t}\left\|\phi_{i}\right\|^{2} d s\right)^{1-\theta_{4}}\left(\left.\int_{\tau}^{t}|\mathfrak{N}| \phi_{i}\right|^{2} d s\right)^{\theta_{4}}, \\
& \leqq(t-\tau)^{1-\theta_{4}} R^{2\left(1-\theta_{4}\right)}\left(\int_{\tau}^{t}\left|\mathfrak{H} \phi_{i}\right|^{2} d s\right)^{\theta_{4}} .
\end{aligned}
$$

Thus in order to deduce (1.3.7) from (1.3.14) we must majorize $\left(\int_{\tau}^{t}\left|\mathfrak{H} \phi_{i}\right|^{2} d s\right)^{\theta_{4}}$. For that purpose we take the scalar product in $\mathfrak{F}$ of (1.3.3) i $_{\mathrm{i}}$ with $\mathfrak{A} \phi_{i}$ :

$$
\frac{1}{2} \frac{d}{d t}\left\|\phi_{i}\right\|^{2}+\left|\mathfrak{Y} \phi_{i}\right|^{2} \leqq K_{1}\left\|\phi_{i}\right\|^{1-\theta_{1}} \cdot\left|\mathfrak{Y} \phi_{i}\right|^{1+\theta_{1}}+K_{4}\left\|\phi_{i}\right\|^{2-\theta_{4}} \cdot\left|\mathfrak{Y} \phi_{i}\right|^{1+\theta_{4}}+|\mathscr{F}|_{\infty}\left|\mathfrak{Y} \phi_{i}\right|
$$

(we have used (1.1.3) and (1.1.6)).
By applications of Young's inequality we deduce that

$$
\frac{d}{d t}\left\|\phi_{i}\right\|^{2}+\left|\mathfrak{A} \phi_{i}\right|^{2} \leqq C_{4}
$$

from which we get by integration: $\int_{0}^{T}\left|\mathfrak{A} \nmid \phi_{i}\right|^{2} d s \leqq C_{5}$. Thus

$$
\begin{equation*}
\int_{\tau}^{t} \sigma^{2}(s) d s \leqq C_{3}(\tau-t)^{1-\theta_{4}} \tag{3.15}
\end{equation*}
$$

This completes the proof of Lemma 3.1.
Proof of Theorem 3.1. We take the scalar product in $\mathfrak{E}$ of (1.3.8) with $\psi$ : (we use (1.1.5))

$$
\frac{1}{2} \frac{d}{d t}|\psi|^{2}+\|\psi\|^{2}=-(\Re \psi, \psi)-\left(\left(\mathfrak{B}\left(\psi, \phi_{2}\right), \psi\right)\right.
$$

by (1.1.7) and (1.3.2)

$$
\begin{aligned}
& \leqq\left[K_{1}+K_{4}\left\|\phi_{2}\right\|^{1-\theta_{4}}\left|\mathfrak{H} \phi_{2}\right|^{\theta_{4}}\right]\|\psi\||\psi| \\
& \leqq \frac{1}{2} \sigma^{2}|\psi|^{2}+\frac{1}{2}\|\psi\|^{2} .
\end{aligned}
$$

We obtain

$$
\frac{d}{d t}|\psi|^{2}+\left(\Lambda-\sigma^{2}\right)|\psi|^{2} \leqq 0
$$

and thanks to (1.3.7) ( $\tau$ is fixed)

$$
\frac{d}{d t}|\psi|^{2}+\left(\Lambda(\tau) \exp \left(-C_{3} \tau^{1-\theta_{4}}\right)-\sigma^{2}\right)|\psi|^{2} \leqq 0
$$

By integration from 0 to $\tau$ we get

$$
\begin{equation*}
\left.|\psi(\tau)|^{2} \leqq|\psi(0)|^{2} \exp \left(-\tau \Lambda(\tau) \exp \left(-C_{3} \tau^{1-\theta_{4}}\right)\right)+\int_{0}^{\tau} \sigma^{2}(s) d s\right) \tag{3.16}
\end{equation*}
$$

First case: $\left|Q_{m} \psi(\tau)\right| \leqq\left|P_{m} \psi(\tau)\right|$, then (i) is satisfied.
Second case: $\left|Q_{m} \psi(\tau)\right|>\left|P_{m} \psi(\tau)\right|$, then

$$
\Lambda(\tau) \geqq \frac{\left\|P_{m} \psi(\tau)\right\|^{2}}{\left|Q_{m} \psi(\tau)\right|^{2}+\left|P_{m} \psi(\tau)\right|^{2}} \geqq \frac{\lambda_{m+1}\left|Q_{m} \psi(\tau)\right|^{2}}{\left|Q_{m} \psi(\tau)\right|^{2}+\left|Q_{m} \psi(\tau)\right|^{2}}=\frac{\lambda_{m+1}}{2}
$$

and from (1.3.15) and (1.3.16) we deduce (ii) with $\tau$ instead of $t$.
Remark 3.1. From (1.3.15), (1.3.16), and $\Lambda(\tau) \geqq \lambda_{1}$ we deduce the following property of continuous dependence w.r. to the initial value $\phi^{0}$ for the flow $\{\phi(t)\}_{t \in[0, T]}$ :

There exists a constant $C_{7}$ depending only on $\mathfrak{A}, \mathfrak{B}, \mathfrak{R}, R, T$ and $|\mathscr{F}|_{\infty}$ such that

$$
\begin{equation*}
\left|\phi_{1}(t)-\phi_{2}(t)\right| \leqq C_{7}\left|\phi_{1}(0)-\phi_{2}(0)\right| \quad \forall t \in[0, T] . \tag{3.17}
\end{equation*}
$$

Functional invariant sets, attractors. Let be given $\mathfrak{F} \in \mathfrak{S}$. For every $\phi^{0} \in \mathfrak{v}$, as recalled in §1.1.1., the problem

Find $\phi \in \mathfrak{C}\left(\left[0, T_{1}\left(\left\|\phi^{0}\right\|\right)\right] ; \mathfrak{v}\right) \cap L^{2}\left(0, T_{1}\left(\left\|\phi^{0}\right\|\right), D(\mathfrak{U})\right)$ such that

$$
\begin{align*}
& \frac{d \phi}{d t}+\mathfrak{A} \phi+\mathfrak{B}(\phi, \phi)+\mathfrak{R} \phi=\mathfrak{F},  \tag{3.18}\\
& \phi(0)=\phi^{0} \tag{3.19}
\end{align*}
$$

possess a unique solution which will be denoted by $S(t) \phi^{0} \equiv \phi(t)$. This defines a nonlinear semi-group on $\mathfrak{v}$, continuous w.r. to the $\mathfrak{S}$ norm (see (1.3.17)).

Definition 3.1. A functional invariant set $X$ is a subset of $\mathfrak{v}$ such that
i) for every $\phi^{0} \in X$, (1.3.18)-(1.3.19) possess a solution for all time (i.e. $\phi \in$ $\mathfrak{c}([0,+\infty[; \mathfrak{v}))$;
ii) $S(t) X=X, \forall t \geqq 0$.

Remark 3.2. As mentioned previously, the problem (1.3.18)-(1.3.19) is in general ill-posed for $t<0$. Nevertheless for $\phi^{0} \in X$, where $X$ is a functional invariant set, this problem is well-posed for $t \in \mathbb{R}$. Indeed from (ii) of Definition 1.3.1 we deduce that for every $n \in \mathbb{N}$, there exist $\phi_{n}^{0} \in X$ such that $S(n) \phi_{n}^{0}=\phi^{0}$. Now for $t<0$ and $n=[-t]$, we set $S(-t) \phi^{0}=S(n+1-t) \phi_{n+1}^{0}$. Note that this definition is not ambiguous thanks to the backward uniqueness property pointed out at the beginning of the proof of Lemma 1.3.1.

Examples.
(i) Let $\left\{\phi_{1}, \cdots, \phi_{k}\right\}$ be a set of steady-state solutions of (1.3.18); then $X=$ $\left\{\phi_{1}, \cdots, \phi_{k}\right\}$ is functional invariant.
(ii) If $T>0$ is such that $\phi(T)=\phi^{0}$ then the orbit $X=\{\phi(t), 0 \leqq t \leqq T\}$ is a functional invariant set.
(iii) Proposition 3.1 will exhibit a functional invariant set which is attracting in a certain sense. We do not know if this set is trivial (i.e. of the form (i)).

An attractor is an invariant set attracting the trajectories which fall in its basin of attraction:

Definition 3.2. An attractor is a functional invariant set $X$ which possesses a neighbourhood in $\mathfrak{v}, \mathfrak{D}$, such that for every $\phi^{0} \in \mathfrak{D}$, the distance from $S(t) \phi^{0}$ to $X$ in $\mathfrak{b}$ tends to zero.

Remark 3.3. A. V. Babin and M. I. Vishik [4], [5] have proved the existence of an attractor in the case of two-dimensional Navier-Stokes equations in a rectangle with periodic boundary conditions (these equations can be written under the form (1.3.18)). In [4] it is showed that the dimension of that attractor grows at least like the inverse of the aspect ratio-the ratio of the length and the width of the strip.

Remark 3.4. The previous definitions were given in case of a constant excitation $\mathfrak{F}$. We can also consider the case of forced oscillation: $\mathfrak{F} \in L^{\infty}(0,+\infty ; \mathfrak{K})$ and $\mathfrak{F}$ is $T$-periodic ( $T>0$ ). In this case we must substitute to the continuous semi-group $\{S(t)\}_{t \geqq 0}$ the distance one $\{S(n T)\}_{n \in \mathbb{N}}$ (see also Remark 3.7).

Proposition 3.1. Suppose that $\mathfrak{B}$ fulfills (1.1.13) and that $\mathfrak{H}+\Re$ is $\mathfrak{b}$-coercive (see Remark 1.1.1). For every $\phi^{0} \in \mathfrak{v}$ and $\mathfrak{F} \in \mathfrak{F}$, there exists a functional invariant set $X\left(\phi^{0}, \mathfrak{F}\right)$, bounded in $D(\mathfrak{H})$, such that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} d_{\mathfrak{v}}\left(S(t) \phi^{0}, X\right)=0 \tag{3.20}
\end{equation*}
$$

Proof. As mentioned in Remark 1.1.1, under the above hypotheses, the problem (1.3.18)-(1.3.19) possesses a solution $\phi \in \mathscr{C}([0,+\infty[; \mathfrak{b})$ and moreover $\phi \in$ $L^{\infty}(0,+\infty ; \mathfrak{b})$. We set $X\left(\phi^{0}, \mathfrak{F}\right)=\bigcap_{\tau \geqq 0}\{\overline{\phi(s), s>\tau}\}^{\mathfrak{A}}$, and remark that $\phi \in X$ is equivalent to the existence of a sequence of real numbers $\left(s_{j}\right)_{j \geqq 1}$ such that

$$
\begin{equation*}
\lim _{j \rightarrow+\infty} s_{j}=+\infty, \quad \lim _{j \rightarrow+\infty}\left|S\left(s_{j}\right) \phi^{0}-\psi\right|=0 \tag{3.21}
\end{equation*}
$$

Since $\phi \in L^{\infty}(0,+\infty ; \mathfrak{v})$, we deduce from Theorem 1.2.1 with $m=2$ that $\phi \in$ $L^{\infty}\left(1,+\infty, \mathfrak{F}_{2}\right)$ and by (1.2.2) it results that $X$ is bounded in $D(\mathfrak{U})$ (see also Remark 1.3.5).

We prove now (ii) of Definition 1.3.1. Let be $t>0$ and $\phi \in S(t) X$. There exist $\psi \in S$ and $\left(s_{j}\right)_{j \geqq 1}$ satisfying $\phi=S(t) \psi$ and $\phi\left(s_{j}\right) \rightarrow \psi$ in $\mathfrak{K}$. By continuity of $S(t)$ we have $\phi\left(s_{j}+t\right) \rightarrow \phi$ in $\mathfrak{g}$ and thus $\phi \in X: S(t) X \subset X$. Conversely, let $\phi \in X$. There exists $\left(s_{j}\right)_{j \geq 1}$ such that $\phi\left(s_{j}\right) \rightarrow \phi$ in $\mathfrak{S}$. We set $\sigma_{j}=s_{j}-t$ where $t>0$ is fixed; the sequence $\left(\phi\left(\sigma_{j}\right)\right)$ is bounded in $D(\mathfrak{U})$, by compactness we can extract from $\left(\phi\left(\sigma_{j}\right)\right)$ a subsequence ( $\phi\left(\sigma_{j^{\prime}}\right)$ ) which converges to some limit $\psi$ in $\mathfrak{S}$. We have $\phi\left(s_{j^{\prime}}\right)=S(t) \phi\left(\sigma_{j^{\prime}}\right) \rightarrow$ $S(t) \psi$ in $\mathfrak{S}$ and since the sequence $\left(\phi\left(s_{j^{\prime}}\right)\right)$ is extracted from $\left(\phi\left(s_{j}\right)\right)$ we have $\phi\left(s_{j^{\prime}}\right) \rightarrow \phi$ in $\mathscr{G}$. Thus $S(t) \psi=\phi$ and then $\phi \in S(t) X: X \subset S(t) X$.

It remains to show that the distance in $\mathfrak{v}$ from $X$ to $S(t) \phi^{0}$ tends to zero. If it were not the case, there would exist some $\varepsilon_{0}>0$ and a sequence $\left(t_{j}\right), t_{j} \rightarrow+\infty$, such that $d_{\mathfrak{v}}\left(\phi\left(t_{j}\right), X\right) \geqq \varepsilon_{0}$. But the sequence $\left(\phi\left(t_{j}\right)\right)$ is bounded in $D(\mathfrak{A})$ and thus relatively compact in $\mathfrak{v}$. We can extract a subsequence $\left(\phi\left(t_{j^{\prime}}\right)\right)$ which converges to some limit $\psi$ w.r. to the $\mathfrak{b}$-norm and since (1.3.21) is satisfied, $\psi \in X$. The function $d_{\mathfrak{v}}(\cdot, X)$ is continuous on $\mathfrak{b}$; thus $d(\psi, X) \geqq \varepsilon_{0}$ which contradicts $\psi \in X$.

Remark 3.5. Assume that $\mathfrak{F} \in \mathfrak{C r}_{m_{0}}$ for some $m_{0} \geqq 0$, and then according to Theorem 1.2.1 with $m=m_{0}, X\left(\phi^{0}, \mathfrak{F}\right)$ is bounded in $\mathfrak{F}_{m_{0}+2}$ and

$$
\lim _{t \rightarrow+\infty} d_{\mathbb{E}_{m_{0}+1}}\left(S(t) \phi^{0}, X\right)=0 .
$$

Regularity. In all the applications that we have in view, the operator $\mathfrak{A}$ is in a certain sense an elliptic differential operator of even order. Thus the spaces $\mathfrak{v}_{m}$ (and $\mathfrak{E}_{m}$ ) are spaces of functions more regular as $m$ increases (think that $\mathfrak{F}_{m}$ is approximately a space of functions whose $m$ th distributional derivative is still a function). The next result shows that functional invariant sets (and thus attractors) are as regular as $\mathfrak{F}$.

Theorem 3.2. Let $\mathfrak{F} \in \bigcap_{m \geq 0} \mathfrak{E}_{m}$, and then every functional invariant set, $X$, is included in $\bigcap_{m \geqq 0} \mathfrak{『}_{m}$. Moreover if $X$ is bounded in $\mathfrak{v}$, then $X$ is bounded in $\mathfrak{F}_{m}$ for every $m \geqq 0$.

Proof. Let $\psi \in X$, and then there exists $T>0$ and $\phi^{0} \in \mathfrak{v}$ such that $\phi$, the solution of (1.3.18)-(1.3.19), satisfies $\phi(T)=\psi$ and $\phi \in C([0, T] ; \mathfrak{v})$. Then according to R. Temam [30], we have $\phi(T) \in \mathfrak{E}_{m}$, for every $m \in \mathbb{N}$.

If $X$ is bounded in $\mathfrak{v}$, then for every $\phi^{0} \in X$ the flow $\phi(t)$ satisfies (1.2.8) with $t_{0}=0$. Thus Theorem 1.2.1 applies for every $m \in \mathbb{N}$ and $\phi$ is bounded in $\mathfrak{E}_{m}$ by a constant which does not depend on $\phi^{0}$. This proves the last part of Theorem 3.2.

Remark 3.6. Assuming only that $\mathfrak{F} \in \mathfrak{F}_{m_{0}}$, for some $m_{0} \in \mathbb{N}$, we obtain that $X \subset \wp_{m_{0}+2}$. And when $X$ is bounded in $\mathfrak{v}, X$ is bounded in $\xi_{m_{0}+2}$.

Finite dimension. We show that functional invariant sets, bounded in $\mathfrak{v}$, have finite dimension. We first introduce the definition of fractal dimension (see B. Mandelbrot [25]):

Definition 3.3. Let $Y$ be a subset of a metric space $X$. For every $\delta>0$, the minimal number of open balls of radius equals to $\delta$ which is necessary to cover $Y$ is denoted by $N_{Y}(\delta)$ (this number can be infinite). We set $\left(\gamma \in \mathbb{R}_{+}^{*}\right)$ :

$$
\mu_{F}(Y, \gamma)=\underset{\varepsilon \rightarrow 0}{\lim \sup } N_{Y}(\varepsilon) \varepsilon^{\gamma}
$$

If there exists $\delta \geqq 0$ such that $\mu_{F}(Y, \gamma)<+\infty, Y$ has finite fractal dimension and its dimension is the number

$$
\inf \left\{\gamma \geqq 0, \mu_{F}(Y, \gamma)<+\infty\right\} .
$$

Theorem 3.3. Every functional invariant set, bounded in $\mathfrak{v}$, has finite fractal dimension.

Proof. Let be $R$ such that $\|\phi\| \leqq R$ for every $\phi$ in $X$, the functional invariant set considered here. We also fix $T>0$.

According to Theorem 1.3.1, for every $\phi$ and $\psi$ in $\mathfrak{v}$ we have

$$
\begin{align*}
\mid S(T) \phi-S(T) \psi & \leqq \leqq C_{1} \exp \left(-C_{2} \lambda_{m+1} T\right)|\phi-\psi|  \tag{3.22}\\
& +\sqrt{2}\left|P_{m}(S(T) \phi-S(T) \psi)\right| \quad \forall \phi, \psi \in \mathfrak{v},\|\phi\| \leqq R,\|\psi\| \leqq R .
\end{align*}
$$

And thanks to (1.3.17)

$$
\begin{equation*}
|S(T) \phi-S(T) \psi| \leqq C_{7}|\phi-\psi| \quad \forall \phi, \psi \in \mathfrak{v},\|\phi\| \leqq R,\|\psi\| \leqq R . \tag{3.23}
\end{equation*}
$$

Let $\eta \in] 0,1\left[\right.$, and from (1.3.1) and (1.3.22) we deduce that there exist a constant $C_{8}$ $(=\sqrt{2})$ and a continuous projector on $\mathfrak{g}$ of finite dimension $\Pi$ ( $=P_{m}$, with $m$ such that $\left.\eta \leqq C_{1} \exp \left(-C_{2} \lambda_{m+1} t\right)\right)$ such that

$$
\begin{equation*}
|S(T) \phi-S(T) \psi| \leqq \eta|\phi-\psi|+C_{8}|\Pi(S(T) \phi-S(T) \psi)| . \tag{3.24}
\end{equation*}
$$

We shall prove that Theorem 1.3 .3 is a consequence of (1.3.23) and (1.3.24).
Let there be given $\gamma>0$ and $\varepsilon>0$. Since $X$ is relatively compact in $\mathfrak{E}$, it can be covered by a finite number of open balls $\left\{B_{i}\right\}_{1 \leqq i \leqq N}$ of radius $\varepsilon$. The ball $B_{i}$ is supposed centered at $\phi_{i} \in X$. From $S(T) X \supset X$ we deduce that $X \subset \bigcup_{i=1}^{N} S(T)\left(B_{i} \cap X\right)$.

Let there be given $\phi$ in $S(T)\left(B_{i} \cap X\right)$, and thanks to (1.3.23) and (1.3.24) we have ( $\left.\psi_{i}=S(T) \phi_{i}\right)$

$$
\begin{align*}
& \left|\phi-\psi_{i}\right| \leqq \eta \varepsilon+C_{8}\left|\Pi\left(\phi-\psi_{i}\right)\right|,  \tag{3.25}\\
& |\phi-\psi| \leqq C_{7} \varepsilon . \tag{3.26}
\end{align*}
$$

We construct a new covering of $X$. For $i$ fixed, according to (1.3.26), $\Pi\left(S(T)\left(B_{i} \cap X\right)\right)$ is included in a ball of $\Pi(\mathscr{S})$ of radius $2 C_{7} \varepsilon$. Let be $\tilde{B}_{i}^{1}, \cdots, \tilde{B}_{i}^{P}$ a minimal covering of $\Pi\left(S(t)\left(B_{i} \cap X\right)\right)$ by balls of radius $r_{1}=(1-\eta) / 4 C_{8} \varepsilon$. We have $p \leqq l_{m}\left(r_{1} / 2 C_{7} \varepsilon\right)=$ $l_{m}\left((1-\eta) / 2 C_{7} C_{8}\right)$, where $l_{m}(\rho)$ is the minimal number of balls of radius $\rho$ which is necessary to cover the unit ball of $\mathbb{R}^{m}$. We set $G_{i}^{k}=S(T)\left(B_{i} \cap X\right) \cap \Pi^{-1}\left(\tilde{B}_{i}^{k}\right)$. According to (1.3.25), $G_{i}^{k}$ is included in a closed ball, centered at $\psi_{i}$, of radius $\leqq \eta \varepsilon+C_{8} r_{1}=$ $(1+3 \eta) / 4 \varepsilon$. Thus we can include $G_{i}^{k}$ in an open ball $B_{i}^{k}$ of radius $(1+\eta) \varepsilon / 2$. Let us now summarize what we have done. Starting from a generic covering of $X$ by balls of radius $\varepsilon,\left\{B_{i}\right\}_{1 \leqq i \leqq N}$, we have constructed a new covering $\left\{B_{i}^{k}\right\}_{1 \leqq i \leqq N, 1 \leqq k \leqq \rho}$, by balls of radius $(1+\eta) \varepsilon / 2(<\varepsilon)$. Thus we have: $N_{X}((1+\eta) \varepsilon / 2) \leqq p \cdot N_{X}(\varepsilon)$. Denoting by $\phi(\varepsilon)=N_{X}(\varepsilon) \varepsilon^{\gamma}$, we get from this last inequality that $\phi((1+\eta) / 2 \varepsilon) \leqq l_{m}\left(\eta / 8 C_{7} C_{8}\right)$ $\cdot((1+\eta) / 2)^{\gamma} \phi(\varepsilon)$. We claim that if $l_{m}\left((1-\eta) / 8 C_{7} C_{8}\right)((1+\eta) / 2)^{\gamma}<1$ i.e. if

$$
\begin{equation*}
\gamma>\gamma_{0}=\frac{\log l_{m}\left((1-\eta) / 8 C_{4} C_{5}\right)}{\log 2 /(1+\eta)}, \tag{3.27}
\end{equation*}
$$

we have $\limsup _{\varepsilon \rightarrow 0} \phi(\varepsilon)=0$ and thus the fractal dimension of $X$ is not greater than $\gamma_{0}$.
It remains to prove our claim. We set $\delta=(1+\eta) / 2$ and $\chi=l_{m}\left((1-\eta) / 8 C_{4} C_{5}\right)$ $\cdot((1+\eta) / 2)^{\gamma}$. We have $\phi(\delta \varepsilon) \leqq \chi \phi(\varepsilon)$ thus by iteration $\phi(\varepsilon) \leqq \chi^{j} \phi\left(\delta^{-j} \varepsilon\right), \forall j \in \mathbb{N}$.

Taking $j=1+[\log \varepsilon / \log \delta], \phi\left(\delta^{-j} \varepsilon\right) \leqq \sup _{1 \leqq \rho \leqq \delta^{-1}} \phi(\rho) \leqq \delta^{-\gamma} N_{X}(1)<+\infty$ and $\phi(\varepsilon) \leqq \chi^{j} \delta^{-\gamma} N_{X}(1)$ tends to 0 with $\varepsilon$.

Remark 3.7. (Continuation of Remark 1.3.4): Theorems 1.3.1, 1.3.2 and 1.3.3 are also valid in case of forced oscillations.
2. Applications. In this part we illustrate the abstract results of the first part by four applications in fluid mechanics. The four following sections are set in the same way: after writing the set of equations coming from physics, we give the functional setting that allows us to use the results of the first part. Then we state in each particular situation the results obtained in §1.3.
2.1. Nonhomogeneous Navier-Stokes equations. Many of the results obtained here were proved by C. Foias and R. Temam [14]. Nevertheless we need to present them in order to introduce some notations and to check the hypotheses of the abstract framework, which will be subsequently useful.

We consider the motion of a viscous incompressible fluid which fills some bounded region $\Omega$. The velocity $u(x, t)$ and pressure $p(x, t)$, are determined by the set of equations

$$
\begin{array}{ll}
\frac{\partial u}{\partial t}-\nu \Delta u+(u \cdot \nabla) u+\nabla p=h & \text { in } \Omega \times \mathbb{R}_{+}, \\
\operatorname{div} u=0 & \text { in } \Omega \times R_{+},  \tag{1.1}\\
u(x, t)=\psi(x) & \text { on } \Gamma \times \mathbb{R}_{+}, \\
u(x, 0)=u^{0}(x) & \text { in } \Omega ;
\end{array}
$$

where $\nu$ is the viscosity of the fluid, $h$ is an external force acting on the fluid and $\psi(x)$ is the velocity of the boundary $\Gamma$ of $\Omega$ (we have taken the density equal to 1 ).
2.1.1. Functional setting. We assume that $\Omega$ is an open connected bounded set in $\mathbb{R}^{d}(d=2$ or 3$)$ and that

$$
\begin{align*}
& \Gamma \text { is a } C^{\infty} \text {-manifold of dimensional } d-1 \text { and } \Omega \\
& \text { is locally located on one side of } \Gamma \text {, }  \tag{1.2}\\
& \Gamma \text { has a finite number of connected components denoted } \\
& \Gamma_{1}, \cdots, \Gamma_{k} . \tag{1.3}
\end{align*}
$$

Let $H$ and $V$ be the closures in $L^{2}(\Omega)^{d}$ and $H_{0}^{1}(\Omega)^{d}$ respectively of

$$
\mathscr{N}=\left\{v \in \mathscr{D}(\Omega)^{d}, \operatorname{div} v=0\right\}
$$

where $H_{0}^{m}(\Omega)$ denotes the closure of $\mathfrak{D}(\Omega)$ (the space of $C^{\infty}$ functions with compact support in $\Omega$ ) in the Sobolev $L^{2}$-space $H^{m}(\Omega)$ of order $m$.

The spaces $H$ and $V$ are endowed with the scalar products

$$
(u, v)=\int_{\Omega} u_{i} v_{i} d x \quad \text { and } \quad((u, v))=\int_{\Omega} D_{j} u_{i} D_{j} v_{i} d x
$$

respectively. We set also $|u|=(u, u)^{1 / 2}$ and $\|u\|=((u, u))^{1 / 2}$. The injection from $V$ into $H$ is dense, continuous and compact (thanks to Rellich's lemma). Let $A$ be the operator from $V$ into $V^{\prime}$ defined by

$$
\langle A u, v\rangle=((u, v)) .
$$

We set

$$
\begin{equation*}
E_{0}=H \quad \text { and } \quad E_{m}=H^{m}(\Omega)^{d} \cap H, \quad m \geqq 1 \tag{1.4}
\end{equation*}
$$

and according to the regularity properties of Stokes operator $A$ (see R. Temam [32], J. M. Ghidaglia [17]):

$$
\begin{equation*}
A^{-1} \text { is a continuous operator from } \mathfrak{E}_{m} \text { into } \mathfrak{E}_{m+2} \cap V \text {. } \tag{1.5}
\end{equation*}
$$

For $u, v, w$ in $H^{1}(\Omega)^{d}$ we set

$$
\begin{equation*}
b(u, v, w)=\int_{\Omega} u_{j}\left(D_{j} v_{k}\right) w_{k} d x . \tag{1.6}
\end{equation*}
$$

We have the following property for $b$ (see R. Temam [31]):

$$
\begin{align*}
& b \text { is continuous on } H^{s_{1}}(\Omega)^{d} \times H^{s_{2}+1}(\Omega)^{d} \times H^{s_{3}}(\Omega)^{d}, \text { where } s_{i} \geqq 0 \text { and } \\
& s_{1}+s_{2}+s_{3}>\frac{d}{2} \quad \text { if one of the } s_{i}=\frac{d}{2},  \tag{1.7}\\
& s_{1}+s_{2}+s_{3} \geqq \frac{d}{2} \quad \text { otherwise. }
\end{align*}
$$

Let $u, v, w \in V$, we set $B(u, v) \in V^{\prime}:\langle B(u, v), w\rangle=b(u, v, w)$, then

$$
\begin{equation*}
B \text { is continuous from } E_{m+1} \times E_{m+1} \text { into } E_{m} \text { for } m \geqq 1 \tag{1.8}
\end{equation*}
$$

The following result (see R. Temam [32] for the proof) will be useful to find an appropriate $\bar{u} \in H^{1}(\Omega)^{d}$ such that $\bar{u}_{\mid \Gamma}=\psi$.

Lemma 1.1. Let $\psi \in H^{1 / 2}(\Gamma)^{d}$ be given such that ( $n$ is the unit outward normal on $\Gamma$ )

$$
\begin{equation*}
\int_{\Gamma_{i}} \psi \cdot n d \Gamma=0, \quad i=1, \cdots, k \tag{1.9}
\end{equation*}
$$

There exists $\bar{u} \in H^{1}(\Omega)$ such that
i) $\bar{u}_{\mid \Gamma}=\psi$ (in the sense of traces on $\Gamma$ ),
ii) $\operatorname{div} \bar{u}=0$,
iii) $|b(v, \bar{u}, v)| \leqq \nu\|v\|^{2} / 2, \forall v \in V$.

Moreover, for every $m \in \mathbb{N}$, if $\psi \in H^{m+1 / 2}(\Gamma)^{d}, \bar{u} \in H^{m+1}(\Omega)^{d}$.
Using now the classical projection on divergence free fields (see J. L. Lions [24], R. Temam [32], $\cdots$ ) we deduce that (2.1.1) is equivalent to the initial value problem for $\phi=u-\bar{u}(\bar{u}$ is given by Lemma 2.1.1):

$$
\begin{align*}
& \frac{d \phi}{d t}+\nu A \phi+B(\phi, \phi)+R \phi=f  \tag{1.10}\\
& \phi(0)=\phi^{0} \tag{1.11}
\end{align*}
$$

where $R \in \mathcal{R}\left(V, V^{\prime}\right)$ is defined by

$$
\begin{equation*}
\langle R \phi, \xi\rangle=b(\phi, \bar{u}, \xi)+b(\bar{u}, \phi, \xi) \quad \forall \xi \in V . \tag{1.12}
\end{equation*}
$$

2.1.2. Fractal dimension for attractors. We briefly show that the operators introduced previously satisfy the assumptions of the first part.

Suppose that $\psi \in H^{3 / 2}(\Gamma)$ satisfies (2.1.9); then according to Lemma 2.1.1, (2.1.7) and (2.1.12), $R$ satisfies (1.3.2) and $B$ satisfies (1.1.6) with $\theta_{3}=\frac{1}{2}$. Note that (1.1.5) is the well-known property of orthogonality of $b$. The estimate (1.1.7), with $\theta_{4}=\frac{1}{2}$, results from (2.1.7) and from (cf. S. Agmon [1]):

$$
|\phi|_{L^{\infty}(\Omega)}^{2} \leqq C\|\phi\||A \phi| \quad \forall \phi \in D(A) .
$$

Remark 1.1. When $\Omega \subset \mathbb{R}^{2}$, according to (2.1.7), (1.1.13) is satisfied with $\theta_{5}=\frac{1}{2}$. On the other hand, thanks to the choice of $\bar{u}$ (Lemma 2.1.1):

$$
((\nu A+R) \phi, \phi) \geqq \frac{\nu}{2}\|\phi\|^{2} \quad \forall \phi \in V
$$

As mentioned in Remark 1.2.1, the problem (2.1.10)-(2.1.11) possesses a unique strong solution for $t \in\left[0,+\infty\left[\right.\right.$ which is bounded in $H^{1}(\Omega)^{2}$. Note also that, according to Proposition 1.3.1, for every $u^{0} \in V$ and $h \in L^{2}(\Omega)^{d}$, there exists a functional invariant set $X\left(u^{0}, h\right)$, bounded in $H^{2}(\Omega)^{d}$, such that the distance from $u(t)$ to $X$ in $H^{1}(\Omega)^{d}$ tends to zero when $t$ goes to $+\infty$.

Theorem 1.1. Assume that $h \in \mathfrak{C}^{\infty}(\bar{\Omega})^{d}$ and $\psi \in \mathfrak{C}^{\infty}(\Gamma)^{d}$; then every functional invariant set, $X$, lies in $\mathbb{C}^{\infty}(\bar{\Omega})^{d}$. Moreover if $X$ is bounded in $H^{1}(\bar{\Omega})^{d}$, then $X$ is bounded in $H^{m}(\Omega)^{d}$ for every $m \geqq 0$.

Proof. From the hypotheses on $h$ and $\psi$ we deduce that $f \in \bigcap_{m \geq 0} E_{m}$ and $\bar{u} \in$ $\int^{\infty}(\bar{\Omega})^{d}$. It follows then that $R$ maps $E_{m+1}$ into $E_{m}$; thus Theorem 1.3.2 applies.

From Theorem 1.3.3 we deduce:
Theorem 1.2. Every functional invariant set, bounded in $H^{1}(\Omega)^{d}$, has finite fractal ( and Hausdorff ) dimension. ${ }^{1}$
2.2. Navier-Stokes equations on a manifold. This application is motivated by the modelisation of geophysical flows. Assuming that the velocities are horizontal and proportional to the distance from the center of the Earth, this flow can be viewed as a viscous incompressible flow on the 2D-sphere $S^{2}$ (see for instance A. Avez and Y. Bamberger [3]). In the following analysis this case corresponds to $M=S^{2}$ and the metric $g$ is that induced by the 3-Euclidean space. Note that in this case the following assumption (2.2.4) is a well-known property of sphere with even dimension.

It should be observed that Navier-Stokes equations with periodic boundary conditions correspond to $M=T^{n}$ ( $n$-dimensional torus) endowed with the flat metric ( $g_{i j}=$ $\delta_{i j}$ ).
2.2.1. Geometric preliminaries. Let $M$ be an $n$-dimensional compact, connected and oriented Riemannian manifold without boundary.

We denote by $g$ the Riemannian metric on $M: g$ is a $C^{\infty}$-field of symmetric and bilinear forms on the tangent spaces:

$$
g(x ; u, v)=g(x ; v, u) \quad \forall x \in M, \quad \forall u, \quad v \in T_{x} M
$$

where $T_{x} M$ is the tangent space at $M$ in $x$,

$$
g(x ; u, u)>0 \quad \forall x \in M, \quad \forall u \in T_{X} M, \quad u \neq 0 .
$$

[^96]Letting ( $x^{1}, \cdots, x^{n}$ ) be a coordinate system on $M$, we set

$$
g_{i j}=g\left(x ; \frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial x^{j}}\right), \quad G=\operatorname{det}\left(g_{i j}\right),
$$

and denote by

$$
(u \mid v)=g_{i h} u^{i} u^{j}
$$

the scalar product on $T_{X} M$ induced by $g$ and $|\cdot|$ the corresponding norm.
The inverse of $g_{i j}$ is denoted by $g^{i j}: g_{i j} g^{j k}=\delta_{i}^{k}$. Thanks to $g_{i j}$ and $g^{i j}$ we can:
assign to $u$ (vector), $\tilde{u}$ (covector) by $(\tilde{u})_{i}=g_{i j} u^{j}$,
assign to $\omega$ (covector), $\hat{\omega}$ (vector) by $(\hat{\omega})^{i}=g^{i j} \omega_{j}$.
In the sequel we shall omit the $\sim$ and the $\wedge$ and use subscripts for covariant index and superscripts for contravariant index.
2.2.2. Differential operators, Sobolev spaces. We denote by $C^{\infty}(M)$ (resp. $C^{\infty}(T M)$ ) the space of $C^{\infty}$-functions (resp. $C^{\infty}$-vector field) on $M$.

Gradient of a function. We associate to $p \in C^{\infty}(M)$, the element $\nabla p \in C^{\infty}(T M)$ :

$$
(\nabla p)^{i}=g^{i j} \frac{\partial p}{\partial x^{j}} .
$$

Total derivative of a vector field. Let $u \in C^{\infty}(T M)$ and $D$ the Levi-Cività connection (see (2.2.1) for the expression in a coordinate system),

$$
(\nabla u)_{i}^{j}=D_{i} u^{j} .
$$

Divergence of a vector field. The divergence is the contraction of the total derivative

$$
\operatorname{div} u=D_{i} u^{i} .
$$

Laplacian on $\mathfrak{C}(T M)$.

$$
(\Delta u)^{i}=g^{k l} D_{k} D_{l} u^{i} \quad \forall u \in C^{\infty}(T M) .
$$

In order to give the expression of these differential operators in a coordinate system, we introduce Christoffel's symbols:

$$
\begin{aligned}
& \left\{\begin{array}{ll}
i & j
\end{array} \quad k\right\}=\frac{1}{2}\left(\frac{\partial g_{j k}}{\partial x^{i}}+\frac{\partial g_{i k}}{\partial x^{j}}-\frac{\partial g_{i j}}{\partial x^{k}}\right), \\
& \left\{\begin{array}{c}
k \\
i j
\end{array}\right\}=g^{k l}\{i j l\} .
\end{aligned}
$$

The expression of the covariant derivation is then

$$
D_{i} u^{j}=\frac{\partial u_{j}}{\partial x^{i}}+\left\{\begin{array}{c}
j  \tag{2.1}\\
i k
\end{array}\right\} u^{k} .
$$

2.2.3. Navier-Stokes equations on $\boldsymbol{M}$. With the previous notation, Navier-Stokes equations on $M$ read (see D. Ebin and J. Marsden [12]):

$$
\begin{align*}
& \frac{\partial u}{\partial t}-\nu \Delta u+D_{u} u+\nabla p=f,  \tag{2.2}\\
& \operatorname{div} u=0, \tag{2.3}
\end{align*}
$$

where $f$ is a tangent vector field, the unknowns $u$ (the velocity) and $p$ (the pressure) being respectively a tangent vector field and a scalar field.

Let us introduce Stokes operator on $M$. We set

$$
\mathscr{N}=\left\{u \in C^{\infty}(T M), \operatorname{div} u=0\right\}
$$

and let $H$ and $V$ be the closures in $\mathbb{L}^{2}$ and $\mathbb{H}^{1}$ respectively of $\mathfrak{b}$ (for Sobolev spaces on manifolds the reader is referred to T. Aubin [2]). These spaces are endowed with the scalar products

$$
(u, v)=\int(u v) d M \quad\left(d M=\sqrt{G} d x^{1} \cdots d x^{n}\right)
$$

and

$$
((u, v))_{1}=\int(u \mid v) d M+\int(\nabla u \mid \nabla v) d M
$$

respectively. We set also $\|u\|_{1}=((u, u))_{1}^{1 / 2}$.
Let $A$ be the operator from $V$ into $V^{\prime}$ defined by

$$
\langle A u, v\rangle=\int(\nabla u \mid \nabla v) d M \quad \forall u, v \in V .
$$

The next proposition gives a condition which is sufficient to insure the coercivity of $A$ :
Proposition 2.1. The semi-norm

$$
|u|_{1}=\left(\int|\nabla u|^{2} d M\right)^{1 / 2}
$$

reduces to a norm equivalent to $\|\cdot\|_{1}$ on $\mathbb{H}^{1}$ if the metric $g$ does not locally split under the form $g^{\prime}+d y_{n}^{2}$ where $g^{\prime}$ depends only on $n-1$ variables.

This proposition is a consequence of the de Rham decomposition theorem (see S . Kobayashi and K. Nomizu [21]). For further details see [16]. It is also proved in this last reference that under the topological condition:

Every continuous vector field on $M$, vanishes at least at one point,
the semi-norm $|\cdot|_{1}$ is equivalent to $\|\cdot\|_{1}$.
Let $v$ be given in $\mathfrak{b}$. The scalar product in $\mathbb{L}^{2}$ of (2.2.2) with $v$ yields since $\operatorname{div} v=0$ :

$$
\frac{\partial}{\partial t}(u \mid v)+\nu\langle A u, v\rangle+\langle B(u, u), v\rangle=(f \mid v)
$$

where we set

$$
\langle B(u, v), w\rangle=\int\left(D_{u} v \mid w\right) d M \quad \forall u, v, w \in \mathfrak{F}(T M) .
$$

With this notation, (2.2.2)-(2.2.3) turn out to be equivalent to the differential equation for $u$ :

$$
\begin{equation*}
\frac{d u}{d t}+\nu A u+B(u, u)=f \tag{2.5}
\end{equation*}
$$

2.2.4. Fractal dimension of attractors. The verification of the fact that the previous functional setting is compatible with the hypotheses of the first part (when dimension of $M=2$ or 3 ) is similar to that of the case of Navier-Stokes equations (here $\mathfrak{R \equiv 0}$ ). The details are given in [16].

Remark 2.1. When $\operatorname{dim} M=2$, (1.1.13) is satisfied with $\theta_{5}=\frac{1}{2}$. According to Remark 1.2.1, for every $f \in L^{\infty}(0,+\infty ; H)$ and $u^{0} \in V$ the initial value Problem for (2.2.5) with $u(0)=u^{0}$ possesses a strong solution which is bounded in $\mathbb{H}^{1}$. Note also that Proposition 1.3.1 applies in this case.

We deduce from the results of $\S 1.3$ :
Theorem 2.1. Assume that $f \in C^{\infty}(T M)$; then every functional invariant set, $X$, lies in $C^{\infty}(T M)$. Moreover, if $X$ is bounded in $\mathbb{H}^{1}$, then $X$ is bounded in $\mathbb{H}^{m}$ for every $m \geqq 0$.

Theorem 2.2. Every functional invariant set, bounded in $\mathbb{H}^{1}$, has finite fractal (and Hausdorff ) dimension.
2.3. Thermo-hydraulic equations. We consider the motion of a viscous incompressible fluid, subjected to thermal effects, which fills some bounded region $\Omega$. In the Boussinesq approximation the velocity $u(x, t)$, pressure $p(x, t)$ and temperature $\theta(x, t)$ are determined, in case of homogeneous boundary conditions, by the equations (see Chandrasekhar [7]):

$$
\begin{align*}
& \frac{\partial u}{\partial t}+(u \cdot \nabla) u-\nu \Delta u+\sigma \theta+\nabla p=f, \\
& \frac{\partial \theta}{\partial t}+(u \cdot \nabla) \theta-\kappa \Delta \theta=s,  \tag{3.1}\\
& \operatorname{div} u=0 \text {, } \\
& u(x, t)=0 \quad \text { on } \partial \Omega \times \mathbb{R}_{+}, \\
& \theta(x, t)=0 \quad \text { on } \partial \Omega \times \mathbb{R}_{+} ;
\end{align*}
$$

where $\kappa$ denotes the Fourier coefficient of the fluid and $\sigma$ is a fixed vector in $\mathbb{R}^{d}$ pointing vertically downwards.
2.3.1. Functional setting. We supplement some notations to that of the $\S 2.1 .1$. The orthogonal projector in $L^{2}(\Omega)^{d}$ onto $H$ is denoted by $P$. The operator $-\Delta$ on $H_{0}^{1}(\Omega)$ is denoted by $A_{1}$ and we define $B_{1} \in \mathcal{R}\left(V \times H_{0}^{1}(\Omega), H^{-1}(\Omega)\right)$ by

$$
\left\langle B_{1}(U, \theta), \eta\right\rangle=\int_{\Omega} u_{i} \frac{\partial \theta}{\partial x_{i}} \eta d x .
$$

We set

$$
\mathfrak{g}=H \times L^{2}(\Omega), \quad \mathfrak{v}=V \times H_{0}^{1}(\Omega) ;
$$

these spaces are endowed with the scalar products

$$
\left(\phi_{1}, \phi_{2}\right)=\int_{\Omega}\left(u_{1} \cdot u_{2}+\theta_{1} \cdot \theta_{2}\right) d x
$$

and

$$
\left(\left(\phi_{1}, \phi_{2}\right)\right)=\nu \int_{\Omega} \nabla u_{1}: \nabla u_{2} d x+\kappa \int_{\Omega} \nabla \theta_{1} \cdot \nabla \theta_{2} d x
$$

respectively, where $\phi_{i}$ denotes the pair $\left\{u_{i}, \theta_{i}\right\}$.

We introduce the operators $\mathfrak{A} \in \mathfrak{R}\left(\mathfrak{v}, \mathfrak{v}^{\prime}\right), B \in \mathfrak{R}\left(\mathfrak{v} \times \mathfrak{v}, \mathfrak{b}^{\prime}\right)$ and $\mathfrak{R} \in \mathfrak{R}\left(\mathfrak{v}, \mathfrak{v}^{\prime}\right)$ :

$$
\begin{aligned}
& \left\langle\mathfrak{H} \phi_{1}, \phi_{2}\right\rangle=\left(\left(\phi_{1}, \phi_{2}\right)\right), \\
& \left\langle\mathfrak{F}\left(\phi_{1}, \phi_{2}\right), \phi_{3}\right\rangle=\int_{\Omega}\left(u_{1} \cdot \nabla\right) u_{2} u_{3} d x+\int_{\Omega}\left(u_{1} \cdot \nabla\right) \theta_{2} \theta_{3} d x, \\
& \left\langle\mathfrak{R} \phi_{1}, \phi_{2}\right\rangle=\int_{\Omega} \theta_{1} \sigma \cdot u_{2} d x .
\end{aligned}
$$

With these notations and $\mathfrak{F}=(f, s)$ equations (2.3.1) read

$$
\frac{d \phi}{d t}+\mathfrak{A} \phi+\mathfrak{B}(\phi, \phi)+\mathfrak{R} \phi=\mathfrak{F} .
$$

2.3.2. Fractal dimension of attractors. The verification of the fact that the previous functional setting is compatible with the hypotheses of the first part is similar to that of the case of Navier-Stokes equation. The details are given in [16].

Remark 3.1. When $\Omega \subset \mathbb{R}^{2}$, (1.1.3) is satisfied with $\theta_{5}=\frac{1}{2}$. In general $\mathfrak{A}+\Re$ is not $\mathfrak{b}$-coercive, but studying the system equivalent to (2.3.1), obtained by multiplying the evolution equation of $\theta$ by a large constant, we change $\mathfrak{N}$ to make $\mathfrak{U}+\mathfrak{R} \mathfrak{b}$-coercive. Thus Proposition 1.3.1 applies also in this case. Note that in case of nonhomogeneous boundary condition on the temperature, the trick mentioned previously does not apply but, as proved in [16], the conclusions of Remark 1.2.1 and Proposition 1.3.1 still hold.

We deduce from the results of $\S 1.3$ :
Theorem 3.1. Assume that $f \in \mathfrak{C}^{\infty}(\bar{\Omega})^{d}$ and $s \in \mathfrak{C}^{\infty}(\bar{\Omega})$; then every functional invariant set, $X$, lies in $\mathbb{S}^{\infty}(\bar{\Omega})^{d+1}$. Moreover if $X$ is bounded in $H^{1}(\Omega)^{d+1}$, then $X$ is bounded in $H^{m}(\Omega)^{d+1}$ for every $m \geqq 0$.

Theorem 3.2. Every functional invariant set, bounded in $H^{1}(\Omega)^{d}$, has finite fractal (and Hausdorff ) dimension.
2.4. Magnetohydrodynamic equations. In this section we briefly give the functional setting that allows us to apply the results of the first part to M. H. D. equations. Most of the results which issue from this application are contained in M. Sermange and R. Temam [29]. Nevertheless we have presented them in order to emphasize the generality of the abstract framework.

We consider the motion of a viscous incompressible and resistive fluid. The velocity $u(x, t)$, pressure $p(u, t)$ and the magnetic field $B(x, t)$ are determined by the equations (see L. Landau and E. Lifchitz [22]):

$$
\begin{align*}
& \frac{\partial u}{\partial t}+(u \cdot \nabla) u-\frac{1}{R e} \Delta u-(B \cdot \nabla) B+\nabla\left(p+\frac{1}{2} B^{2}\right)=f, \\
& \frac{\partial B}{\partial t}+(u \cdot \nabla) B+\frac{1}{R m} \operatorname{curl}(\operatorname{curl} B)-(B \cdot \nabla) u=0,  \tag{4.1}\\
& \operatorname{div} u=0, \quad \operatorname{div} B=0, \\
& u=0, \quad B \cdot n=0 \quad \text { and }(\operatorname{curl} B) \times n=0 \quad \text { on } \Gamma,
\end{align*}
$$

where $n$ is the unit normal on $\Gamma$. The two positive numbers $R e$ and $R m$ appearing in (2.4.1) are respectively the Reynolds number and the magnetic Reynolds number.

We assume, in addition to the hypothesis of $\S 2.1 .1$ that $\Omega$ is simply connected (this assumption is not essential) and introduce the space

$$
\tilde{V}=\left\{B \in H^{1}(\Omega)^{d}, \operatorname{div} B=0, B \cdot n=0\right\} .
$$

We set $\mathfrak{g}=H \times H$ and $\mathfrak{b}=V \times \tilde{V}$. If we denote by $\phi$ the pair $\{u, B\}$ and introduce the operators $\mathfrak{H} \in \mathfrak{R}\left(\mathfrak{v}, \mathfrak{b}^{\prime}\right), \mathfrak{B} \in \mathfrak{R}\left(\mathfrak{b} \times \mathfrak{v}, \mathfrak{b}^{\prime}\right)$ :

$$
\begin{aligned}
& \left\langle\mathfrak{N} \phi_{1}, \phi_{2}\right\rangle=\frac{1}{R e} \int_{\Omega} \nabla u_{1} \nabla u_{2} d x+\frac{1}{R m} \int_{\Omega} \operatorname{curl} B_{1} \cdot \operatorname{curl} B_{2} d x, \\
& \left\langle\mathfrak{B}\left(\phi_{1}, \phi_{2}\right), \phi_{3}\right\rangle=\int_{\Omega}\left[\left(u_{1} \cdot \nabla\right) u_{2} u_{3}-\left(B_{1} \cdot \nabla\right) B_{2} u_{3}+\left(u_{1} \cdot \nabla\right) B_{2} B_{3}-\left(B_{1} \cdot \nabla\right) u_{2} B_{3}\right] d x ;
\end{aligned}
$$

Equations (2.4.1) can be written under the form

$$
\frac{d \phi}{d t}+\mathfrak{Y} \phi+\mathfrak{B}(\phi, \phi)=\mathfrak{F}
$$

Therefore we can, in the same way as in the previous applications, derive the following regularity and finite dimension results for attractors for M.H.D. equations:

Theorem 4.1. Assume that $f \in \mathfrak{C}^{\infty}(\bar{\Omega})^{d}$ and then every functional invariant set, $X$, lies in $\mathfrak{C}^{\infty}(\bar{\Omega})^{2 d}$. Moreover if $X$ is bounded in $H^{1}(\Omega)^{2 d}$, then $X$ is bounded in $H^{m}(\Omega)^{2 d}$ for every $m \geqq 0$.

Theorem 4.2. Every functional invariant set, bounded in $H^{1}(\Omega)^{2 d}$, has finite fractal (and Hausdorff ) dimension.

Remark 4.1. We have considered for the sake of simplicity the homogeneous case (i.e. $\Re=0$ ). The nonhomogeneous case that could be treated like it has been done for Navier-Stokes equations.
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# EXISTENCE AND CONTROL OF PLASMA EQUILIBRIUM IN A TOKAMAK* 
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#### Abstract

The "Tokamak" is a machine where the plasma is confined inside a toroidal vessel by the magnetic field due to currents in external coils. In the present Tokamaks the free plasma boundary is a flux line which is in contact with a given limiter. We first give a simplified model for the plasma axisymmetric equilibrium. We prove, under suitable assumptions on the limiter, the existence of such an equilibrium for given external currents. We then establish the existence of external currents for which the domain aoccupied by the plasma is as close as possible to a given domain. For this problem, which is formulated as an optimal control problem, the first order necessary optimality conditions are obtained by introducing a suitable adjoint state.


Introduction. A model which describes the equilibrium of a plasma in a toroidal machine (a Tokamak) is studied here. The plasma current is obtained by magnetic induction from a primary circuit made of poloidal field coils. In the present Tokamaks the volume occupied by the plasma inside the vacuum vessel is limited by the presence of a "limiter". The configuration is supposed to be axisymmetric, so that the problem can be reduced to a two-dimensional one in the meridian section of the torus.

Section 1 is devoted to the establishment of the model for the plasma axisymmetric equilibrium. Section 2 deals with an annex mathematical problem. In §3 the existence of a solution for the equilibrium problem formulated in $\S 1$ is studied. The control of the plasma shape by the external currents is treated in §4.

## 1. The plasma equilibrium model.

1.1. The Maxwell equations in an axisymmetric configuration. The magnetic induction $\mathbf{B}$ and the current density $\mathbf{j}$ verify the following Maxwell equations:

$$
\begin{align*}
& \operatorname{div} \mathbf{B}=0,  \tag{1}\\
& \operatorname{rot}\left(\frac{\mathbf{B}}{\mu}\right)=\mathbf{j}, \tag{2}
\end{align*}
$$

where $\mu$ is the magnetic permeability.
We restrict the problem to the study of axisymmetric configurations, so that in cylindrical coordinates $(r, z, \varphi)$ the vectors $\mathbf{B}$ and $\mathbf{j}$ are independent of the angle $\varphi$.

Equation (1) can then be written

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r B_{r}\right)+\frac{\partial B_{z}}{\partial z}=0 . \tag{3}
\end{equation*}
$$

From (3) one deduces the existence of a scalar function $\psi(r, z)$ called the poloidal flux, such that

$$
\begin{equation*}
B_{r}=-\frac{1}{r} \frac{\partial \psi}{\partial z}, \quad B_{z}=\frac{1}{r} \frac{\partial \psi}{\partial r} . \tag{4}
\end{equation*}
$$

[^97]From (2) and (4), one can deduce the following partial differential equation for $\psi(r, z)$

$$
\begin{equation*}
\mathscr{L} \psi=j_{\varphi} \tag{5}
\end{equation*}
$$

with

$$
\mathscr{L}=-\frac{\partial}{\partial r}\left(\frac{1}{\mu r} \frac{\partial}{\partial r}\right)-\frac{\partial}{\partial z}\left(\frac{1}{\mu r} \frac{\partial}{\partial z}\right)
$$

and where $j_{\varphi}$ is the toroidal component of the current density (i.e. the $\varphi$-component of j).

Let us restrict ourselves to air-transformer Tokamaks, so that $\mu$ is constant and equal to the magnetic permeability $\mu_{0}$ of the vacuum ( $\mu_{0}=1$ in Gaussian units). Therefore the operator $\mathscr{L}$ is a linear elliptic operator.

The current density $j_{\varphi}$ in the right-hand side of (5) is equal to 0 everywhere except in the coils $C_{i}$ and in the plasma $P$.
1.2. Equilibrium conditions for the plasma. In the first Tokamaks (T3, TFR, $\cdots$ ) the plasma was inside a perfect superconducting shell, on which $\psi$ was constant. The eddy currents on this shell generated the magnetic field necessary to ensure plasma equilibrium (cf. [10], [14]). Simplified models of plasma equilibrium inside a perfect superconducting shell have been studied in [17], [18], [1]. In the present Tokamaks (JET, TFTR, $\cdots$ ) there is no more superconducting shell and the plasma shape is determined by the currents in the external coils. The plasma is inside a vacuum region $V$, whose boundary $\partial V$ is the vacuum vessel (see Fig. 1). The plasma boundary is a flux line ( $\psi=$ constant). Since an arbitrary constant can be added to $\psi$ according to its definition (4), we can assume that $\psi=0$ on the plasma boundary. Therefore the plasma domain is defined in the following way

$$
\begin{equation*}
P=\{x \in V \text { such that } \psi(x)>0\} . \tag{6}
\end{equation*}
$$

The plasma particles (electrons and ions) follow the flux lines; they are stopped when they touch the limiter $D$, which is a piece of metal inside $V$. This contact condition between the plasma and the limiter can be written

$$
\begin{equation*}
P \cap D=\varnothing, \quad \partial P \cap D \neq 0 . \tag{7}
\end{equation*}
$$

In fact the aim of the limiter is to prevent the plasma from touching the vacuum vessel (that is to ensure $\partial P \cap \partial V=\varnothing$ ).

The plasma is in equilibrium when the kinetic pressure force $\operatorname{grad} p$ ( $p$ is the plasma kinetic pressure) is equal to the magnetic pressure force ( $\mathbf{j} \wedge \mathbf{B}$ )

$$
\begin{equation*}
\operatorname{grad} p=\mathbf{j} \wedge \mathbf{B} \tag{8}
\end{equation*}
$$

The toroidal plasma current density $j_{\varphi}$ can then be deduced from (2), (4) and (8), and it is given by the Grad-Shafranov relation (cf. [7], [13])

$$
\begin{equation*}
j_{\varphi}(r, \psi)=r \frac{\partial p}{\partial \psi}+\frac{1}{2 \mu_{0} r} \frac{\partial f^{2}}{\partial \psi} \tag{9}
\end{equation*}
$$

with $f=r B_{\varphi}$, where $B_{\varphi}$ is the toroidal component of $\mathbf{B}$. The functions $p$ and $f$ are the solutions of parabolic diffusion equations, which depend on the shape of the flux lines. These "queer" differential equations (cf. [8]) will not be considered here and, as in [18], we assume, for the sake of simplicity, that $j_{\varphi}$ is proportional to $\psi$ in the plasma $P$. The
proportionality constant $\lambda$ is unknown here and is determined by the fact that the total plasma current $I_{p}$ is given ( $I_{p}$ is assumed to be positive). The plasma current density can then be written, with (6),

$$
\begin{equation*}
j_{\varphi}=\lambda \psi^{+} 1_{V}, \quad I_{P}=\lambda \int_{V} \psi^{+} d x \tag{10}
\end{equation*}
$$

with $\psi^{+}=\sup (\psi, 0)$ and $1_{V}$ is the characteristic function of the vacuum region $V$.
1.3. The equations for the poloidal flux $\psi$. Physically the problem is set in $R^{+} \times R$. But we can restrict it to an open bounded subset $\Omega$ of $R^{+} \times R$, with a regular boundary $\Gamma=\partial \Omega$, and such that

$$
\Omega \subset\{x=(r, z), r \geqq \underline{r}\} \quad \text { with } \underline{r}>0 .
$$



Fig. 1. The cross section $\Omega$ of the torus.
If $\Gamma$ is taken sufficiently far from the vacuum vessel and from the coils, then $\psi$ can be assumed to be constant on $\Gamma$. Therefore the equations for $\psi$ will be set in such a bounded domain $\Omega$.

The vacuum region $V$ is an open subset of $\Omega$ and its boundary $\partial V$ is the vacuum vessel. The sections of the coils $C_{1}, \cdots, C_{k}$ are closed subsets of $\Omega$, pairwise disjoint and which do not intersect $V$. The section $D$ of the limiter is a closed subset of $V$.

From (5), (7) and (10), one can deduce the equations for the pair $(\psi, \lambda)$

$$
\begin{align*}
& \mathscr{L} \psi=\lambda \psi^{+} 1_{V}+j \text { in } \Omega, \\
& I_{p}=\lambda \int_{V} \psi^{+} d x,  \tag{11}\\
& \psi \text { is a constant on } \Gamma
\end{align*}
$$

and

$$
\begin{equation*}
\sup _{x \in D} \psi(x)=0 \tag{12}
\end{equation*}
$$

where $j$ is the external current density, whose support is $U_{i} C_{i}$. For a continuous function $\psi$ satisfying (11), equation (12) is clearly equivalent to the contact conditions (7), since, by the maximum principle, $\psi$ has no local maximum on $D$.

Remark 1. From (11) it is clear that, if there exists a zone of positivity of $\psi$ outside $V$, there is no plasma in this zone.

Remark 2. For a pair ( $\psi, \lambda$ ) satisfying (11) and (12), the plasma boundary $\partial P$ may intersect $\partial V$ (see Fig. 2). In this case $\partial P$ is no longer the flux line $\{\psi=0\}$ and this solution is not interesting from a physical point of view. It shows that the limiter $D$ is not correctly located, because in this case it does not prevent the plasma from touching the vacuum vessel $\partial V$.


Fig. 2. A nonphysical solution of equations (11)-(12).

In §3, we are going to establish under suitable assumptions on $D$, the existence of (at least) one pair $(\psi, \lambda) \in C^{0}(\bar{\Omega}) \times R$ solution of (11) and (12). In order to prove this, an annex problem will first be studied in §2, namely the existence of a solution of (11), for $\lambda$ given.

## 2. An annex problem.

2.1. An existence result. One defines

$$
H_{c}^{2}(\Omega)=\left\{v \in H^{2}(\Omega) \text { such that } v \text { is constant on } \Gamma\right\} .
$$

Let us recall that, according to Sobolev's theorem, $H^{2}(\Omega) \subset C^{0}(\bar{\Omega})$.
If $\nu>0, I>0$ and $f \in L^{2}(\Omega)$ are given, we are going to study the solutions $u$ of

$$
\begin{align*}
& u \in H_{c}^{2}(\Omega) \\
& \mathscr{L} u=\nu u^{+} 1_{V}+f \quad \text { in } \Omega  \tag{13}\\
& I=\nu \int_{V} u^{+} d x
\end{align*}
$$

Many papers have been devoted to the case $f=0, V=\Omega$ which corresponds to the plasma equilibrium in a perfect superconducting shell. Particularly existence results have been established by R. Temam [18] and by H. Berestycki-H. Brezis [1] using methods of minimization of suitable functionals and also in [1] using the topological degree of J. Leray-J. Schauder [9].

Following [1] the topological degree method will be used here, because it enables one to prove, in addition to the existence of a solution for each value of the parameters $\nu, I$ and $f$, that there exists a connected set of solutions, when $\nu$ is varying. More precisely the following theorem will be proved in §2.6:

Theorem 1. For every $I>0$ and $f \in L^{2}(\Omega)$, there exists a set $\mathscr{C}$ of pairs $(u, \nu)$ satisfying (13) such that $\mathscr{C}$ is connected in $H_{c}^{2}(\Omega) \times R^{+}$, and such that $\nu$ spans $R^{+}-\{0\}$ when $(u, \nu)$ spans $\mathscr{C}$.

To prove this result, the existence and uniqueness of a solution $u$ of (13) will first be established when $\nu$ is sufficiently small, and a priori estimates on the solutions of (13) will be given.
2.2. Uniqueness for $\boldsymbol{v}$ small. Let $\mu_{1}, \mu_{2} \cdots$ be the sequence of the eigenvalues of the problem

$$
\mathscr{L}_{v}=\mu 1_{V} v, \quad v \in \mathscr{V}
$$

where $\mathscr{V}=\left\{v \in H_{c}^{2}(\Omega)\right.$ such that $\left.\int_{\Omega} \mathscr{L} v d x=0\right\}$.
Lemma 1. If $0<\nu<\mu_{2}$, equation (13) has at most one solution.
Remark 3. Let $\lambda_{1}, \lambda_{2} \cdots$ be the sequence of the eigenvalues of the problem

$$
\mathscr{L} v=\lambda 1_{V} v, \quad v \in H_{0}^{1}(\Omega) .
$$

We have: $\mu_{1}=0$ and $0<\lambda_{1}<\mu_{2} \leqq \lambda_{2}$ (cf. for example [6]).
Let us recall that in the case $f=0, V=\Omega$, Lemma 1 is still true with $\lambda_{2}$ instead of $\mu$ 2 (cf. [11] and [18]).

Proof of Lemma 1. This result is essentially in H. Berestycki-H. Brezis [1, Thm. 4]. Let us prove it in the following way: let $u_{1}$ and $u_{2}$ be two distinct solutions of (13). Their difference $w=u_{2}-u_{1}$ satisfies

$$
\begin{equation*}
\mathscr{L} w=\nu \rho 1_{V} w, \quad w \in \mathscr{V} \tag{14}
\end{equation*}
$$

where

$$
\rho(x)= \begin{cases}\frac{u_{2}^{+}(x)-u_{1}^{+}(x)}{u_{2}(x)-u_{1}(x)} & \text { if } u_{2}(x)-u_{1}(x) \neq 0 \\ 0 & \text { if } u_{2}(x)-u_{1}(x)=0\end{cases}
$$

Let $\nu_{1}^{\rho}, \nu_{2}^{\rho}, \cdots$ be the nondecreasing sequence of the eigenvalues of (14). These eigenvalues are nonincreasing as $\rho$ increases. Since $0 \leqq \rho \leqq 1$ one has $\nu_{2}^{\rho} \geqq \mu_{2}$. Since $\nu<\mu_{2}$ one has necessarily $\nu=\nu_{1}^{\rho}=0$, which is impossible.

### 2.3. A priori estimates.

Lemma 2. Every solution $u$ of (13) satisfies

$$
|u|_{H^{2}(\Omega)} \leqq C\left(\nu^{2}+\frac{1}{\nu}\right)\left(I+\frac{1}{I}\right)\left(1+|f|_{L^{2}(\Omega)}\right)^{2}
$$

where $C$ only depends on $\Omega$ and $V$.

Since the operator $\mathscr{L}$ is uniformly elliptic with regular coefficients in $\bar{\Omega}, \mathscr{L}$ is an isomorphism from $H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$ onto $L^{2}(\Omega)$. Its inverse operator is denoted $K$.

For every $s \leqq 0$, there exists $\theta_{s} \in R$ (depending only on $\Omega$ ) such that

$$
\begin{equation*}
|K v|_{H^{s+2}(\Omega)} \leqq \theta_{s}|v|_{H^{s}(\Omega)}, \quad \forall v \in L^{2}(\Omega) \tag{15}
\end{equation*}
$$

Proof of Lemma 2. Let $u$ be a solution of (13). Its (constant) value on $\Gamma$ is denoted $u_{\Gamma}$ and we set $P(u)=\{x \in V$ such that $u(x)>0\}$. Then we have

$$
\begin{equation*}
u=u_{\Gamma}+\nu K\left(u^{+} 1_{V}\right)+K(f) . \tag{16}
\end{equation*}
$$

i) Upper bound on ( $u-u_{\Gamma}$ ) in $L^{2}(\Omega)$. One has: $\left|u^{+} 1_{V}\right|_{L^{1}(\Omega)}=I / v$; therefore it follows from Sobolev's theorem that

$$
\left|u^{+} 1_{V}\right|_{H^{-2}(\Omega)} \leqq C_{1} \frac{I}{\nu}
$$

Using (15) we deduce

$$
\begin{equation*}
\left|u-u_{\Gamma}\right|_{L^{2}(\Omega)} \leqq C_{2}\left(I+|f|_{L^{2}(\Omega)}\right) . \tag{17}
\end{equation*}
$$

ii) Upper bound on $\left|u_{\Gamma}\right|$. If $u_{\Gamma} \leqq 0$, we have in $P(u)$

$$
2\left|u_{\Gamma}\right| u^{+} \leqq\left(u^{+}+\left|u_{\Gamma}\right|\right)^{2}=\left|u-u_{\Gamma}\right|^{2}
$$

and, integrating on $P(u)$, we deduce

$$
2\left|u_{\Gamma}\right| \frac{I}{\nu} \leqq\left|u-u_{\Gamma}\right|_{L^{2}(\Omega)}^{2} .
$$

If $u_{\Gamma} \geqq 0$ one has

$$
u_{\Gamma} \leqq\left|u-u_{\Gamma}\right|+u^{+} \text {in } \Omega
$$

and, integrating on $V$, one deduces

$$
u_{\Gamma}|V| \leqq|\Omega|^{1 / 2}\left|u-u_{\Gamma}\right|_{L^{2}(\Omega)}+\frac{I}{v}
$$

In both cases, using the upper bound on $\left(u-u_{\Gamma}\right)$, one obtains

$$
\left|u_{\Gamma}\right| \leqq C_{3}\left(\nu+\frac{1}{\nu}\right)\left(I+\frac{1}{I}\right)\left(1+|f|_{L^{2}(\Omega)}\right)^{2} .
$$

iii) Upper bound on $u$ in $H^{2}(\Omega)$. From (15) and (16), one has

$$
|u|_{H^{2}(\Omega)} \leqq\left|u_{\Gamma}\right||\Omega|^{1 / 2}+\nu \theta_{0}|u|_{L^{2}(\Omega)}+\theta_{0}|f|_{L^{2}(\Omega)} .
$$

The lemma follows from the estimates on $\left|u-u_{\Gamma}\right|_{L^{2}(\Omega)}$ and $\left|u_{\Gamma}\right|$.
2.4. Transformation of (13). According to the Lax-Milgram theorem, for every $w \in L^{2}(\Omega)$ there exists a unique $q \in H_{c}^{1}(\Omega)$ such that

$$
\int_{\Omega}\left(\frac{1}{r} \nabla q \cdot \nabla v+q v\right) d x=\int_{\Omega} w v d x \quad \forall v \in H_{c}^{1}(\Omega)
$$

where $H_{c}^{1}(\Omega)=\left\{v \in H^{1}(\Omega)\right.$ such that $v$ s constant on $\left.\Gamma\right\}$. One easily verifies that $q$ is the unique solution in $H_{c}^{2}(\Omega)$ of

$$
\mathscr{L} q+q=w, \quad \int_{\Omega} \mathscr{L} q d x=0
$$

A linear continuous operator from $L^{2}(\Omega)$ into $H_{c}^{2}(\Omega)$ is then defined by $L w=q$.
The Lax-Milgram theorem gives also the existence (and the uniqueness) of a solution $\phi \in H_{c}^{1}(\Omega)$ of

$$
\int_{\Omega}\left(\frac{1}{r} \nabla \phi \cdot \nabla v+\phi v\right) d x=-\left(I+\int_{\Omega} f d x\right) v_{\Gamma} \quad \forall v \in H_{c}^{1}(\Omega) .
$$

In fact $\phi$ is the solution in $H_{c}^{2}(\Omega)$ of

$$
\mathscr{L}_{\phi}+\phi=0, \quad \int_{\Omega} \mathscr{L}_{\phi} d x=I+\int_{\Omega} f d x .
$$

One defines an operator $H$ from $H_{c}^{2}(\Omega)$ into itself by ( $\nu$ is fixed)

$$
H(u)=\phi+L\left(\nu u^{+} 1_{V}+f+u\right) .
$$

From this definition it is easy to prove the following lemma.
Lemma 3. The problem (13) is equivalent to

$$
\begin{equation*}
u \in H_{c}^{2}(\Omega), \quad u-H(u)=0 . \tag{18}
\end{equation*}
$$

The operator $H$ is compact from $H_{c}^{2}(\Omega)$ into itself. Therefore one can define, according to J. Leray-J. Schauder $[9, \S 13$, p. 60] the index of the solutions of (18).

Using results of [9], we will prove in $\S 2.5$ that, if $\nu$ is sufficiently small, there exists a unique solution of (18), with a nonzero index, and we will deduce from this in §2.6 the existence of a connected set $\mathscr{C}$ of solutions $(u, \nu)$ of (13) with the properties that $\nu$ spans $\mathbb{R}^{+}-\{0\}$ when $(u, \nu)$ spans $\mathscr{C}$.
2.5. Existence of a solution for small $\boldsymbol{v}$ and computation of its index.

Lemma 4. There exists $\alpha>0$, which depends only on $\Omega, V$ and $f$, such that when $0<\nu \leqq \alpha$, the problem (18) has a unique solution $u_{\nu}$, and the index of $u_{\nu}$ is equal to -1 .

This lemma will be proved by transforming continuously, with the help of a parameter $t$, equation (18) so as to obtain an equation having a unique solution $k$, whose index is easily computable.

Proof. Let $\alpha$ and $\nu$ be two constants such that: $0<\nu \leqq \alpha<\mu_{2}$.
i) Transformation of (18). There exists a unique real number $b$ such that $k=\phi+b$ satisfies

$$
\begin{equation*}
\nu \int_{V} k^{+} d x=I \tag{19}
\end{equation*}
$$

One defines a function $G$ from $H_{c}^{2}(\Omega) \times[0,1]$ into $H_{c}^{2}(\Omega)$ by

$$
G(v, t)=t \phi+(1-t) k+L\left(\nu v^{+} 1_{V}+v+t f-(1-t)\left(\nu k^{+} 1_{V}+k\right)\right) .
$$

Then the equation

$$
\begin{equation*}
w \in H_{c}^{2}(\Omega), \quad w-G(w, t)=0 \tag{20}
\end{equation*}
$$

is equivalent to

$$
\begin{align*}
& w \in H_{c}^{2}(\Omega) \\
& \mathscr{L}_{w}=\nu w^{+} 1_{V}+t f+(1-t)\left(\mathscr{L}_{k}-\nu k^{+} 1_{V}\right)  \tag{21}\\
& \nu \int_{V} w^{+} d x=I
\end{align*}
$$

For $t=1$, (21) is equivalent to (13) and therefore to (18).
For every $t$, Lemma 1 shows that there exists at most one solution $w$. Moreover the operator $v \rightarrow G(v, t)$ is compact from $H_{c}^{2}(\Omega)$ into itself; therefore one can define the index of the solution $w$, when this solution exists.
ii) The case $t=0$. Existence of a solution and computation of its index. As $k$ is a solution of (21), it satisfies (20). We are going to compute its index relatively to this equation.

The condition (19) shows that $\alpha$ can be chosen small enough so that, when $\nu \leqq \alpha$, one has $k>0$ in $\bar{\Omega}$.

Then, in a neighbourhood of $k$ (note that $H^{2}(\Omega) \hookrightarrow C^{0}(\bar{\Omega})$ ), w is positive and $G(w, 0)=k+\nu L\left[(w-k) 1_{V}\right]+L(w-k)$.

It follows that $G(\cdot, 0)$ is Frechet differentiable at the point $k$, and its derivative is the operator $v \rightarrow L\left(\nu 1_{V} v+v\right)$.

According to [9, Conclusion, p. 56], the index of $k$ for equation (20) is equal to the index of 0 for the equation $z-L\left(\nu 1_{V} z+z\right)=0$ in $H_{c}^{2}(\Omega)$, when this latter index exists. This equation is equivalent to

$$
\mathscr{L}_{z}=\nu 1_{V} z, \quad \int_{\Omega} \mathscr{L}_{z} d x=0
$$

Its eigenvalues are the $\mu_{i}$ defined in §2.2. Since $0=\mu_{1}<\nu<\mu_{2}$ and $\mu_{1}$ is a simple eigenvalue, this index exists and is equal to $(-1)$.

This proves that the index of $k$ for equation (20) is equal to -1 .
iii) Existence of a solution for $t=1$. The function $G: H_{c}^{2}(\Omega) \times[0,1] \rightarrow H_{c}^{2}(\Omega)$ is continuous, the functions $t \rightarrow G(v, t)$ are equicontinuous and, for every $t, v \rightarrow G(v, t)$ is compact.

Lemma 2 shows that the possible solutions $w$ of (21), and consequently of (20), are bounded (in $H_{c}^{2}(\Omega)$ ) independently of $t$.

Then, according to [9], there exist a solution of (20) for $t=1$ and its index is equal to the index of $k$ relatively to (20) for $t=0$.

As $G(\cdot, 1)=H$ this proves Lemma 4 .
2.6. Proof of Theorem 1. Let $\underline{\nu}$ and $\bar{\nu}$ be two real numbers such that $0<\underline{\nu} \leqq \alpha<\bar{\nu}$ where $\alpha$ is given by Lemma 4. The operator $H$ defined in $\S 2.4$ depending on $\nu$, one defines a function $F$ from $H_{c}^{2}(\Omega) \times[\underline{\nu}, \bar{\nu}]$ into $H_{c}^{2}(\Omega)$ by $F(v, \nu)=H(v)$.

Lemma 3 shows that (13) is equivalent to

$$
\begin{equation*}
u \in H_{c}^{2}(\Omega), \quad u-F(u, \nu)=0 \tag{22}
\end{equation*}
$$

Lemma 2 shows that the solutions of (22) are bounded (in $H_{c}^{2}(\Omega)$ ) independently of $\nu$.

Moreover $F$ is continuous, the functions $\nu \rightarrow F(v, \nu)$ equicontinuous when $v$ remains in a bounded set, and for every $\nu$ the function $v \rightarrow F(v, \nu)$ is compact.

Finally for $\nu=\alpha$ the total index of the solutions of (22) is equal to -1 according to Lemma 4.

Theorem 1 of J. Leray-J. Schauder [9] proves then that there exists a set $\mathscr{C}_{\underline{\nu, \bar{\nu}}}$ of pairs ( $u, \nu$ ) satisfying (22) such that $\mathscr{C}_{\underline{\nu}, \bar{v}}$ is connected in $H_{c}^{2}(\Omega) \times \mathbb{R}^{+}$and such that $\nu$ spans $[\underline{\nu}, \bar{\nu}]$ when $(u, \nu)$ spans $\mathscr{C}_{\underline{\nu}, \bar{\nu}}$.

For every positive integer $n$, setting $\underline{\nu}=\alpha / n$ and $\bar{\nu}=n \alpha$, one obtains a connected set $\mathscr{C}^{n}$. Since each $\mathscr{C}^{n}$ contains the point $\left(u_{\alpha}, \alpha\right)$, the reunion $\mathscr{C}$ of all the $\mathscr{C}^{n}$ is connected, and $\nu$ attains in $\mathscr{C}$ all positive values.

This proves Theorem 1.

### 2.7. Lower bound of the solutions for small $\boldsymbol{v}$.

Lemma 5. If $\nu \leqq I / d\left(I+|f|_{L^{2}(\Omega)}\right)$, then every solution $u$ of (13) satisfies

$$
u \geqq \frac{I}{\nu|\Omega|}-d^{\prime}\left(I+|f|_{L^{2}(\Omega)}\right) \quad \text { in } \bar{\Omega},
$$

where $d$ and $d^{\prime}$ only depend on $\Omega$.
Proof. One has (recall that $P(u)=\{x \in V, u(x)>0\}$ )

$$
\int_{P(u)}\left(u-u_{\Gamma}\right) d x \leqq \int_{\Omega}\left|u-u_{\Gamma}\right| d x \leqq|\Omega|^{1 / 2}\left|u-u_{\Gamma}\right|_{L^{2}(\Omega)},
$$

and from (17) it follows that

$$
\frac{I}{\nu}-u_{\Gamma}|P(u)| \leqq d\left(I+|f|_{L^{2}(\Omega)}\right)
$$

If $I / \nu \geqq d\left(I+|f|_{L^{2}(\Omega)}\right)$ one has $u_{\Gamma} \geqq 0$ and, since $|P(u)| \leqq|\Omega|$, it comes

$$
u_{\Gamma} \geqq \frac{I}{\nu|\Omega|}-\frac{d}{|\Omega|}\left(I+|f|_{L^{2}(\Omega)}\right) .
$$

The maximum principle shows that $K\left(u^{+} 1_{V}\right) \geqq 0$ where the operator $K$ has been defined in §2.3. It follows from (15) that $|K(f)|_{L^{\infty}(\Omega)} \leqq d_{1}|f|_{L^{2}(\Omega)}$ and, with (16) one has

$$
u \geqq \frac{I}{\nu|\Omega|}-\frac{d}{|\Omega|}\left(I+|f|_{L^{2}(\Omega)}\right)-d_{1}|f|_{L^{2}(\Omega)} .
$$

### 2.8. An estimate on $\boldsymbol{P}(\boldsymbol{u})$ for large $\boldsymbol{v}$.

Lemma 6. Assume that $\operatorname{Supp}(f) \cap V=\varnothing$. Then there exists $C$ depending only on $\Omega$ such that for every $\nu>0$ and $u$ solution of (13) one has $B\left(x_{0}, C / \sqrt{\nu}\right) \not \subset P(u)$, for every $x_{0} \in \Omega$ (where $B\left(x_{0}, R\right)$ designates the ball centered on $x_{0}$ and of radius $R$ ).

Proof. Let us suppose that there exists a ball $B$, of radius $R$, included in $P(u)$. Then

$$
\begin{aligned}
& \mathscr{L} u=\nu u \quad \text { in } B, \\
& u \geqq 0 \quad \text { on } \partial B .
\end{aligned}
$$

Let $\lambda_{1}(\mathrm{~B})$ be the first eigenvalue of

$$
\mathscr{L}_{\varphi}=\lambda \varphi, \quad \varphi \in H_{0}^{1}(B)
$$

and let $\varphi_{1}$ be a related positive eigenfunction. Then,

$$
\begin{aligned}
\nu \int_{B} u \varphi_{1} d x & =\int_{B} \mathscr{L}_{u \varphi_{1}} d x=\int_{B} u \mathscr{L}_{\varphi_{1}} d x+\int_{\partial B} \frac{u}{r} \frac{\partial \varphi_{1}}{\partial n} d \sigma \\
& =\lambda_{1}(B) \int_{B} u \varphi_{1} d x+\int_{\partial B} \frac{u}{r} \frac{\partial \varphi_{1}}{\partial n} d \sigma
\end{aligned}
$$

whence

$$
\left(\nu-\lambda_{1}(B)\right) \int_{B} u \varphi_{1} d x=\int_{\partial B} \frac{u}{r} \frac{\partial \varphi_{1}}{\partial n} d \sigma \leqq 0 .
$$

This implies $\nu \leqq \lambda_{1}(B)$.
Since $\lambda_{1}(B)<C^{2} / R^{2}$ (where $C$ is a constant depending only on $\Omega$ ), Lemma 6 is proved.
3. Existence of solutions for (11)-(12).
3.1. An existence result. The aim of this section is to find a solution $(\psi, \lambda)$ of equations (11)-(12). The total plasma current $I_{p}$ and the external current density $j$ are given such that

$$
\begin{align*}
& I_{p}>0, \\
& j \in L^{2}(\Omega), \quad \operatorname{supp} j \cap V=\varnothing \tag{23}
\end{align*}
$$

Let us set, in (13), $f=j$ and $I=I_{p}$. According to Theorem 1, one can define a unique set $C^{*}$ by
$C^{*}$ is the greatest set of pairs $(u, \nu) \in H_{c}^{2}(\Omega) \times \mathbb{R}^{+}$satisfying (13), such that $C^{*}$ is connected in $H_{c}^{2}(\Omega) \times \mathbb{R}^{+}$, and such that $\nu$ spans $\mathbb{R}^{+}-\{0\}$ when $(u, \nu)$ spans $C^{*}$.

Let us recall from Lemma 1 that if $0<\nu<\mu_{2}$ there is a unique solution $u=u_{\nu}$ of (13). Then $\left(u_{\nu}, \nu\right) \in C^{*}$.

Theorem 2. Assume (23) and

$$
\begin{equation*}
\text { there exists }(v, \gamma) \in C^{*} \text { such that } v \leqq 0 \text { in } D . \tag{24}
\end{equation*}
$$

Then there exists a pair $(\psi, \lambda) \in H_{c}^{2}(\Omega) \times \mathbb{R}^{+}$, solution of (11)-(12).
Proof of Theorem 2. Since $u \rightarrow \sup _{x \in D} u(x)$ is continuous from $C^{0}(\bar{\Omega})$ (and therefore from $\left.H_{c}^{2}(\Omega)\right)$ into $\mathbb{R}$, the set

$$
\left\{\sup _{x \in D} u(x),(u, \nu) \in C^{*}\right\} \text { is connected in } \mathbb{R} .
$$

Lemma 5 shows that there exists $\beta, 0<\beta<\mu_{2}$, such that $\sup _{x \in D} u(x) \geqq 0$. By hypothesis (24) one has $\sup _{x \in D} v(x) \leqq 0$. Then there exists $(\psi, \lambda) \in C^{*}$ with $\sup _{x \in D} \psi(x)=0$. The pair ( $\psi, \lambda$ ) satisfies (11)-(12).

Remark 4. Condition (24) is hard to verify in practice. Letting $(v, \gamma)$ be a solution of (13), it is an open problem to know if $(v, \gamma) \in C^{*}$, except if $\gamma<\mu_{2}$. Indeed in this latter case, from the uniqueness of Lemma 1, one has $(v, \gamma) \in C^{*}$.

Remark 5. Every pair $(u, \nu) \in C^{*}$ defines an admissible zone for the limiter $D$. Indeed if $D \subset И P(u)$, there exists a solution of (11)-(12). This zone is not empty as
soon as $\nu>\lambda_{1}^{\prime}$ where $\lambda_{1}^{\prime}$ is the first eigenvalue of the Dirichlet problem for the operator $\mathscr{L}$ in $V$. (Note that $\lambda_{1}^{\prime}<\mu_{2}$ ).

Another possibility to verify (24) is to study the behaviour of $P(u)$, for $(u, \nu)$ solution of (13), as $\nu \rightarrow+\infty$. This is done in the next sections 3.2 and 3.3.
3.2. Existence by infinitesimal change of the limiter. For two closed subsets $E, F$ of $R^{2}$ we recall the definition of the Hausdorff distance from $E$ to $F$

$$
d_{H}(E, F)=\operatorname{Sup}\left\{\sup _{x \in E} d(x, F) ; \sup _{x \in F} d(x, E)\right\} .
$$

Theorem 3. Let $\tilde{D}$ be a closed subset of $V$, and $\varepsilon>0$. Then there exists a closed subset $D$ of $V$ such that
i) $d_{h}(\tilde{D}, D) \leqq \varepsilon$.
ii) There exists $(\psi, \lambda) \in H_{c}^{2}(\Omega) \times \mathbb{R}^{+}$, solution of (11)-(12).

Proof of Theorem 3. We can assume that $\varepsilon<d(\tilde{D}, \Omega \backslash V)$. From Theorem 1, there exists ( $u, \nu) \in C^{*}$ such that $\nu=C^{2} / \varepsilon^{2}$, where $C$ is defined by Lemma 6 . From Lemma 6 one has $B(x, \varepsilon) \not \subset P(u)$ for every $x \in \tilde{D}$. Set $D=\overline{U_{x \in \tilde{D}} B(x, \varepsilon)} \backslash P(u)$. One has $D \subset V$, $d_{H}(D, \tilde{D}) \leqq \varepsilon, D$ closed. Moreover, $u \leqq 0$ on $D$; then from Theorem 2 we deduce ii).

Remark 6. The case of punctual limiters.
Let $\omega=\left\{d \in V\right.$ such that there exists $(\psi, \lambda) \in H_{c}^{2}(\Omega) \times \mathbb{R}^{+}$solution of (11)-(12) with $D=\{d\}\}$. Then $\omega$ is dense in $V$.

Indeed in Theorem 3 if $\tilde{D}$ is reduced to a single point, then in the proof $D$ can be chosen as a single point.

Remark 7. The cylindrical case. If the machine is cylindrical instead of toroidal, the operator $\mathscr{L}$ is replaced by $-\Delta$. In this case if $\Omega$ is a ball centered at 0 and if $V=\Omega$, $j=0$, then there exists a solution of (11)-(12) iff $0 \notin D$. then the set $\omega$ in Remark 6 is $\Omega \backslash\{0\}$.

An example for which the existence holds only for some convenient values of the inducing current $j$ in one single coil $C_{1}$ is given in J . Simon [15].
3.3. Open questions. In order to prove condition (24) in Theorem 2 it would be interesting to know the answer to the following questions.

Open question 1. Is the set of pairs ( $u, \nu$ ) satisfying (13) connected in $C^{0}(\bar{\Omega}) \times \mathbb{R}^{+}$?
On the other hand, we can define "variational solutions" of (13) as in [18]. Indeed, let us set for $v \in H_{c}^{1}(\Omega)$

$$
E(v)=\int_{\Omega}\left(\frac{1}{r}|\nabla v|^{2}-v\left|v^{+}\right|^{2} 1_{V}-2 j v\right) d x+2\left(I_{p}+\int_{\Omega} j d x\right) v_{\Gamma}
$$

By using a simple adaptation of the method of R. Temam [18] one can prove that for every $\nu>0, E$ reaches its minimum on the set $K=\left\{v \in H_{c}^{1}(\Omega), \int_{\nu} v^{+} d x=I_{p} / \nu\right\}$. Moreover each minimizing point of $E$ on $K$ is a solution, called " variational solution", of (13).

By an adaptation of the method of L. Caffarelli-A. Friedman [4] (where $V=\Omega$, $j=0$ ) one may prove that, for every variational solution $u, \operatorname{dim} P(u) \rightarrow 0$ as $\nu \rightarrow \infty$, and $P(u)$ is asymptotically located on the set $\partial V^{+}=\{x \in \bar{V}, r(x) \geqq r(y) \forall y \in V\}$.

Therefore condition (24) is satisfied if one can answer positively to the following question.

Open question 2. Is the set of pairs $(u, \nu)$ such that $u$ is a variational solution connected in $C^{0}(\bar{\Omega}) \times \mathbb{R}^{+}$?

At last for some particular geometries and currents it is perhaps also possible to answer positively to the next question.

Open question 3. For $\nu$ large enough does (13) have a unique solution? This is not always the case. Indeed the counterexample given by D. G. Schaeffer [12] relative to the operator $-\Delta$, can be adapted to the operator $\mathscr{L}$.
3.4. Computational aspects. More sophisticated models can be written for the axisymmetric equilibrium in a Tokamak, including a more general law for the plasma current density and a nonlinear operator $\mathscr{L}$; indeed, in an iron-transformer Tokamak, the nonlinearity of $\mathscr{L}$ is due to the fact that the constant $\mu_{0}$ is replaced by a function $\mu(|\nabla \psi|)$. These models are numerically solved in [2] by a finite element method and by iterative algorithms for the nonlinearities; they are applied to the simulation of the axisymmetric equilibrium configurations in TFR 600 (Tokamak of Fontenay-auxRoses) and JET (Joint European Torus).

## 4. Control of the plasma shape.

4.1. Formulation of the problem. Let us assume that the current density is homogeneous in each coil $C_{i}$ and let $I_{i}$ be the total current flowing in $C_{i}$; then $j$ can be written

$$
j=\sum_{i=1}^{k} \frac{I_{i}}{\left|C_{i}\right|} 1_{C_{i}},
$$

where $\left|C_{i}\right|$ denotes the Lebesgue measure of $C_{i}$ and $k$ the number of coils. One intends to determine the currents $I_{i}$ in the coils $C_{i}$, so that the plasma boundary $\partial P$ is as close as possible to a desired boundary $\Sigma$. In order to achieve this, we want to realize "at best" $\psi=0$ on $\Sigma$. Therefore we shall minimize the following cost-function

$$
J(\psi)=\int_{\Sigma} \psi^{2} d \sigma
$$

on the set $\Psi$ of the solutions of (11)-(12) when the currents $I_{i}$ are varying, i.e.,

$$
\Psi=\left\{\psi \in C^{0}(\bar{\Omega}), \text { such that } \exists \lambda>0, I_{1}, \cdots, I_{k}, \text { so that }(\psi, \lambda) \text { satisfy }(11)-(12)\right\}
$$

Let us mention that the total plasma current $I_{p}$ is fixed. We are looking for a solution $\psi \in \Psi$ of the following optimal control problem

$$
\begin{equation*}
J(\psi)=\inf _{\tilde{\psi} \in \Psi} J(\tilde{\psi}) \tag{25}
\end{equation*}
$$

Notice that since there is only a finite number $k$ of control parameters, the minimum of $J$ will generally be different from 0 and $\partial P$ will not be exactly identical to $\Sigma$. It is reasonable to assume that $\Sigma$ is in contact with the limiter $D$, because the plasma boundary must satisfy this condition. But this hypothesis will not be used in the following. On the other hand we shall use the following hypothesis
$\Omega-\bigcup_{i=1}^{k} C_{i}$ is connected; $\Sigma$ is the boundary of a regular open subset of $V$.
4.2. An a priori estimate.

Lemma 7. Every solution $\psi \in C^{0}(\bar{\Omega})$ of (11) satisfies

$$
\sum_{i=1}^{k}\left|I_{i}\right|+\left|\psi_{\Gamma}\right| \leqq e\left(I_{p}+\sqrt{j(\psi)}\right)
$$

where the constant e only depends on $\Omega, \Sigma, C_{1}, \cdots, C_{k}$.

Proof of Lemma 7. From (16) it follows that $\psi=\psi_{\Gamma}+K\left(\lambda \psi^{+} 1_{V}\right)+K(j)$. One has $\left|\lambda \psi^{+} 1_{V}\right|_{L^{1}(\Omega)}=I_{p}$. Since $L^{1}(\Omega) \hookrightarrow H^{-s}(\Omega)$, for all $s>1$, it follows from (15) that, taking some $s \in] 1, \frac{3}{2}[$, one has

$$
\left|K\left(\lambda \psi^{+} 1_{V}\right)\right|_{H^{-s+2}(\Omega)} \leqq e_{1} I_{p} .
$$

Since $|\psi|_{L^{2}(\Sigma)}=\sqrt{j(\psi)}$, and since the trace operator is linear continuous from $H^{2}(\Omega)$ into $L^{2}(\Sigma)$, one deduces

$$
\left|K(j)+\psi_{\Gamma}\right|_{L^{2}(\Sigma)} \leqq e_{2} I_{p}+\sqrt{j(\psi)} .
$$

Let $\bar{v}$ be the mean value of the function $v$ on $\Sigma$, i.e. $\bar{v}=(1 /|\Sigma|) \int_{\Sigma} v d \sigma$. One has $|\bar{v}|_{L^{2}(\Sigma)} \leqq|v|_{L^{2}(\Sigma)}$. Let us set $g=K(j)-K(j)$. Then

$$
|g|_{L^{2}(\Sigma)} \leqq 2\left|K(j)+\psi_{\Gamma}\right|_{L^{2}(\Sigma)} \leqq 2\left(e_{2} I_{p}+\sqrt{J(\psi)}\right)
$$

i) We shall now prove that there exists $e_{3}>0$ such that

$$
|g|_{L^{2}(\Sigma)} \geqq e_{3} \sum_{i}\left|I_{i}\right| .
$$

Let us suppose that $|g|_{L^{2}(\Sigma)}=0$, i.e. $g=0$ on $\Sigma$. One has $\mathscr{L} g=j$ which is zero in $\Omega-\cup_{i} C_{i}$. Then, with (26), we deduce that $g=0$ on $\Omega-\bigcup_{i} C_{i}$.

Then for each $i$, one has

$$
I_{i}=\int_{C_{i}} j d x=\int_{C_{i}} \mathscr{L} g d x=-\int_{\partial C_{i}} \frac{1}{r} \frac{\partial g}{\partial n} d \sigma=0
$$

Then the function $\left(I_{1}, \cdots, I_{k}\right) \rightarrow|g|_{L^{2}(\Sigma)}$ is a norm on $\mathbb{R}^{k}$. This proves the existence of the constant $e_{3}$.
ii) It remains to bound $\psi_{\Gamma}$. We have

$$
\left|\psi_{\Gamma}\right| \leqq\left|\overline{K(j)}+\psi_{\Gamma}\right|+|\overline{K(j)}|
$$

and

$$
\begin{aligned}
& \left|\overline{K(j)}+\psi_{\Gamma}\right| \leqq|\Sigma|^{-1 / 2}\left|K(j)+\psi_{\Gamma}\right|_{L^{2}(\Sigma)}, \\
& |\overline{K(j)}|=\left|\sum_{i} \frac{I_{i}}{\left|C_{i}\right|} \overline{K\left(1_{C_{i}}\right)}\right| \leqq e_{4} \sum_{i}\left|I_{i}\right|,
\end{aligned}
$$

whence

$$
\left|\psi_{\Gamma}\right| \leqq\left(|\Sigma|^{-1 / 2}+\frac{2 e_{4}}{e_{3}}\right)\left|K(j)+\psi_{\Gamma}\right|_{L^{2}(\Sigma)} \leqq e_{5}\left(I_{p}+\sqrt{J(\psi)}\right) .
$$

4.3. Existence of an optimal control. We assume here that $\lambda$ remains bounded when $j$ and $\psi_{\Gamma}$ are bounded. More precisely
(27) For every $a>0$ and $\psi \in \Psi$ such that $\sum_{i}\left|I_{i}\right|+\left|\psi_{\Gamma}\right| \leqq a$ one has $\lambda \leqq A$,
where $A$ depends on $a, \Omega, V, I_{p}$ and on the $C_{i}$.
Remark 8. We can show that (27) is satisfied if equation (13) has only variational solutions, and in particular if, for every $\nu$ and $f$ there exists a unique solution of (13).

Theorem 4. Assume that $\Psi \neq \varnothing$ and that (26) and (27) are verified. Then there exists a solution $\psi_{0}$ of (25).

Proof. Let $\left\{\psi^{n}\right\}$ be a minimizing sequence of $J$ in $\Psi$, i.e.,

$$
J\left(\psi^{n}\right) \rightarrow \inf _{\psi \in \Psi} J(\psi) \quad \text { as } n \rightarrow \infty
$$

Let $\lambda^{n}$ and $I_{1}^{n}, \cdots, I_{k}^{n}$ be the proportionality coefficient and the currents relative to $\psi^{n}$.
Lemma 7 shows that $I_{i}^{n}$ and $\psi_{\Gamma}^{n}$ are bounded independently of $n$.
Then $j^{n}$ is bounded in $L^{2}(\Omega)$ and Lemma 5 shows that there exists $b>0$, independent of $n$, such that $\lambda^{n} \geqq b$ (otherwise $\psi_{\Gamma}^{n}$ would not be bounded).

Moreover assumption (27) shows that $\lambda^{n} \leqq B$. Then Lemma 2 shows that the $\psi^{n}$ are bounded in $H^{2}(\Omega)$.

The imbedding of $H^{2}(\Omega)$ into $C^{0}(\bar{\Omega})$ being compact, one can extract a subsequence, still denoted $\psi^{n}$ such that as $n \rightarrow+\infty$

$$
\begin{array}{lr}
\psi^{n} \rightarrow \psi_{0} \quad \text { in } C^{0}(\bar{\Omega}), \\
\lambda^{n} \rightarrow \lambda_{0}, & I_{i}^{n} \rightarrow I_{i}^{0} .
\end{array}
$$

Passing to the limit in the equations (11) and (12) relative to $\psi^{n}$, one shows that $\psi_{0} \in \Psi$. Moreover $J\left(\psi^{n}\right) \rightarrow J\left(\psi_{0}\right)$, therefore $\psi_{0}$ verifies (25).

Remark 9. Control of the variational solutions. Let $\Psi_{\text {var }}$ be the subset of $\Psi$ constituted by the variational solutions. Assume that $\Psi_{\mathrm{var}} \neq \varnothing$ and (26) is satisfied. Then there exists $\psi_{0} \in \Psi_{\text {var }}$ such that

$$
J\left(\psi_{0}\right)=\inf _{\psi \in \Psi_{\mathrm{var}}} J(\psi)
$$

This is a consequence of Remark 8, and of the fact that a limit of variational solutions is itself a variational solution.
4.4. Differentiation of a solution with respect to the currents in the coils. If $(\psi, \lambda)$ is a solution of (11)-(12) relative to $j=\sum_{i} I_{i}\left(1_{C_{i}} /\left|C_{i}\right|\right)$, we intend to find, in a neighbourhood of $(\psi, \lambda)$, a solution which depends continuously on the currents.

For this it is enough to find a solution which depends continuously on each current. Let us consider the variation with respect to $I_{1}$.

We assume (this assumption may be weakened as we shall see later) that
$D$ is reduced to a point $d$.
For every $t \in R$, one looks for a solution of (11) and (12) relative to $j_{t}=j+t 1_{C_{1}} /\left|C_{1}\right|$, i.e. for a solution of

$$
\begin{align*}
& \psi_{t} \in H_{c}^{2}(\Omega), \quad \lambda_{t}>0, \\
& \mathscr{L} \psi_{t}-\lambda_{t} \psi_{t}^{+} 1_{V}=j_{t}, \\
& \int_{\Omega} \mathscr{L} \psi_{t} d x=I_{p}+\int_{\Omega} j_{t} d x,  \tag{29}\\
& \psi_{t}(d)=0,
\end{align*}
$$

such that $t \rightarrow\left(\psi_{t}, \lambda_{t}\right)$ is differentiable. (With $\left(\psi_{0}, \lambda_{0}\right)=(\psi, \lambda)$.)

First let us differentiate formally this equation so as to obtain the equations satisfied by the derivative $\psi^{\prime}=\partial \psi_{t} / \partial t, \lambda^{\prime}=\partial \lambda_{t} / \partial t$ at the point $t=0$. We set $P=\{x \in$ $V, \psi(x)>0\}$. One obtains

$$
\begin{align*}
& \psi^{\prime} \in H_{c}^{2}(\Omega), \quad \lambda^{\prime} \in \mathbb{R}, \\
& \mathscr{L} \psi^{\prime}-\lambda 1_{P} \psi^{\prime}-\lambda^{\prime} \psi^{+} 1_{V}=\frac{1_{C_{1}}}{\left|C_{1}\right|},  \tag{30}\\
& \int_{\Omega} \mathscr{L} \psi^{\prime} d x=1, \\
& \psi^{\prime}(d)=0 .
\end{align*}
$$

We are going to prove this "formal" differentiation by using the implicit function theorem. To do this we introduce the eigenvalue problem

$$
\begin{align*}
& \varphi \in \mathscr{V}=\left\{v \in H_{c}^{2}(\Omega), \int_{\Omega} \mathscr{L} v d x=0\right\}  \tag{31}\\
& \mathscr{L}_{\varphi}=\nu 1_{P} \varphi
\end{align*}
$$

If $\lambda$ is not an eigenvalue of (31), one defines the unique function $\varphi_{1}$ by

$$
\begin{equation*}
\varphi_{1} \in \mathscr{V}, \quad \mathscr{L} \varphi_{1}-\lambda 1_{P} \varphi_{1}=\psi^{+} 1_{V} \tag{32}
\end{equation*}
$$

Theorem 5. The pair $(\psi, \lambda) \in H_{c}^{2}(\Omega) \times R$ being a solution of (11)-(12), one assumes that

$$
\begin{align*}
& \nabla \psi(x) \neq 0 \text { for every } x \in \bar{V} \text { such that } \psi(x)=0  \tag{33}\\
& \lambda \text { is not an eigenvalue of }(31) \text { and } \varphi_{1}(d) \neq 0 \tag{34}
\end{align*}
$$

Then, for every small enough $t$, there exists a unique solution of (29) such that $t \rightarrow\left(\psi_{t}, \lambda_{t}\right)$ is continuously differentiable into $H_{c}^{2}(\Omega) \times \mathbb{R}$ and such that $\left(\psi_{0}, \lambda_{0}\right)=(\psi, \lambda)$.

The derivative for $t=0$ is the unique solution $\left(\psi^{\prime}, \lambda^{\prime}\right)$ of (30).
Remarks 10.
i) From (29) one can deduce that $\psi \in C^{1}(\bar{\Omega})$ and (33) is therefore meaningful.
ii) Let us assume that $\lambda<\mu_{2}$, where $\mu_{2}$ is defined in $\S 2.2$. Then $\lambda$ is not an eigenvalue of (31).

Indeed, as it has been seen in the proof of Lemma 1, the first eigenvalue of (31) is zero, and the second is larger than $\mu_{2}$.

Remark. Analogous results of derivability have been obtained by A. Dervieux [5], for the equilibrium problem without inductive currents, vacuum vessel nor limiter.

Proof of Theorem 5. Let $p>2$ be given and let us set $X=\left\{v \in W_{c}^{2, p}(\Omega), v(d)=0\right\}$. Provided with the norm of $W^{2, p}(\Omega), X$ is a Banach space included in $C^{1}(\bar{\Omega})$.

One defines $F: R \times X \times R \rightarrow L^{p}(\Omega) \times \mathbb{R}$ by

$$
F(t ; v, b)=\left(\mathscr{L}_{v}-b v^{+} 1_{V}-j_{t}, \int_{\Omega} \mathscr{L}_{v} d x-I_{p}-\int_{\Omega} j_{t} d x\right) .
$$

One looks for a solution of $F\left(t ; \psi_{t}, \lambda_{t}\right)=0$ in the neighbourhood of the solution $(\psi, \lambda)$ relative to $t=0$. The implicit function theorem gives the announced results, provided
that one verifies the following properties:
There exists a neighbourhood $\mathscr{V}^{\prime}$ of $\psi$ in $X$ such that

$$
\begin{equation*}
F \in C^{1}\left(\mathbb{R} \times \mathscr{V}^{\prime} \times \mathbb{R}, L^{p}(\Omega) \times \mathbb{R}\right) \tag{35}
\end{equation*}
$$

The derivative $A=(\partial F / \partial(v, b))(0 ; \psi, \lambda)$ is an isomorphism from $X \times \mathbb{R}$ onto $L^{p}(\Omega) \times \mathbb{R}$.
i) Proof of (35). The only difficulty comes from the nonlinear term $v^{+} 1_{V}$. The function $v \rightarrow v^{+} 1_{V}$ is differentiable from $W^{2, p}(\Omega)$ into $L^{p}(\Omega)$ at any point $w$ such that the measure of $\{x \in V, w(x)=0\}$ is zero, and its derivative is the function $G(w)$ : $v \rightarrow 1_{P_{w}} v$ where $P_{w}=\{x \in V, w(x)>0\}$ (cf. for example [6] for the proof of these points).

To prove (35), we have to verify that:
(37) for every $w \in \mathscr{V}^{\prime}$ the measure of the set $\{x \in V, w(x)=0\}$ is zero,

$$
\begin{equation*}
G \in C^{0}\left(\mathscr{V}^{\prime}, \mathscr{L}\left(W^{2, p}(\Omega) ; L^{p}(\Omega)\right)\right) \tag{38}
\end{equation*}
$$

From the assumption (33) it follows that there exists a neighbourhood of $\psi$ in $C^{1}(\bar{\Omega})$, and therefore a neighbourhood $\mathscr{V}^{\prime}$ of $\psi$ in $X$ such that $\forall w \in \mathscr{V}^{\prime}$, one has

$$
\nabla w(x) \neq 0 \text { for any } x \in \bar{V} \text { such that } w(x)=0 .
$$

This yields (37) since, according to G. Stampacchia [16], one has

$$
1_{w=0} \nabla w=0 \quad \text { a.e. in } V .
$$

Moreover, when $w_{n} \rightarrow w$ in $\mathscr{V}^{\prime}$ one has, since the measure of $\{x \in V, w(x)=0\}$ is zero, $1_{P_{w_{n}}} \rightarrow 1_{P_{w}}$ in $L^{1}(\Omega)$. Therefore, for any $v \in W^{2, p}(\Omega)$, one has

$$
\left|\left(1_{P_{w_{n}}}-1_{P_{w}}\right) v\right|_{L^{p}(\Omega)} \leqq\left|1_{P_{w_{n}}}-1_{P_{w}}\right|_{L^{1}(\Omega)}^{1 / p}|v|_{L^{\infty}(\Omega)}
$$

which yields (38).
ii) Proof of (36). The operator $A \in \mathscr{L}\left(X \times \mathbb{R} ; L^{p}(\Omega) \times \mathbb{R}\right)$ is defined by

$$
A(\varphi, \mu)=\left(\mathscr{L}_{\varphi}-\lambda 1_{P} \varphi-\mu \psi^{+} 1_{V}, \int_{\Omega} \mathscr{L} \varphi d x\right) .
$$

One has to show that, for every $(g, a) \in L^{p}(\Omega) \times \mathbb{R}$, there exists a unique solution $(\varphi, \mu)$ of

$$
\begin{align*}
& \varphi \in W_{c}^{2, p}(\Omega), \quad \mu \in \mathbb{R}, \\
& \mathscr{L}_{\varphi}-\lambda 1_{p} \varphi-\mu \psi^{+} 1_{V}=g, \\
& \int_{\Omega} \mathscr{L}_{\varphi} d x=a,  \tag{39}\\
& \varphi(d)=0 .
\end{align*}
$$

Since $\lambda$ is not an eigenvalue of (31) there exists a unique function $\varphi_{2}$ such that

$$
\begin{aligned}
& \varphi_{2} \in H_{c}^{2}(\Omega), \\
& \mathscr{L}_{\varphi_{2}}-\lambda 1_{P} \varphi_{2}=g, \\
& \int_{\Omega} \mathscr{L}_{\varphi_{2}} d x=a .
\end{aligned}
$$

It is clear that $\varphi_{1}$ and $\varphi_{2}$ belong to $W_{c}^{2, p}(\Omega)$; therefore $(\varphi, \mu)$ is a solution of (39) if and only if

$$
\begin{equation*}
\varphi=\mu \varphi_{1}+\varphi_{2}, \quad \varphi(d)=0 . \tag{40}
\end{equation*}
$$

Since one has supposed $\varphi_{1}(d) \neq 0,(40)$ (and therefore (39)) has a unique solution ( $\varphi, \mu$ ). This proves (36).

Remark 11. In Theorem 5, we have assumed that $D$ is reduced to one point. This assumption is not necessary. In fact if $D$ is constituted by a finite number of points and if we assume that the maximum of $\psi$ on $D$ is reached at a unique point, it is easy to see that Theorem 5 is still true.

More generally let us suppose that $D$ is a closed subset of $V$, with a regular boundary and that the maximum of $\psi$ on $D$ is reached at a unique point $d$. Then one can prove a result, which is similar to that of Theorem 5. By using additional assumptions, in particular that the curvatures of the boundaries of $P$ and $D$ at the point $d$ are different, one can show that $\psi_{t}$ reaches its maximum at a point $d_{t}$ which depends regularly on $t$. The derivative of $t \rightarrow \psi_{t}$ for $t=0$ is still given by (30).
4.5. Optimality conditions. In this paragraph we still assume that $D$ is reduced to a point $d$ (this hypothesis can be weakened as we have seen in the remark at §4.4).

Let $\psi_{0}$ be an optimal control, i.e. a solution of (25). Thus there exists a unique $\lambda_{0}>0$ and unique currents $I_{1}^{0}, \cdots, I_{k}^{0}$ such that ( $\psi_{0}, \lambda_{0}$ ) satisfies (11) and (12).

One denotes by $\delta_{d}$ the Dirac measure at point $d$, and $\delta_{\Sigma}$ the measure on $\Sigma$ defined by

$$
\left(\delta_{\Sigma}, v\right)=\int_{\Sigma} v d \sigma \quad \forall v \in C^{0}(\bar{\Omega})
$$

( $\sigma$ is the 1-dimensional Lebesgue measure on $\Sigma$ ). We set $P_{0}=\left\{x \in V, \psi_{0}(x)>0\right\}$.
Theorem 6. We assume that $\left(\psi_{0}, \lambda_{0}\right)$ satisfies the assumptions (33) and (34). Then there exists a unique solution $q$ of

$$
\begin{align*}
& q \in W_{c}^{1, p^{\prime}(\Omega) \quad \text { where } 1<p^{\prime}<2,} \\
& \mathscr{L} q-\lambda_{0} 1_{P_{0}} q=\psi_{0} \delta_{\Sigma}-\left(\lambda_{0} \int_{P_{0}} q d x+\int_{\Sigma} \psi_{0} d \sigma\right) \delta_{d},  \tag{41}\\
& \int_{V} q \psi_{0}^{+} d x=0,
\end{align*}
$$

and one has the following necessary optimality condition

$$
\frac{1}{\left|C_{i}\right|} \int_{C_{i}} q d x=q_{\Gamma} \quad \forall i .
$$

Proof of Theorem 6.
i) Differentiation of the cost function. Theorem 5 enables to define in a unique way, for $t$ small enough, a solution $\left(\psi_{t}, \lambda_{t}\right)$ of (11)-(12) relative to $j_{t}=j_{0}+t 1_{C_{1}} /\left|C_{1}\right|$.

Since $\psi_{0}$ is optimal one has

$$
\int_{\Sigma} \psi_{t}^{2} d \sigma \geqq \int_{\Sigma} \psi_{0}^{2} d \sigma \quad \forall t
$$

Since $t \rightarrow \psi_{t}$ is differentiable into $H_{c}^{2}(\Omega)$, one has

$$
\begin{equation*}
\int_{\Sigma} \psi_{0} \psi^{\prime} d \sigma=0 \tag{42}
\end{equation*}
$$

where $\left(\psi^{\prime}, \lambda^{\prime}\right)$ is the unique solution of $(30)$ (relative to $(\psi, \lambda)=\left(\psi_{0}, \lambda_{0}\right)$ ).
By introducing an appropriate adjoint state, we are going to transform this condition (42).
ii) Definition of the adjoint state $q$. As it has been mentioned in the part ii) of the proof of Theorem 5, the operator $A$ which is defined by

$$
A(\varphi, \mu)=\left(\mathscr{L}_{\varphi}-\lambda_{0} 1_{P_{0}} \varphi-\mu \psi_{0}^{+} 1_{V}, \int_{\Omega} \mathscr{L} \varphi d x\right)
$$

is linear continuous from $X \times \mathbb{R}$ onto $L^{p}(\Omega) \times \mathbb{R}$. Let us recall that $X=\{v \in$ $\left.W_{c}^{2, p}(\Omega), v(d)=0\right\}$.

The adjoint operator $A^{*}$ of $A$ is therefore linear continuous from $L^{p^{\prime}}(\Omega) \times \mathbb{R}$ onto $X^{\prime} \times \mathbb{R}$ with $p^{\prime}=p /(p-1)$.

As the embedding of $X$ into $C^{0}(\bar{\Omega})$ is continuous, the measure $\psi_{0} \delta_{\Sigma}$ is an element of $X^{\prime}$. Then one defines $(q, h)$ in a unique way by $A^{\prime}(q, h)=\left(\psi_{0} \delta_{\Sigma}, 0\right)$, i.e. by

$$
\begin{align*}
& q \in L^{p^{\prime}}(\Omega), \quad h \in \mathbb{R}, \\
& \int_{\Omega} q\left(\mathscr{L}_{\varphi}-\lambda_{0} 1_{P_{0}} \varphi-\mu \psi_{0}^{+} 1_{V}\right) d x+h \int_{\Omega} \mathscr{L} \varphi d x=\int_{\Sigma} \psi_{0} \varphi d \sigma \quad \forall \varphi \in X, \mu \in \mathbb{R} . \tag{43}
\end{align*}
$$

When $v$ spans $W_{c}^{2, p}(\Omega), v-v(d)$ spans $X$ and then (43) is equivalent to

$$
\begin{align*}
& q \in L^{p^{\prime}}(\Omega), \quad h \in \mathbb{R}, \\
& \int_{\Omega} q\left(\mathscr{L}_{v}-\lambda_{0} 1_{P_{0}} v\right) d x+h \int_{\Omega} \mathscr{L}_{v} d x=\int_{\Sigma} \psi_{0} v d \sigma-v(d)\left[\lambda_{0} \int_{P_{0}} q d x+\int_{\Sigma} \psi_{0} d \sigma\right],  \tag{44}\\
& \int_{V} q \psi_{0}^{+} d x=0 \quad \forall v \in W_{c}^{2, p}(\Omega) .
\end{align*}
$$

iii) Characterization (41) of $q$. Let us set

$$
\mu=\lambda_{0} 1_{P_{0}} q+\psi_{0} \delta_{\Sigma}-\left(\lambda_{0} \int_{P_{0}} q d x+\int_{\Sigma} \psi_{0} d \sigma\right) \delta_{d}
$$

One has $\mu \in W^{-1, p^{\prime}}(\Omega)$ since the measures belong to this space.
Let us consider the solution $\eta$ of

$$
\begin{equation*}
\eta \in W_{0}^{1, p^{\prime}}(\Omega), \quad \mathscr{L}_{\eta}=\mu \tag{45}
\end{equation*}
$$

and let us assume for a while that $\eta$ is the unique solution of

$$
\begin{equation*}
\eta \in L^{p^{\prime}}(\Omega), \quad \int_{\Omega} \eta \mathscr{L}_{v} d x=(\mu, v) \quad \forall v \in W^{2, p}(\Omega) \cap W_{0}^{1, p}(\Omega) . \tag{46}
\end{equation*}
$$

Since $q+h$ satisfies (46), one has $q+h=\eta$, which establishes (41).
Reciprocally if $q$ satisfies (41) one has $q-q_{\Gamma}=\eta$, then for $h=-q_{\Gamma}$ the pair ( $q, h$ ) satisfies (44), therefore (41) has a unique solution.
iv) Equivalence of (45) and (46). Let us first prove that $\eta$ satisfies (46). One sets $v=v_{1}+v_{2}$ where $v_{1}$ equals zero in a neighbourhood of $\Gamma$ and $v_{2}$ equals zero in a neighbourhood of $\Sigma \cup\{d\}$. If $v_{1} \in \mathscr{D}(\Omega)$ one has

$$
\int_{\Omega} \eta \mathscr{L}_{v_{1}} d x=\left(\mathscr{L}_{\eta, v_{1}}\right)_{\mathscr{D}^{\prime}(\Omega) \times \mathscr{D}(\Omega)}=\left(\mu, v_{1}\right)
$$

and by density one obtains this same result for every $v_{1} \in W_{c}^{2, p}(\Omega)$, such that $v_{1}$ equals zero in a neighbourhood of $\Gamma$.

Moreover, as $\mu=\lambda_{0} 1_{p_{0}} q$ in the support $S$ of $v_{2}$ one has $\eta \in W^{2, p^{\prime}}(S)$ and

$$
\int_{\Omega} \eta \mathscr{L} v_{2} d x=\int_{S} \eta \mathscr{L} v_{2} d x=\int_{S} \mathscr{L} \eta v_{2} d x=\left(\mu, v_{2}\right)
$$

By adding these equalities one obtains (44).
It remains to verify that (44) has a unique solution. Indeed the difference $w$ of two solutions satisfies $w \in L^{p^{\prime}}(\Omega)$ and

$$
\int_{\Omega} w \mathscr{L}_{v} d x=0 \quad \forall v \in Y
$$

where $Y=W^{2, p}(\Omega) \cap W_{0}^{1, p}(\Omega)$.
As $\mathscr{L}$ is an isomorphism from $Y$ onto $L^{p}(\Omega)$, its adjoint $\mathscr{L}^{*}$ is an isomorphism from $L^{p^{\prime}}(\Omega)$ onto $Y^{\prime}$. One has

$$
\left(\mathscr{L}^{*} w, v\right)_{Y^{\prime} \times Y}=0 \quad \forall v \in Y ;
$$

therefore $\mathscr{L} * w=0$ and $w=0$.
v) Necessary optimality condition. From the definition of $(q, h)$ one has

$$
A^{*}(q, h) \cdot\left(\psi^{\prime}, \lambda^{\prime}\right)=\left(\psi_{0} \delta_{\Sigma}, 0\right) \cdot\left(\psi^{\prime}, \lambda^{\prime}\right)=\int_{\Sigma} \psi_{0} \psi^{\prime} d \sigma
$$

Moreover, from the definition (30) of ( $\psi^{\prime}, \lambda^{\prime}$ ) one has

$$
(q, h) \cdot A\left(\psi^{\prime}, \lambda^{\prime}\right)=(q, h)\left(\left.\frac{1}{C_{C_{1}}} \right\rvert\,, 1\right)=\frac{1}{\left|C_{1}\right|} \int_{C_{1}} q d x+h .
$$

Then the optimality condition (42) shows that

$$
\frac{1}{\left|C_{1}\right|} \int_{C_{1}} q d x=-h=q_{\Gamma} .
$$

One can of course replace $C_{1}$ by any coil $C_{i}$, whence the announced result.
Remark 12. A sequential quadratic method is used in [3] in order to solve numerically this optimal control problem and it is applied to the control of the plasma shape in the Tokamaks JET and TORE SUPRA.
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# THE SCALAR RIEMANN PROBLEM IN TWO SPATIAL DIMENSIONS: PIECEWISE SMOOTHNESS OF SOLUTIONS AND ITS BREAKDOWN* 

W. B. LINDQUIST ${ }^{\dagger}$

$$
\begin{aligned}
& \text { Abstract. Consider the scalar quasilinear equation } \\
& \qquad \frac{\partial u(t, x)}{\partial t}+\sum_{i=1}^{n} \frac{\partial f_{i}(u(t, x))}{\partial x_{i}}=0,
\end{aligned}
$$

for $n=1,2, f_{i} \in C^{2}: R \rightarrow R$. For $n=2$, we define the two-dimensional Riemann problem and show the unique (in the sense of Kružkov) solutions are piecewise smooth for $f_{1} \equiv f_{2} \equiv f, f$ purely convex or having a single inflection point. A mechanism leading to a presumed loss of piecewise smoothness is presented for $f$ having three or more inflection points. The analysis is based on a study of the generalization of the one-dimensional Riemann problem to allow for initial data having a finite number of jump discontinuities with constant data or rarefaction waves between jumps.

Key words. Riemann problems, hyperbolic equations
AMS(MOS) subject classifications. Primary 35C05; secondary, 35B65, 35L65

1. Introduction. Consider the Cauchy problem for the scalar quasilinear equation

$$
\begin{align*}
& \frac{\partial u(t, x)}{\partial t}+\sum_{i=1}^{n} \frac{\partial f_{i}(u(t, x))}{\partial x_{i}}=0, \quad n=1,2,  \tag{1.1}\\
& u(0, x)=u_{0}(x)
\end{align*}
$$

with $f_{i}: \mathbf{R} \rightarrow \mathbf{R} \in C^{2}$. For two spatial dimensions, we define the Riemann problem and show that the unique (in the sense of Kružkov) solutions are piecewise smooth for $f_{1} \equiv f_{2} \equiv f, f$ having at most one inflection point. The assumption $f_{1}=f_{2}$ appears to be natural from the point of view of applications. This sufficiency condition follows from a detailed analysis of a generalization of the Riemann problem in one dimension to allow for initial data having a finite number of jump discontinuities where the data between points of jump is allowed to contain rarefaction waves as defined below. For these generalized one-dimensional Riemann problems, we show the unique (in the sense of Kružkov) solutions are piecewise smooth if the initial data has a single jump discontinuity and $f_{1}$ is restricted to at most two inflection points. If the initial data has more than a single jump discontinuity we show that restricting $f_{1}$ to at most one inflection point guarantees a piecewise smooth solution.

We present a construction based on a function $f_{1}$ having three inflection points which shows a possible breakdown of piecewise smoothness for the associated onedimensional Riemann problem. The implication of this example is that the scalar Riemann problem in two dimensions can presumably fail to have piecewise smooth solutions for nonconvex $f_{2} \equiv f_{1}$ having three inflection points.

[^98]A bounded measurable function $u(t, x)$ is a weak solution of (1.1) in the strip $\Pi_{T} \equiv[0, T] \times \mathbf{R}^{n}$ if

$$
\begin{equation*}
\iint_{\Pi_{T}} d t d x\left[u \frac{\partial \phi}{d t}+\sum_{i=1}^{2} f_{i}(u) \frac{\partial \phi}{\partial x_{i}}\right]+\int_{i=0} d x \quad u_{0}(x) \phi(0, x)=0 \tag{1.2}
\end{equation*}
$$

for all $\phi \in C_{0}^{\infty}\left(\Pi_{T}\right)$. A function is a weak solution in the large if it is a weak solution for all $T$. For initial data $u_{0}(x)$ in the class of bounded, measurable functions Kružkov [2] has shown the existence and uniqueness of a bounded measurable function which is a weak solution to (1.1). ${ }^{1}$ The uniqueness (entropy) condition satisfied by this weak solution is [2]

$$
\begin{equation*}
\iint_{\Pi_{T}} d t d x \operatorname{sign}(u-k)\left\{(u-k) \frac{\partial \phi}{\partial t}+\sum_{i=1}^{2}\left(f_{i}(u)-f_{i}(k)\right) \frac{\partial \phi}{\partial x_{i}}\right\} \geqq 0 \tag{1.3}
\end{equation*}
$$

for any real constant $k$ and any $\phi \in C_{0}^{\infty}\left(\Pi_{T}\right)$ such that $\phi \geqq 0$. This uniqueness condition characterizes the allowed discontinuities in the weak solution.

Define a regular point of the weak solution $u$ as a point $p$ for which $\partial u / \partial t$ and $\partial u / \partial x_{i}$ exist and are continuous in a neighbourhood of $p$, and at which the differential form of (1.1) is satisfied. The function $u$ shall be termed smooth in an open neighbourhood $N$ if each point $p \in N$ is a regular point. Let a smooth surface of codimension $i$ in $\mathbf{R}^{n} \times \mathbf{R}^{+}$be a surface at each point $p$ of which a unique (modulo minus signs) $i$-dimensional space of normals exist and for which the normal space varies continuously as the point $p$ is varied over the surface. A piecewise smooth surface is defined by induction on the codimension $i$, as the union of a finite number of smooth surfaces with piecewise smooth boundaries of codimension $i+1$; each of the finite number of pieces being everywhere the boundary of the same codimension $i$ surfaces. A piecewise smooth solution $u \in \mathbf{R}^{n} \times \mathbf{R}^{+}$is defined as a function that is smooth except on a discontinuity set that consists of piecewise smooth surfaces. A point of jump is a point $p$ of discontinuity of a function $u$ for which the discontinuity is a simple jump in $u$, i.e. locally the point $p$ lies on a smooth codimension 1 surface of discontinuity and the one sided limits $u^{-}=\lim _{\varepsilon \rightarrow 0^{+}} u(p-\varepsilon n)$ and $u^{+}=\lim _{\varepsilon \rightarrow 0^{+}} u(p+\varepsilon n)$, where $n$ is the unit normal to the smooth discontinuity surface at $p$, exist at $p$. A singular point of $u$ which is not a point of jump shall be termed an irregular point.

Using integration by parts, the arbitrariness of $\phi$ and appropriate choices of the constant $k$, it can be shown that (1.3) is equivalent to two conditions for points of jump $p$ in whose neighbourhood the unique weak solution $u$ is piecewise smooth:

$$
\begin{equation*}
n \cdot\left[u^{+}-u^{-}, \vec{f}\left(u^{+}\right)-\vec{f}\left(u^{-}\right)\right]=0 \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
n \cdot\left[k-u^{-}, \vec{f}(k)-\vec{f}\left(u^{-}\right)\right] \geqq 0 \tag{1.5}
\end{equation*}
$$

where $\vec{f}$ stands for the vector $\left[f_{1}, f_{2}\right]$. In (1.5) $n$ is oriented such that $u^{-} \leqq u^{+}$and $k$ is any constant such that $u^{-} \leqq k \leqq u^{+}$. As a consequence of (1.4), (1.5) also holds with $u^{-}$ replaced by $u^{+}$. Equation (1.4) will be denoted the jump condition for the discontinuity at $p$ and (1.5) the entropy condition. In $\mathbf{R}^{1} \times \mathbf{R}^{+}$(1.4) is the familiar Rankine-Hugoniot

[^99]condition and (1.5) is equivalent to the entropy condition of Oleĭnik [5]. The advantage of equations (1.4) and (1.5) over (1.3) is that the former are local conditions which will allow construction of piecewise smooth global solutions by piecing together local solutions which individually obey (1.4) and (1.5).

A weak solution $u \in \mathbf{R}^{n} \times \mathbf{R}^{+}$to (1.1) which is piecewise smooth and whose discontinuity sets are piecewise smooth surfaces of points of jump obeying (1.4) and (1.5) then satisfies (1.3) and is therefore the unique Kružkov solution to (1.1).

The existence and uniqueness theory gives little insight into the actual form of the weak solution. In $\mathbf{R}^{1} \times \mathbf{R}^{+}$, insight is provided by analysis of the Riemann problem whose solution is piecewise smooth and can be derived in terms of a nonlinear wave analysis. It can be shown (see, for example, Lax [3] and the references therein) that these nonlinear waves consist of rarefaction and shock waves. The initial motivation of this paper was to consider the natural generalization of the Riemann problem in two dimensions and investigate its solution in terms of two-dimensional waves which, by implication, is a restriction to the set of piecewise smooth solutions. In this paper we determine a sufficient condition for which the solution to the two-dimensional Riemann problem is piecewise smooth. In a companion paper [4] we investigate the form of these solutions in terms of nonlinear waves. For the case $f_{1}=f_{2} \equiv f$, the sufficiency condition consists of restricting $f$ to at most one inflection point. We conjecture that if the number of inflection points of $f$ is at least three, the solution to the generalized Riemann problem defined in one dimension (and hence for the Riemann problem in two dimensions) may fail to be piecewise smooth. Our argument for this is presented in §2.

The generalizations of the one-dimensional Riemann problem to allow multiple jumps and restricted smooth variation in the initial data are presented in $\S \S 2$ and 3. In $\S 4$, the two-dimensional Riemann problem is defined and a sufficiency condition for piecewise smooth solutions obtained.
2. The one-dimensional Riemann problem. Throughout this paper the notation $q^{\prime}(p)$ or $(q(p))^{\prime}$ shall denote $d q(p) / d p$ for any function $q$ of a single variable $p$.

We first discuss the familiar results for the one-dimensional Riemann problem to introduce notation and reformulate results in a manner that will allow generalization. The scalar quasilinear equation (1.1) in one spatial dimension ( $f_{1} \equiv f, x_{1} \equiv x$ ) with initial data

$$
u(0, x)= \begin{cases}u_{l} & \text { for } x<x_{0}  \tag{2.1}\\ u_{r} & \text { for } x>x_{0}\end{cases}
$$

defines the one-dimensional Riemann problem.
The Riemann problem (1.1), (2.1) is invariant under the similarity transformation $\left(t, x-x_{0}\right) \rightarrow\left(c t, c\left(x-x_{0}\right)\right), c>0 .{ }^{2}$ Hence the solution is constant along the straight lines $\left(x-x_{0}\right) / t=$ constant. In a neighbourhood of a point in which the Riemann problem solution is smooth, (1.1) implies that the solution will be constant along the straight lines

$$
\begin{equation*}
\frac{x-x_{c}}{t-t_{c}}=f^{\prime}(u), \quad t \geqq t_{c}, \tag{2.2}
\end{equation*}
$$

[^100]which are denoted characteristics. Characteristics shall be denoted ( $u, t_{c}, x_{c}$ ) where ( $t_{c}, x_{c}$ ) is the origin point of the characteristic given by (2.2). For the Riemann problem (1.1) (2.1), $t_{c}=0$ for all characteristics.

Let $p=\left(t_{p}, x_{p}\right)$ be a point on a characteristic $\left(u_{1}, t_{1}, x_{1}\right)$. Let $\hat{n}$ be a normal to the characteristic at $p$. By the smoothness of $u$ there exists $\delta_{p}$ such that each point $p+\varepsilon \hat{n}$, where $-\delta_{p} \leqq \varepsilon \leqq \delta_{p}$, lies on a characteristic. Let $\left(u_{\varepsilon}, t_{\varepsilon}, x_{\varepsilon}\right)$ denote such a characteristic. Then $\left(u_{1}, t_{1}, x_{1}\right)$ is a rarefaction wave if the lines defined by the characteristics $\left(u_{1}, t_{1}, x_{1}\right)$ and ( $u_{\varepsilon}, t_{\varepsilon}, x_{\varepsilon}$ ) intersect at some $t \leqq t_{p}$. This condition generalizes the concept of the familiar centered rarefaction wave for which $t_{\varepsilon}=t_{1}, x_{\varepsilon}=x_{1}$, to noncentered rarefaction waves which appear in the generalized Riemann problem solutions and also generalizes to a definition of rarefaction waves in two spatial dimensions.

A rarefaction fan is an open set in the $t, x$ plane all points of which belong to rarefaction waves.

A shock is defined as a smooth curve of points of jump in the $t, x$ plane at each point of which the conditions (1.4) and (1.5) are satisfied. A shock curve (wave) will be denoted ( $\left.u_{l}(t), u_{r}(t), t_{s}, x_{s}\right)$ where $u_{l}(t)$ is the limit value of the solution $u$ to the left of the shock wave at time $t>t_{s}, u_{r}$ is the corresponding right limit, and $\left(t_{s}, x_{s}\right)$ is the origin point of the shock wave. For the Riemann problem (1.1) (2.1), $t_{s}=0, x_{s}=x_{0}$.

A constant state is a domain (connected open set) in the $t, x$ plane over which the solution is constant.

Let $f(u) \in C^{2}: \mathbf{R} \rightarrow \mathbf{R}$. Let $\left\{u_{1}, u_{2}\right\}$ denote a closed interval where

$$
\left\{u_{1}, u_{2}\right\} \equiv \begin{cases}{\left[u_{1}, u_{2}\right]} & \text { if } u_{1}<u_{2}  \tag{2.3}\\ {\left[u_{2}, u_{1}\right]} & \text { if } u_{1}>u_{2}\end{cases}
$$

A rarefaction interval of $f$ shall denote an interval which satisfies either

$$
\begin{equation*}
f^{\prime \prime}(u)>0 \quad \text { if } u_{1}<u_{2} \text { for every } u \in\left\{u_{1}, u_{2}\right\} \tag{2.4a}
\end{equation*}
$$

or

$$
\begin{equation*}
f^{\prime \prime}(u)<0 \quad \text { if } u_{1}>u_{2} \text { for every } u \in\left\{u_{1}, u_{2}\right\} \tag{2.4b}
\end{equation*}
$$

Let $E\left(u_{1}, u_{2} ; u\right): \mathbf{R} \rightarrow \mathbf{R}$ denote the convex envelope function for $f(u)$ restricted to the interval $\left\{u_{1}, u_{2}\right\}$ of $f$ such that

$$
E\left(u_{1}, u_{2} ; u\right) \equiv \begin{cases}\text { upper convex envelope from } u_{1} \text { to } u_{2}, & \text { if } u_{1}>u_{2}  \tag{2.5}\\ \text { lower convex envelope from } u_{1} \text { to } u_{2} & \text { if } u_{1}<u_{2}\end{cases}
$$

Let $C\left(u_{1}, u_{2} ; u\right): \mathbf{R} \rightarrow \mathbf{R}$ denote the linear map restricted to the domain interval $\left\{u_{1}, u_{2}\right\}$ such that

$$
\begin{align*}
& C\left(u_{1}, u_{2} ; u_{1}\right)=f\left(u_{1}\right) \\
& C\left(u_{1}, u_{2} ; u_{2}\right)=f\left(u_{2}\right) \tag{2.6}
\end{align*}
$$

i.e. for all $u$ in $\left\{u_{1}, u_{2}\right\}$,

$$
\frac{d C\left(u_{1}, u_{2} ; u\right)}{d u}=\frac{f\left(u_{2}\right)-f\left(u_{1}\right)}{u_{2}-u_{1}} .
$$

Denote the restriction of the function $f(u)$ to the subinterval $\left\{u_{1}, u_{2}\right\}$ by $f\left(u_{1}, u_{2} ; u\right)$.

Theorem 2.1 (Oleǐnik [5]). Consider the Riemann problem (1.1), (2.1). Assume $f(u) \in C^{2}: \mathbf{R} \rightarrow \mathbf{R}$ such that $f$ has a finite number of inflection points. Then the unique, entropy obeying solution connecting the states $u_{l}$ and $u_{r}$ is determined solely from $E\left(u_{l}, u_{r} ; u\right)$, as described below. Further, the solution is piecewise smooth, with a single irregular point corresponding to the discontinuity at $x_{0}$ in the initial data.

The convex envelope function $E\left(u_{l}, u_{r} ; u\right)$ uniquely divides the interval $\left\{u_{l}, u_{r}\right\}$ into rarefaction intervals separated by intervals corresponding to the linear chord segments of $E$. Each rarefaction interval corresponds to a rarefaction fan in the solution. The fans are centered on $t=0, x=x_{0}$ and each rarefaction wave has a unique value $u$ corresponding to a state in a rarefaction interval. The slope of the rarefaction wave $\left(v, 0, x_{0}\right)$ is given by $f^{\prime}(v)$. Each linear chord in $E$ covering an interval $\left\{u_{1}, u_{2}\right\}$ corresponds to a shock wave ( $u_{1}, u_{2}, 0, x_{0}$ ). The solution is bordered on the left by the single constant state $u=u_{l}$ and on the right by $u=u_{r}$. No constant states appear within the solution except for these two bounding constant states, which are the states $u_{l}$ and $u_{r}$ of the initial data. The speeds of the nonlinear waves found in the solution increase continuously from left to right along the $x$ direction. Fig. 2.1a shows an upper convex envelope drawn between two states for the function $f(u)$ illustrated. Figure 2.1b illustrates the corresponding Riemann solution in $t, x$ space, with the three shocks (in this case) represented as dark lines.


Fig. 2.1. (a) The upper convex envelope drawn between two points $u_{l}$ and $u_{r}$ for an illustrative function $f$. (b) The Riemann solution in the $t, x$ plane based on (a). Dark lines represent shock waves, light lines are rarefaction waves.

A solution given by Theorem 2.1 shall be referred to, for brevity, as the Oleinik solution to $\left\{u_{l}, u_{r}\right\}$ centered on $x_{0}$.
2.1. The generalized Riemann problem for initial data with a single point of discontinuity. Let $h\left(x_{1}, x_{2}, u_{1}, u_{2} ; x\right): \mathbf{R} \rightarrow \mathbf{R}$ be a continuous, differentiable, 1-1 mapping from the interval $\left[x_{1}, x_{2}\right]$ of the real axis onto a rarefaction interval $\left\{u_{1}, u_{2}\right\}$ of $f$ such
that

$$
\begin{align*}
& h\left(x_{1}, x_{2}, u_{1}, u_{2} ; x_{1}\right)=u_{1}, \\
& h\left(x_{1}, x_{2}, u_{1}, u_{2} ; x_{2}\right)=u_{2} . \tag{2.7}
\end{align*}
$$

Further, assume that the derivative of $h$ is bounded and bounded away from 0 . Then its inverse map exists, is $1-1$, onto, and has derivatives bounded away from 0 . Denote the inverse map by

$$
h^{-1}\left(x_{1}, x_{2}, u_{1}, u_{2} ; u\right)
$$

Where no ambiguity exists the notation for these maps shall be shortened to $h(x)$ and $h^{-1}(u)$.

Let $f(u) \in C^{2}: \mathbf{R} \rightarrow \mathbf{R}$ such that $f^{\prime \prime}(u)=0$ at a finite number of points. Let $\{a, b\}$ and $\{c, d\}$ be rarefaction intervals of $f(u)$.

Definition 2.2. The Cauchy problem

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+\frac{\partial f(u(x, t))}{\partial x}=0 \tag{2.8}
\end{equation*}
$$

with initial data

$$
u(x)= \begin{cases}a, & x \leqq x_{l}  \tag{2.9}\\ h_{l}\left(x_{l}, x_{0}, a, b ; x\right), & x_{l}<x<x_{0} \\ h_{r}\left(x_{0}, x_{r}, c, d ; x\right), & x_{0}<x<x_{r} \\ d, & x_{r} \leqq x\end{cases}
$$

will be denoted as a Cauchy problem with generalized Riemann data (generalized Riemann problem, for short). The unique solution to (2.8) and (2.9) obeying (1.4) and (1.5) shall be referred to as the generalized Oleinik solution.

Theorem 2.3. Let $f(u) \in C^{2}: \mathbf{R} \rightarrow \mathbf{R}$ such that $f^{\prime \prime}(0)$ for at most two values of $u$. Then the generalized Oleinik solution to (2.8), (2.9) is piecewise smooth; it consists of two constant states, rarefaction fans, at most three shock waves ${ }^{3}$ and at most two irregular points. A rarefaction wave either originates at $t=0$ on the interval $\left[x_{l}, x_{r}\right]$ or tangentially to a shock line at $t>0$ and either terminates on a shock line or propagates undisturbed for all $t$. At most two points can be irregular, the initial discontinuity point in the data ( $t=0, x=x_{0}$ ) or the meeting point of three shocks. ${ }^{3}$
2.1.1. Proof of Theorem 2.3. The following definitions will prove useful. Let $\left\{u_{1}, u_{2}\right\}$ be a rarefaction interval of $f$ and $h\left(x_{1}, x_{2}, u_{1}, u_{2} ; x\right)$ a map as in (2.7). At each point $x \in\left[x_{1}, x_{2}\right]$ construct the rarefaction wave $(u, 0, x)$ with

$$
x(t)=x+f^{\prime}(h(x)) t .
$$

The set of waves thus constructed on $\left[x_{1}, x_{2}\right]$ form a rarefaction fan which shall be referred to as the rarefaction fan determined by $h\left(x_{1}, x_{2}, u_{1}, u_{2} ; x\right)$.

[^101]Let $\left\{u_{1}, u_{2}\right\}$ be a rarefaction interval of $f$. For every $u$ in $\left\{u_{1}, u_{2}\right\}$ construct the rarefaction wave ( $u, 0, x_{0}$ ) with

$$
x(t)=x_{0}+f^{\prime}(u) t
$$

The set of waves thus constructed form a rarefaction fan which shall be referred to as determined at $x_{0}$ by the interval $\left\{u_{1}, u_{2}\right\}$.

Let $\{a, b\}$ be a rarefaction interval of $f$. Let $h\left(\rho_{0}, \rho_{1}, a, b ; \rho\right)$ be a map as in (2.7) from the real interval $\left[\rho_{0}, \rho_{1}\right]$ to $\{a, b\}$. Construct a curve segment $(t(\rho), x(\rho))$ from ( $t_{0}, x_{0}$ ) to $\left(t_{1}, x_{1}\right)$ in the $t, x$ plane such that

$$
\begin{aligned}
& \left(t_{0}, x_{0}\right) \equiv\left(t\left(\rho_{0}\right), x\left(\rho_{0}\right)\right), \\
& \left(t_{1}, x_{1}\right) \equiv\left(t\left(\rho_{1}\right), x\left(\rho_{1}\right)\right) \\
& \frac{d x(\rho)}{d t(\rho)}=f^{\prime}\left(h\left(\rho_{0}, \rho_{1}, a, b ; \rho\right)\right) .
\end{aligned}
$$

At each point $(t(\rho), x(\rho))$ construct the rarefaction wave $(h(\rho), t(\rho), x(\rho))$. Then the set of waves constructed on the curve segment form a rarefaction fan which shall be referred to as the rarefaction fan determined by the curve ( $t(\rho), x(\rho))$.

Lemma 2.4. Let $N$ be a rarefaction fan in the $t, x$ plane for some solution $u(t, x)$. Let $\left[x_{1}, x_{2}\right]$ be an interval in $N$ parallel to the $x$-axis at some time $t$ such that the rarefaction wave passing through the point $\left(t, x_{1}\right)$ has value $u=u_{1}$ and the rarefaction wave passing through the point $\left(t, x_{2}\right)$ has value $u=u_{2}$. Then $\left\{u_{1}, u_{2}\right\}$ is a rarefaction interval of $f$ and the fan defines a continuous, 1-1 mapping $h^{\prime}\left(x_{1}, x_{2}, u_{1}, u_{2} ; x\right): \mathbf{R} \rightarrow \mathbf{R}$ from $\left[x_{1}, x_{2}\right]$ onto $\left\{u_{1}, u_{2}\right\}$ whose derivatives are bounded and bounded away from 0 .

The proof for Lemma 2.4 follows from the definition of a rarefaction wave.
The proof for Theorem 2.3 is constructive. All possible Cauchy data (2.9) fall into four classes:

C1. $\{a, b\}$ and $\{c, d\}$ are not disjoint, $f^{\prime \prime}>0$ on $\{a, b\} \cup\{c, d\}$,
C2. $\{a, b\}$ and $\{c, d\}$ are not disjoint, $f^{\prime \prime}<0$ on $\{a, b\} \cup\{c, d\}$,
C3. $\{a, b\}$ and $\{c, d\}$ are disjoint, $b>c$,
C4. $\{a, b\}$ and $\{c, d\}$ are disjoint, $b<c$.
Classes C3 and C4 can each be divided into four subgroups:

$$
\begin{array}{ll}
\text { S1: } & a<b, c<d, \\
\text { S2: } & a>b, c>d, \\
\text { S3: } & a<b, c>d, \\
\text { S4: } & a>b, c<d .
\end{array}
$$

For classes $\mathrm{C} 1, \mathrm{C} 2$ there are no inflection points of $f$ in the interval $[a, d]$. For subgroups S 1 and S 2 of classes C 3 and C 4 there are either 0 or 2 inflection points in the interval [ $a, d$ ]. Subgroups S3 and S4 of classes C3 and C4 contain one inflection point in the interval $[a, d]$. Theorem 2.3 will be proven for the case of 0 and 1 inflection point in the interval $[a, d]$ of $f$. The proof for the case of two inflection points will be omitted for brevity.
$f$ has zero inflection points. Restriction of $f$ to no inflection points implies initial data from either classes C1, C2 or subgroups S1 or S2 of C3 and C4. We study data of classes C1, C3.S1 and C3.S2; the proofs for classes C2, C4.S1 and C4.S2 follow analogously.

Class C 1 . There are four arrangements of initial data in the class C 1 :

$$
\begin{array}{ll}
\text { C1.A1: } & a<c<b<d, \\
\text { C1.A2: } & a<c<d<b, \\
\text { C1.A3: } & c<a<d<b, \\
\text { C1.A4: } & c<a<b<d .
\end{array}
$$

The generalized Olen̆nik solution to Cauchy data of type C1.A1 is examined below.
Let $\{a, b\}$ and $\{c, d\}$ be rarefaction intervals of type C1.A1. Consider maps $h_{l}\left(x_{l}, x_{0}, a ; b ; x\right)$ and $h_{r}\left(x_{0}, x_{r}, c, d ; x\right)$ as in (2.7). Construct the rarefaction fans determined by $h_{l}(x)$ and $h_{r}(x)$. Then through each point $p \equiv(t, x)$ in the plane such that

$$
x_{0}+f^{\prime}(c) t \leqq x \leqq x_{0}+f^{\prime}(b) t
$$

there passes a unique rarefaction wave originating from the interval $\left[x_{l}, x_{0}\right]$ and a unique rarefaction wave originating from the interval $\left[x_{0}, x_{r}\right]$, thus defining respectively the unique values $u_{l}(p)$ and $u_{r}(p)$.

Consider the curve ( $t, x(t)$ ) defined implicitly by

$$
\begin{equation*}
x(t)=x_{0}+\int_{0}^{t} \frac{d x}{d t} d t \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d x}{d t}=\frac{f\left(u_{l}(t)\right)-f\left(u_{r}(t)\right)}{u_{l}(t)-u_{r}(t)} \tag{2.11}
\end{equation*}
$$

with $u_{l}(t)$ and $u_{r}(t)$ determined from

$$
\begin{align*}
& x(t)=h_{l}^{-1}\left(x_{l}, x_{0}, a, b ; u_{l}(t)\right)+f^{\prime}\left(u_{l}(t)\right) t,  \tag{2.12}\\
& x(t)=h_{r}^{-1}\left(x_{0}, x_{r}, c, d ; u_{r}(t)\right)+f^{\prime}\left(u_{r}(t)\right) t . \tag{2.13}
\end{align*}
$$

We remark that for $\{a, b\}$ and $\{c, d\}$ of type C1.A1, the set of equations (2.10) through (2.13) are well defined for all $t$ and the curve $(t, x(t))$ is smooth.

Proposition 2.5. For the curve $(t, x(t))$ defined by (2.10) through (2.13):

1) $d u_{l}(t) / d t<0, d u_{r}(t) / d t>0, \forall t>0$.
2) There exists $g \in[c, b]$ such that $u_{l}(t) \rightarrow g, u_{r}(t) \rightarrow g$ as $t \rightarrow \infty$.
3) The curve defined in (2.10) through (2.13) considered as a curve of points of jump $u_{l}(t) \rightarrow u_{r}(t)$ obeys (1.4) and (1.5).

Proof. Note

$$
\begin{array}{lll}
f^{\prime \prime}\left(u_{l}(t)\right)>0, & \left(h_{l}^{-1}(u)\right)^{\prime}>0 & \forall u_{l}(t) \text { on }[a, b] \\
f^{\prime \prime}\left(u_{r}(t)\right)>0, & \left(h_{r}^{-1}(u)\right)^{\prime}>0 & \forall u_{r}(t) \text { on }[c, d]
\end{array}
$$

Equations (2.12) and (2.13) yield

$$
\begin{equation*}
\left[f^{\prime}\left(u_{l}(t)\right)-f^{\prime}\left(u_{r}(t)\right)\right] t=h_{r}^{-1}\left(u_{r}(t)\right)-h_{l}^{-1}\left(u_{l}(t)\right) \tag{2.14}
\end{equation*}
$$

For $t>0$, the positivity of the right-hand side of (2.14) implies

$$
\begin{equation*}
f^{\prime}\left(u_{l}(t)\right)-f^{\prime}\left(u_{r}(t)\right)>0 \tag{2.15}
\end{equation*}
$$

By the requirement that $\{a, b\}$ and $\{c, d\}$ be of class C1.A1, (2.15) implies (using 2.11)

$$
\begin{equation*}
f^{\prime}\left(u_{l}(t)\right)>\frac{d x}{d t}>f^{\prime}\left(u_{r}(t)\right) \tag{2.16}
\end{equation*}
$$

Therefore, the time derivatives of (2.12) and (2.13),

$$
\begin{align*}
& \frac{d x}{d t}=\left[\left(h_{l}^{-1}\left(u_{l}\right)\right)^{\prime}+f^{\prime \prime}\left(u_{l}\right) t\right] u_{l}^{\prime}(t)+f^{\prime}\left(u_{l}\right),  \tag{2.17}\\
& \frac{d x}{d t}=\left[\left(h_{r}^{-1}\left(u_{r}\right)\right)^{\prime}+f^{\prime \prime}\left(u_{r}\right) t\right] u_{r}^{\prime}(t)+f^{\prime}\left(u_{r}\right) \tag{2.18}
\end{align*}
$$

lead to the conclusion

$$
\begin{equation*}
u_{l}^{\prime}(t)<0, \quad u_{r}^{\prime}(t)>0 \quad \forall t . \tag{2.19}
\end{equation*}
$$

Further (2.16) and (2.19) imply the existence of $g \in[c, b]$ such that as $t \rightarrow \infty$,

$$
u_{l}(t) \rightarrow g, \quad u_{r}(t) \rightarrow g, \quad \frac{d x}{d t} \rightarrow f^{\prime}(g) .
$$

By construction, the curve $(t, x(t))$ considered as a curve of points of jump obeys (1.4). It is easy to verify that the entropy condition (1.5) is also satisfied. From Proposition 2.5 note that the strength of the shock decreases monotonically to zero as $t \rightarrow \infty$.

All rarefaction waves originating in the interval

$$
h_{l}^{-1}(g) \leqq x \leqq h_{r}^{-1}(g)
$$

for the construction in Proposition 2.5 intersect the curve $(t, x(t))$. Terminate these waves at the curve. All rarefaction waves originating in the intervals

$$
\begin{aligned}
& h_{l}^{-1}(a) \leqq x \leqq h_{l}^{-1}(g), \\
& h_{r}^{-1}(g) \leqq x \leqq h_{r}^{-1}(d),
\end{aligned}
$$

propagate unimpeded for all $t>0$. The rarefaction fans and shock curve thus defined by this construction shall be said to be determined by the functions $h_{l}\left(x_{l}, x_{0}, a, b ; x\right)$ and $h_{r}\left(x_{0}, x_{r}, c, d ; x\right)$.

Proposition 2.6. Let $\{a, b\}$ and $\{c, d\}$ be as in C1.A1. Then the generalized Olĕnik solution $u(t, x)$ to (2.8) (2.9) is given by:
the constant state $u=a$ for $x \leqq x_{1}+f^{\prime}(a) t, t \geqq 0$;
the shock curve and rarefaction fans determined by $h_{l}(x)$ and $h_{r}(x)$ for $x_{l}+f^{\prime}(a) t<$ $x<x_{r}+f^{\prime}(d) t, t \geqq 0$;
the constant state $u=d$ for $x_{r}+f^{\prime}(d) t \leqq x, t \geqq 0$.
The proof follows immediately from Proposition 2.5.
A sketch of this solution is given in Fig. 2.2.
The generalized Oleinnik solutions to Cauchy data of types C1.A2 through C1.A4 have exactly the same structure as for C1.A1. For each, the strength of the single shock curve ( $t, x(t)$ ) decreases monotonically to zero as $t \rightarrow \infty$, and $d x / d t \rightarrow f^{\prime}(g)$ where for

$$
\begin{array}{ll}
\mathrm{C} 1 . \mathrm{A} 2: & c<g \leqq d, \\
\mathrm{C} 1 . \mathrm{A} 3: & a<g \leqq d, \\
\mathrm{C} 1 . \mathrm{A} 4: & a<g \leqq b .
\end{array}
$$



Fig. 2.2. A sketch of the solution (lower figure) for a particular case of initial data (upper figure) for a generalized Riemann problem with $f$ having no inflection point. The dark line is the shock wave. Important rarefaction lines have been labelled by their speeds.

Class C3.S1: no inflection point. Let $\{a, b\}$ and $\{c, d\}$ be rarefaction intervals of type C3.S1 such that for every $v \in\{a, b\}, w \in\{c, d\}$.

$$
E(v, w ; u)=C(v, w ; u)
$$

Then $f^{\prime}(v)>f^{\prime}(w)$ for every choice $v, w$. Consider the curve $(t, x(t))$ implicitly defined by (2.10) through (2.13). Statement 1 of Proposition 2.5 follows from (2.14) through (2.19). However, the disjointness of the intervals implies there exists finite times $t_{l}>0$, $t_{r}>0$ such that $u_{l}\left(t_{l}\right)=a$ and $u_{r}\left(t_{r}\right)=d$. For all $t>t_{l}$ let $u_{l}(t) \equiv a$ and for all $t>t_{r}$ let $u_{r}(t) \equiv d$. With this extension, (2.10) through (2.13) are defined for all $t$. The curve $(t, x(t))$ thus defined, considered as a curve of points of jump $u_{l}(t) \rightarrow u_{r}(t)$ obeys the conditions (1.4) and (1.5). In contrast to class C1 data, the shock strength attains a constant value, $|a-d|$, as $t \rightarrow \infty$.

All rarefaction waves originating from the interval $\left[x_{l}, x_{r}\right]$ intersect the shock curve and are terminated there. The shock curve and rarefaction fans so defined (together with the bounding constant states $u=a, u=d$ will also be referred to as determined by the functions $h_{l}(x)$ and $h_{r}(x)$ since their definition is merely an extension of the usage defined after Proposition 2.5.

Proposition 2.7. Let $\{a, b\}$ and $\{c, d\}$ be disjoint rarefaction intervals on $f$ such that for all $v \in\{a, b\}, w \in\{c, d\}$

$$
E(v, w ; u)=C(v, w ; u) .
$$

Then the generalized Oleinik solution to (2.8) (2.9) is given by constructing the shock curve and rarefaction fans determined by $h_{l}\left(x_{l}, x_{0}, a, b ; x\right)$ and $h_{r}\left(x_{0}, x_{r}, c, d ; x\right)$.

Proof. The above construction proves this proposition for rarefaction intervals in class C3.S1, where the condition $f^{\prime \prime}>0$ was used implicitly in (2.17) and (2.18). With trivial modifications, analogous arguments can be used to prove this proposition for appropriate data in classes C 3 and C 4 .

Class C3.S2: no inflection point. Data of class C3.S2 insures $f^{\prime}(b) \leqq f^{\prime}(c)$.
Proposition 2.8. Let $\{a, b\}$ and $\{c, d\}$ be rarefaction intervals of $f$ of class C3. Further assume $f^{\prime}(b) \leqq f^{\prime}(c)$. Then the generalized Oleinik solution $u(t, x)$ to (2.8) (2.9) is:
the constant state $u(t, x)=a$ for $x<x_{1}+f^{\prime}(a) t, t \geqq 0$;
the rarefaction wave determined by $h_{l}\left(x_{l}, x_{0}, a, b ; x\right)$ for

$$
x_{l}+f^{\prime}(a) t<x<x_{0}+f^{\prime}(b) t, \quad t \geqq 0 ;
$$

the Oleinik solution to $\{b, c\}$ centered on $x_{0}$ for $x_{0}+f^{\prime}(b) t<x<x_{0}+f^{\prime}(c) t, t \geqq 0$;
the rarefaction wave determined by $h_{r}\left(x_{0}, x_{r}, c, d ; x\right)$ for

$$
x_{0}+f^{\prime}(c) t<x<x_{r}+f^{\prime}(d) t, \quad t \geqq 0
$$

and the constant state $u(t, x)=d$ for $x<x_{r}+f^{\prime}(d) t, t \geqq 0$.
Proof. The proof is trivial; the condition $f^{\prime}(b) \leqq f^{\prime}(c)$ guarantees that the rarefaction waves determined by $h_{l}$ and $h_{r}$ do not interact.

Thus all solutions for allowed Cauchy data with $f$ restricted to have no inflection point are piecewise smooth, with at most a single shock and at most a single irregular point at $\left(t=0, x=x_{0}\right)$.
$f$ has one inflection point. Restriction of $f$ to a single inflection point implies initial data from subgroups S3 or S4 of C3 and C4. We study data of C3.S3 and C3.S4; the proofs for C4.S3 and C4.S4 follow analogously.

Class C3.S3.
Lemma 2.9. Let $f,\{a, b\}$, and $\left\{b^{*}, a^{*}\right\}$ be chosen such that: $\{a, b\}$ is a rarefaction interval of $f$ on which $f^{\prime \prime}(u)>0,\left\{b^{*}, a^{*}\right\}$ is a rarefaction interval of $f$ on which $f^{\prime \prime}(u)<0$, $a^{*}<b$, and

$$
\begin{array}{ll}
E\left(b, b^{*} ; u\right)=C\left(b, b^{*} ; u\right), & f^{\prime}\left(b^{*}\right)=\frac{d C\left(b, b^{*} ; u\right)}{d u} \\
E\left(a, a^{*} ; u\right)=C\left(a, a^{*} ; u\right), & f^{\prime}\left(a^{*}\right)=\frac{d C\left(a, a^{*} ; u\right)}{d u}
\end{array}
$$

For every $v \in\{a, b\}$ there exists $w(v) \in\left\{b^{*}, a^{*}\right\}$ such that

$$
E(v, w(v) ; u)=C(v, w(v) ; u), \quad f^{\prime}(w(v))=\frac{d C(v, w(v) ; u)}{d u}
$$

Then

1) $w(v)$ is a 1-1 map from $\{a, b\}$ onto $\left\{b^{*}, a^{*}\right\}$,
2) $f^{\prime \prime}(w(v)) d w(v) / d v=\left(f^{\prime}(w(v))-f^{\prime}(v)\right) /(w(v)-v)$.

Proof. 1) This follows from the definition of $w(v)$.
2) For all $v \in(a, b), \delta v$ sufficiently small,
(2.21) $\quad f(w(v+\delta v))-f(v+\delta v)=f^{\prime}(w(v+\delta v))[w(v+\delta v)-v-\delta v]$.

Subtracting (2.20) from (2.21), arranging terms and taking $\delta v \rightarrow 0$

$$
\begin{aligned}
f^{\prime}(w(v)) \frac{d w(v)}{d v}-f^{\prime}(v)= & f^{\prime \prime}(w(v)) \frac{d w(v)}{d v} w(v) \\
& +f^{\prime}(w(v)) \frac{d w(v)}{d v}-f^{\prime \prime}(w(v)) \frac{d w(v)}{d v} v-f^{\prime}(w(v))
\end{aligned}
$$

from which the conclusion 2 ) follows.
Let $\{a, b\}$ and $\left\{b^{*}, a^{*}\right\}$ be as in Lemma 2.9. Let $h_{l}\left(x_{l}, x_{0}, a, b ; x\right)$ be the usual map from the rarefaction interval $\{a, b\}$ to $\left[x_{l}, x_{0}\right]$. Consider the curve $(t, x(t)$ ) defined by

$$
\begin{align*}
& x(t)=x_{0}+\int_{0}^{t} \frac{d x}{d t} d t  \tag{2.10}\\
& \frac{d x(t)}{d t}=f^{\prime}\left(w\left(u_{l}(t)\right)\right) \tag{2.22}
\end{align*}
$$

with $w\left(u_{l}(t)\right)$ defined in Lemma 2.9 and $u_{l}(t)$ defined by

$$
\begin{equation*}
x(t)=h_{l}^{-1}\left(x_{l}, x_{0}, a, b ; u_{l}(t)\right)+f^{\prime}\left(u_{l}(t)\right) t . \tag{2.12}
\end{equation*}
$$

There exists a finite time $t_{l}>0$ at which $u_{l}\left(t_{l}\right)=a$ and

$$
\frac{d x}{d t}=f^{\prime}(w(a))=f\left(a^{*}\right)
$$

For every $t>t_{l}$ let $u_{l}(t)=a$. Then (2.10), (2.12) and (2.22) are defined for all $t$.
Proposition 2.10. The curve defined by (2.10), (2.12) and (2.22) considered as a curve of points of jump $u_{l} \rightarrow w\left(u_{l}\right)$ obeys (1.4) and (1.5).

Proof. Follows from the construction.
Construct the rarefaction fan determined by $h_{l}$. If a wave from this fan intersects the above shock curve, terminate the wave on the curve. For a point $\left(t_{b}, x\left(t_{b}\right)\right)$ on this shock curve where $0 \leqq t_{b} \leqq t_{l}$, there exists a uniquely defined $u_{r}\left(t_{b}\right)=w\left(u_{l}\left(t_{b}\right)\right)$. Also note from (2.22) and Lemma 2.9

$$
\begin{equation*}
x^{\prime \prime}(t)=f^{\prime \prime}\left(w\left(u_{l}\right)\right) w^{\prime}\left(u_{l}\right) u_{l}^{\prime}(t)=\frac{f^{\prime}\left(w\left(u_{l}\right)\right)-f^{\prime}\left(u_{l}\right)}{w\left(u_{l}\right)-u_{l}} u_{l}^{\prime}(t)<0 . \tag{2.23}
\end{equation*}
$$

The rarefaction fan determined by this curve can therefore be constructed. Note further that the "left bounding" wave ( $a^{*}, t, x(t)$ ) of the fan propagates parallel to the shock curve.

The two rarefaction fans and shock wave, together with the bounding constant state $u=a$, thus constructed from (2.10), (2.12), (2.22) and (2.23) shall be denoted as determined by the function $h_{l}(x)$ and the state $u=b^{*}$.

Let $f$ have a single inflection point and $\{a, b\}$ and $\{c, d\}$ be rarefaction intervals of type C3.S3. Then there exists a rarefaction interval $\left\{b^{*}, a^{*}\right\}$ as described in Lemma 2.9. Three possibilities exist for the orientation of $\{c, d\}$ with respect to $\left\{b^{*}, a^{*}\right\}$ :

Case 1. $\{c, d\}$ and $\left\{b^{*}, a^{*}\right\}$ are disjoint with $d \geqq a^{*}$.
Case 2. $\{c, d\}$ and $\left\{b^{*}, a^{*}\right\}$ are disjoint with $c \leqq b^{*}$.
Case 3. $\{c, d\}$ and $\left\{b^{*}, a^{*}\right\}$ are not disjoint.
For the case $d \geqq a^{*}$, the generalized Oleinnik solution $u(t, x)$ to (2.8) (2.9) is given by Proposition 2.7.

For the case $c \leqq b^{*}$, the generalized Oleĭnik solution $u(t, x)$ to (2.8) (2.9) is given by the following:

The constant state $u=a$, two rarefaction fans and the shock curve determined by the function $h_{l}(x)$ and the state $u=b^{*}$ for $x \leqq f^{\prime}\left(b^{*}\right) t, t>0$.

The rarefaction wave determined at $x_{0}$ by the interval $\left\{c, b^{*}\right\}$ for $f^{\prime}\left(b^{*}\right) t \leqq x \leqq$ $f^{\prime}(c) t, t>0$.

The rarefaction wave determined by $h_{r}(x)$ for $f^{\prime}(c) t \leqq x \leqq f^{\prime}(d) t, t>0$.
The constant state $u=d$ for $f^{\prime}(c) t \leqq x, t>0$.
This solution is sketched in Fig. 2.3.


Fig. 2.3. A sketch of the solution (lower figure) for a particular case of initial data (upper figure) for a generalized Riemann problem with f having a single inflection point. The dark line is the shock wave. Important rarefaction lines have been labelled by their speeds.

For the case in which $\{c, d\}$ and $\left\{b^{*}, a^{*}\right\}$ are not disjoint we remark that the generalized Oleĭnik solution can be described by a solution similar to case 1 above for $0 \leqq t \leqq t_{g}$ and by a solution similar to case 2 for $t_{g}<t$. The time $t_{g}$ is determined by the propagation of a rarefaction wave for some state $u=g$ where $g \in\left\{b^{*}, a^{*}\right\} \cap\{c, d\}$.

Class C3.S4. Lemma 2.9 and Proposition 2.10 can be written analogously for data of type C3.S4, with the arguments revolving around an interval $\left\{c^{*}, d^{*}\right\}$. Again the construction of a solution to the generalized Riemann problem can be broken into three cases and dealt with as above.

The solutions for classes C4.S3 and C4.S4 follow in the same manner. Thus we have shown that the solutions to the generalized Riemann problem for $f$ having at most a single inflection point are piecewise smooth and consist of at most a single shock wave and at most a single irregular point (at $x_{0}$ ).
$f$ has two inflection points. In the interest of brevity, we omit the solution for the case of $f$ having two inflection points. The method of proof is repetitive to that presented above. The proof shows that in addition to solutions with a single shock, either two shock waves can be present for all $t>0$ or three shock waves can appear in the solution (i.e., a single shock which is present for $0 \leqq t \leqq t_{s}$ which then "splits", via interaction with rarefaction waves, into two shocks which are present for $t_{s} \leqq t$ ).
2.2. A conjecture on loss of piecewise smoothness for more than two inflection points. The constructive proof given for Theorem 2.3 is not readily extendable to $f$ having three inflection points since the number of cases to be considered is large. In fact, we argue that for $f(u)$ having three or more inflection points, the solution need not be piecewise smooth. An example is sketched below in which a solution having a countably infinite number of arbitrarily small smooth pieces may occur.

Let $\{a, b\}$ and $\{c, d\}$ be rarefaction intervals of $f(u)$ as illustrated in the lower left hand side of Fig. 2.4. $f(u)$ has three inflection points in the interval $[d, b]$. Consider the corresponding generalized Riemann problem (2.8), (2.9). Using the construction methods of the proof of Theorem 2.3, it is seen that the generalized Oleinik solution initially has a single shock curve determined by $h_{l}(x)$ and $h_{r}(x)$ starting at $x_{0}$ with slope $d C(b, c ; u) / d u$. The rates at which the left and right states $u_{l}(t)$ and $u_{r}(t)$ change


Fig. 2.4. Formation of a single "bubble" in a solution. The dotted lines in the middle diagrams on the right emphasise the nonlinearity of the convex envelope.
along the shock curve depend on the functions $h_{l}(x)$ and $h_{r}(x)$. Given $\{c, d\}$ (and hence $\{a, b\}$ ), $\left[x_{0}, x_{r}\right]$ and $h_{r}(x)$, it is possible to determine $h_{l}(x)$ and $\left[x_{l}, x_{r}\right]$ such that for all time $t>0$

$$
\begin{equation*}
E\left(u_{l}(t), u_{r}(t) ; u\right)=C\left(u_{l}(t), g(t) ; u\right) \cup C\left(g(t), u_{r}(t) ; u\right), \tag{2.24}
\end{equation*}
$$

where

$$
\begin{equation*}
f^{\prime}(g(t))=\frac{\partial C\left(u_{l}(t), g(t) ; u\right)}{\partial t}=\frac{\partial C\left(g(t), u_{r}(t) ; u\right)}{\partial t} \tag{2.25}
\end{equation*}
$$

The convex envelope (2.24), though consisting of two chords, defines a single shock line and represents a metastable balance between a single and a two shock configuration. This construction can be perturbed to create a single "bubble"; that is a time interval $t_{1}<t<t_{2}$ over which the shock separates into two shocks as is illustrated on the right in Fig. 2.4. This is accomplished by adjustment of the rate at which the rarefaction waves (i.e. adjustment of the respective $h$ functions) enter the shock waves from the extreme left and right. The above construction can be iterated to produce a second bubble starting at $t_{3}$ by adjusting (slowing) the rate $h_{l}^{\prime}(x)$ appropriately. It has not as yet been determined if, for a given set of intervals $\{a, b\},\{c, d\},\left[x_{l}, x_{0}\right]$, and $\left[x_{0}, x_{r}\right]$, it is possible to construct a sequence of generalized Riemann problems, where the $i$ th problem is characterized by the choice of functions $h_{l}^{i}(x), h_{r}^{i}(x)$, for which the solution to the $i$ th problem has $i$ such bubbles. If this was possible, the solution to the limiting problem obtained as $i \rightarrow \infty$ would not be piecewise smooth. We note it is certainly possible to create an infinite sequence of such problems if only $\{a, b\},\{c, d\}$, and [ $x_{r}, x_{0}$ ] are held constant and the interval $\left[x_{0}, x_{l}\right]$ is allowed to vary with $i$. It remains to be proven that such a sequence of problems can be chosen such that $\left[x_{0}, x_{l}\right]$ also remains fixed.
3. The generalized Riemann problem for initial data with multiple points of discontinuity. Let $x_{l}<x_{0}<x_{1}<\cdots<x_{n}<x_{r}$. Consider (2.8) with initial data

$$
u(0, x)= \begin{cases}u_{l}, & x<x_{l},  \tag{3.1}\\ h_{l}\left(x_{l}, x_{0}, u_{l}, u_{0} ; x\right), & x_{l}<x<x_{0}, \\ h_{j}\left(x_{j}, x_{j+1}, u_{j}, u_{j+1} ; x\right), & x_{j}<x<x_{j+1}, \quad j=0,1, \cdots, n-1, \\ h_{r}\left(x_{n}, x_{r}, u_{n}, u_{r} ; x\right), & x_{n}<x<x_{r}, \\ u_{r}, & x_{r} \leqq x,\end{cases}
$$

where $h_{l}(x), h_{j}(x), h_{r}(x)$ are as in (2.7), and $\left\{u_{l}, u_{0}\right\},\left\{u_{0}, u_{1}\right\}, \cdots,\left\{u_{n}, u_{r}\right\}$ are rarefaction intervals of $f$. The Cauchy problem (2.8), (3.1) is an extension of the definition of the generalized Riemann problem to include multiple initial discontinuities.

Theorem 3.1. The solution to (2.8) with initial data (3.1) for $f \in C^{2}: \mathbf{R} \rightarrow \mathbf{R}$ having at most one inflection point is piecewise smooth. There are no more than $(n+1)$ ! shocks in the solution and no more than $(n+1)$ ! irregular points.

The restriction to either zero or one inflection point for $f(u)$ guarantees that when two shocks interact a single shock is produced. Thus given a finite number $m$ of initial discontinuities, the number of shocks in the solution remains bounded by $m$ ! and the solution will be piecewise smooth. For $f$ having two or more inflection points there is no a priori bound on the growth of the number of shocks in time since an interaction of two (incoming) shocks can conceivably give rise to two or more (outgoing) shocks (or to
a single shock which later splits via interaction with rarefaction waves into two or more shocks) and the possibility of generating a solution that is richer in structure than piecewise smooth exists. It is only through the decrease in variation of the solution (ie. the decrease in shock strength with in time) that such a bound may be possible. Such a bound on the growth rate of shock number combined with a general statement for the $>2$ inflection point case of $\S 2$ is required for a more general statement on the piecewise smoothness of the solution to the generalized Riemann problem for initial data with multiple points of discontinuity.

Theorem 3.1 will be proven by finite induction on $n$ in (3.1). The case $n=0$ is the generalized Riemann of $\S 2.1$. The case $n=1$ is given below. It suffices to illustrate the salient points of the general induction step.

Proof of Theorem 3.1 for $n=1$. Consider (2.8) under three possible cases of Cauchy data:

$$
\begin{align*}
& u(x)= \begin{cases}u_{l}, & x \leqq x_{l}, \\
h_{l}\left(x_{l}, x_{0}, u_{l}, u_{0} ; x\right), & x_{l}<x<x_{0}, \\
h_{0}\left(x_{0}, x_{1}, u_{0}, u_{1} ; x\right), & x_{0}<x<x_{1}, \\
u_{1}, & x_{1} \leqq x,\end{cases}  \tag{3.2}\\
& u(x)= \begin{cases}u_{0}, & x \leqq x_{0}, \\
h_{0}\left(x_{0}, x_{1}, u_{0}, u_{1} ; x\right), & x_{0}<x<x_{1}, \\
h_{r}\left(x_{1}, x_{r}, u_{1}, u_{r} ; x\right), & x_{1}<x<x_{r}, \\
u_{r}, & x_{r} \leqq x,\end{cases}  \tag{3.3}\\
& u(x)= \begin{cases}u_{l}, & x \leqq x_{l}, \\
h_{l}\left(x_{l}, x_{0}, u_{l}, u_{0} ; x\right), & x_{l}<x<x_{0}, \\
h_{0}\left(x_{0}, x_{1}, u_{0}, u_{1} ; x\right), & x_{0}<x<x_{1}, \\
h_{r}\left(x_{1}, x_{r}, u_{1}, u_{r} ; x\right), & x_{1}<x<x_{r}, \\
u_{r} & x_{r} \leqq x .\end{cases} \tag{3.4}
\end{align*}
$$

From §2, construct the solutions to (3.2) and (3.3), denoting them $u_{L}(t, x)$ and $u_{R}(t, x)$ respectively. Denote the solution to (3.4) as $u_{C}(t, x)$. The following four (exhaustive but not mutually exclusive) possibilities exist for the solutions $u_{L}$ and $u_{R}:{ }^{4}$

P1) There exists a rarefaction wave ( $v, 0, x_{v}$ ) common to both solutions with $v \in\left\{u_{0}, u_{1}\right\}, x_{v} \in\left(x_{0}, x_{1}\right)$ which propagates unimpeded for all $t$.

P2) Both $u_{L}$ and $u_{R}$ have a shock curve and there exists a point $p_{2}=\left(t_{2}, x_{2}\right)$ common to the shock curve of each solution for some $t_{2}>0$.

P3) $u_{L}$ has a shock curve, denoted $\left(u_{l}^{1}(t), u_{r}^{1}(t), x\right)$ and $u_{r}^{1}\left(t_{3}\right)=u_{1}$ for $t_{3}>0$.
P4) $u_{R}$ has a shock curve, denoted $\left(u_{l}^{2}(t), u_{r}^{2}(t), x\right)$ and $u_{r}^{2}\left(t_{4}\right)=u_{0}$ for some $t_{4}>0$.

[^102]If P1 holds (if neither solution has a shock wave, then condition P1 holds) then

$$
u_{C}(x, t) \equiv \begin{cases}u_{L}(x, t) & \text { if } x \leqq x_{v}+f^{\prime}(v) t  \tag{3.5}\\ u_{R}(x, t) & \text { if } x>x_{v}+f^{\prime}(v) t\end{cases}
$$

is the unique solution to (2.8) (3.1) obeying (1.4) and (1.5).
If P1 does not hold let $t_{\text {min }}$ denote the minimum of the existing values $t_{2}, t_{3}, t_{4}$.
If $t_{\text {min }}=t_{2}$ then let $\Sigma_{L}^{0} \equiv\left(u_{l}^{0}(t), u_{r}^{0}(t), 0, x_{0}\right)$ and $\Sigma_{R}^{1} \equiv\left(u_{l}^{1}(t), u_{r}^{1}(t), 0, x_{1}\right)$ denote the shock waves propagating respectively from $x_{0}$ in $u_{L}$ and $x_{1}$ in $u_{R}$. Then for $t \leqq t_{2}$

$$
u_{C}(x, t) \equiv \begin{cases}u_{L}(x, t) & \text { if } x \leqq h_{0}^{-1}\left(v_{2}\right)+f^{\prime}\left(v_{2}\right) t,  \tag{3.6}\\ u_{R}(x, t) & \text { if } x>h_{0}^{-1}\left(v_{2}\right)+f^{\prime}\left(v_{2}\right) t,\end{cases}
$$

where $v_{2}=u_{r}^{0}\left(t_{2}\right)=u_{l}^{1}\left(t_{2}\right)$ is in the interval $\left\{u_{0}, u_{1}\right\}$. For $t>t_{2}, u_{C}(x, t)$ is the generalized Oleinik solution to (2.8) with initial data (at $t_{2}$ )

$$
u\left(t_{2}, x\right)= \begin{cases}u_{l}, & x \leqq x_{l}^{t_{2}}, \\ h_{l}^{t_{2}}\left(x_{l}^{t_{2}}, x_{2}, u_{l}, u_{l}^{1}\left(t_{2}\right) ; x\right), & x_{l}^{t_{2}}<x<x_{2}, \\ h_{r}^{t_{2}}\left(x_{2}, x_{r}^{t_{2}}, u_{r}^{2}\left(t_{2}\right), u_{r} ; x\right), & x_{2}<x<x_{r}^{t_{2}}, \\ u_{r}, & x_{r}^{t_{2} \leqq x,}\end{cases}
$$

where

$$
x_{l}^{t_{2}}=x_{l}+f^{\prime}\left(u_{l}\right) t_{2}, \quad x_{r}^{t_{2}}=x_{r}+f^{\prime}\left(u_{r}\right) t_{2} .
$$

$h_{l}^{t_{2}}(x)$ is defined by the rarefaction interval $\left\{u_{l}, u_{l}^{1}\left(t_{2}\right)\right\}$ where $u_{l}^{1}\left(t_{2}\right)$ is the left limit of $u$ at $\left(t_{2}, x_{2}\right)$ for the shock curve $\Sigma_{0}$ in $u_{C}$ propagating from $x_{0}$ in (3.6). ( $\Sigma_{0}$ is identical with $\Sigma_{L}^{0}$ for $0 \leqq t \leqq t_{2}$.) Similarly $h_{r}^{t_{2}}(x)$ is defined by the rarefaction interval $\left\{u_{r}, u_{r}^{2}\left(t_{2}\right)\right\}$ where $u_{r}^{2}\left(t_{2}\right)$ is the right limit of $u$ at $\left(t_{2}, x_{2}\right)$ for the shock curve $\Sigma_{1}$ propagating from $x_{1}$. ( $\Sigma_{1}$ is identical with $\Sigma_{L}^{1}$ for $0 \leqq t \leqq t_{2}$.)

If $t_{\text {min }}=t_{3}$, let $x_{3}=x_{1}+f^{\prime}\left(u_{1}\right) t$. There exist two possibilities for the solution $u_{C}$ if $u_{R}$ has a shock wave. (If $u_{R}$ has no shock the solution for $u_{C}$ is deduced easily from the discussion below.) These two possibilities are either that $u_{R}$ has a leftmost rarefaction fan
a) centered at the point $x_{1}$ (Fig. 3.1a),
b) determined by the shock wave $\Sigma_{1}$ originating at $\left(0, x_{1}\right)$ (Fig. 3.1b).

We note that in either case this leftmost rarefaction fan in $u_{R}$ is a smooth continuation of the rightmost rarefaction fan in the solution $u_{L}$ for $t \leqq t_{3}$. For $t \leqq t_{3}$, let

$$
u_{C}(t, x)= \begin{cases}u_{L}(t, x), & x \leqq x_{1}+f^{\prime}\left(u_{1}\right) t,  \tag{3.7}\\ u_{R}(t, x), & x \geqq x_{1}+f^{\prime}\left(u_{1}\right) t .\end{cases}
$$

At $\left(t_{3}, x_{3}\right)$ the shock $\Sigma_{0}$ originating from $\left(0, x_{0}\right)$ encounters the first rarefaction wave from the solution for $x>x_{3}$. For case a) above, the shock $\Sigma_{0}$ is determined for $t>t_{3}$ by the rarefaction fan determined by $h_{l}\left(x_{l}, x_{0}, u_{l}, u_{0} ; x\right)$ and the rarefaction fan centered on ( $0, x_{1}$ ). Denote the curve followed by the shock $\Sigma_{0}$ for $t>t_{3}$ as $\left(t, x_{\Sigma_{0}}(t)\right.$ ). Then, for case a),

$$
u_{C}(t, x)=\left\{\begin{array}{ll}
u_{L}, & x<x_{\Sigma_{0}}(t),  \tag{3.8}\\
u_{R}, & x>x_{\Sigma_{0}}(t),
\end{array} \quad t>t_{3} .\right.
$$



Fig. 3.1. Two possibilities encountered under case P3 described in the text. Dark lines are shock waves, light lines are rarefaction waves.

In case b) the shock $\Sigma_{0}$ is determined for $t>t_{3}$ by the rarefaction fan determined by $h_{l}\left(x_{l}, x_{0}, u_{l}, u_{0} ; x\right)$ and the rarefaction fan determined by the shock line $\Sigma_{1}$. In either case a) or b), the resulting shock, $\Sigma_{0}$ hits the shock $\Sigma_{1}$ at some time $t_{5}>t_{3}$ or it does not. If it does not, the solution for all $t>t_{3}$ is given by (3.8). If it does, the solution for $t_{3} \leqq t \leqq t_{5}$ is given by (3.8) and for $t \geqq t_{5}$ by the solution to a generalized Riemann problem of the type discussed in $\S 2.1$. It is to be noted that the solution is $C^{1}$ continuous at $t_{3}$ (ie. all waves propagate continuously from $t_{3}-\varepsilon$ to $t_{3}+\varepsilon$ and all waves except the interacting shock lines are $C^{1}$ continuous at $t_{5}$.

If $t_{\text {min }}=t_{4}$, an analogous construction to that for case P3 holds.
In all cases the constructed solution $u_{C}$ is thus piecewise smooth. The general induction step for Theorem 3.1 follows the above argument with a more complicated notation.
4. The two-dimensional Riemann problem. For convenience we shall use the notation $f_{1} \equiv f, f_{2} \equiv g, x_{1} \equiv x, x_{2} \equiv y$ for the discussion in two spatial dimensions.

Definition 4.1. The Cauchy problem (1.1) with initial data piecewise constant on a finite number of wedges focused on a single point in the $x, y$ plane shall be referred to as the two-dimensional Riemann problem. Without loss of generality, this point can be taken to be the point $x=0, y=0$.

For the case $g \equiv f$, under the $45^{\circ}$ rotation $2 \xi=x+y, 2 \eta=y-x$, (1.1) becomes

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial f(u)}{\partial \xi}=0 . \tag{4.1}
\end{equation*}
$$

From (4.1) we see that the solution can be obtained along each $\eta=$ constant plane independent of other $\eta$. In particular, this implies the solutions obtained in the $\eta<0$ half space can be obtained independently of the solutions in the $\eta>0$ half; by the symmetry of the problem, no new solutions will be found in the $\eta<0$ half space that are not found in the upper. We therefore restrict our discussion to the half space $\eta>0$ $(y>x)$. The solution in the plane $\eta=0$ is discussed in Lemma 4.4.

In the $\eta>0$ half space, the solution in each $\eta=$ constant plane is just that for a generalized Riemann problem in one dimension.

Lemma 4.2. Let $u\left(t, \xi, \eta_{0}\right)$ denote the generalized Riemann problem solution in the $\eta=\eta_{0}>0$ plane. Then the solution $u\left(t, \xi, \eta_{1}\right)$ to the generalized Riemann problem in the $\eta_{1}$ plane $\left(\eta_{1}>0\right)$ is just a similarity solution of $u\left(t, \xi, \eta_{0}\right)$ given by

$$
\begin{equation*}
u\left(c t, c \xi+b(c), \eta_{1}\right)=u\left(t, \xi, \eta_{0}\right) \tag{4.2}
\end{equation*}
$$

where $c=\eta_{1} / \eta_{0}$.
Proof. If $v_{0}(\xi)$ is the initial data for the generalized Riemann problem on $\eta_{0}$, then $w_{0}(\xi \equiv c \xi+b(c))=v_{0}(\xi)$ is the initial data for the generalized Riemann problem on $\eta_{1}$ where $c=\eta_{1} / \eta_{0}$ and $b(c)$ is given by the wedge pattern of the two-dimensional Riemann problem. Further, the function $u\left(\tau \equiv c t, \zeta \equiv c \xi+b, \eta_{1} \equiv c \eta_{0}\right) \equiv u\left(t, \xi, \eta_{0}\right)$ is a weak solution of the generalized Riemann problem on $\eta_{1}$ having initial data $w_{0}$.

Thus the solution to the two-dimensional Riemann problem (4.1) in the $\eta>0$ half space is found from a mapping $M: \mathbf{R}^{1} \rightarrow \mathbf{R}^{2}$ which is similarity transformation in $t, \xi, \eta$ and therefore continuous onto the domain $t>0, \xi, \eta>0$.

Theorem 4.3. The unique (in the sense of Kružkov) solution in the plane $\eta>0$ ( $y>x$ ), to (1.1) with initial data that is piecewise constant on a finite number of wedges focused on a single point in the plane, with $f_{1} \equiv f_{2} \equiv f, f \in C^{2}: \mathbf{R} \rightarrow \mathbf{R}$, $f$ having at most one inflection point, is
a) piecewise smooth,
b) composed of nonlinear waves and constant states which are the images under a similarity map M defined by Lemma 4.2 of the rarefaction and shock waves and constant states of a generalized Riemann problem in one dimension,
c) composed of curves of irregular points corresponding to images under the map $M$ of the irregular points in the one-dimensional Riemann problem.

Proof. Follows immediately from Lemma 4.2 and Theorem 3.1.
Lemma 4.4. a) If the half line $\eta=0, \xi<0$ is not a line of discontinuity of the initial data (i.e., is not a wedge line) the waves incident upon the corresponding half plane $t>0$, $\xi<0, \eta=0$ are continuous across the half plane.
b) If the half line $\eta=0, \xi<0$ is a line of discontinuity (constant jump) of the initial data, it remains a half plane $t>0, \xi<0, \eta=0$ of (in general variable) jump discontinuity in the solution.

Proof. a) Follows from taking the limit $\eta \rightarrow 0$ of the solution in either half plane.
b) Follows from taking the limit of solutions for which the wedge line in the initial data is displaced slightly from the $\eta=0$ axis.

Similar statements hold for the half line $\eta=0, \xi>0$.
Although the map $M$ provides a means of constructing the solution to the twodimensional Riemann problem, it is not a convenient method of doing so. In particular it is a method that will not generalize to cases $f \neq g$ where no appeal to a onedimensional analysis can be made. We propose that the correct method of dealing with the general solution to the two-dimensional Riemann problem is to identify the general
two-dimensional nonlinear waves. In [4] we identify these waves for the case $f \equiv g$ and use the construction method initiated by Guckenheimer [1] and Wagner [6] to piece these waves together into entropy obeying solutions.
5. Concluding remarks. The condition $f_{1} \equiv f_{2} \equiv f, f \in C^{2}: \mathbf{R} \rightarrow \mathbf{R}, f$ having at most one inflection point has been shown to be sufficient to guarantee that the solution to the two-dimensional Riemann problem is piecewise smooth. A construction has been presented detailing a presumed mechanism for loss of piecewise smoothness if $f$ has three or more inflection points.

The Riemann problem in one dimension has been generalized to include a finite number of discontinuities and smooth "rarefaction" variation in the initial data. Sufficiency conditions based upon the number of inflection points in the convection function $f$ have been obtained which guarantee piecewise smoothness of the solution to the generalized problem.
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#### Abstract

A method for the identification of parameters in a general class of variational inequalities from the knowledge of the solutions is proposed. The method consists of embedding the original problem into a sequence of regularizing equations. An a priori estimate is fundamental to prove that limit points of the regularizing sequence are solutions of the original problem. The method is applied to various applications, in particular, to the dam problem and to linear elasticity with friction.
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1. Introduction. Starting point for the present paper was the following identification problem which is considered in [3]:

$$
\begin{align*}
& \text { Given } u^{*} \in \dot{H}^{1}(\Omega) \cap H^{1, \infty}(\Omega) \text { and } f^{*} \in H^{-1}(\Omega) \text {, find a matrix } a^{*}=\left(a_{i j}^{*}\right) \text { with }  \tag{1.1}\\
& \text { entries } a_{i j}^{*} \in L^{\infty}(\Omega) \text {, such that }-\nabla \cdot\left(a^{*} \nabla u^{*}\right)=f^{*} \text {. }
\end{align*}
$$

This problem is closely related to a problem which occurs in oil field exploration (see [4]). In [3] a method for the solution of (1.1) was proposed which consists in trying to obtain (1.1) as asymptotic steady-state of a regularizing system of approximating parameter-dependent problems. The basic idea was to construct the regularized equations in such a way that a Lyapunov-type a priori estimate holds from which convergence results can be derived.

In [3] this technique was specified and applied numerically. A slightly different regularization was used in [6]. In [7] the above idea was applied to compartment models for ordinary differential equations.

In this paper we give a general functional analytic framework for the technique under which the results of [3], [6], [7] can be subsumed. Moreover, we show that the method may be used for identifying the system coefficients of various other problems involving partial differential equations, among those the problem of identifying the permeability matrix in the dam problem from measurements of the pressure and the problem of the coefficients of elasticity in linear elasticity from measurements of the displacements.

The paper is organized as follows. In $\S 2$ our method is formulated in functional analytic framework and is applied to general elliptic variational inequalities. Convergence and stability results are proved. The method used here differs slightly from that used in the previous papers [3], [6], [7]. In §3 we extend some of the results of §2 to the problem of identifying parameters in evolution equations. The concluding $\S 4$ brings various applications.
2. Stationary variational inequalities. We now define our general functional analytic setting. Let the separable and reflexive Banach space $V$ be dense with continuous

[^103]embedding in the Hilbert space $H$. Then $V \subset H \subset V^{*}$ with dense and continuous embedding where $V^{*}$ is the dual of $V$. The dual pairing between elements of $V^{*}$ and $V$ is denoted by $\langle\cdot, \cdot\rangle$. By $C$ we denote some nonempty, closed and convex subset of $V$. Moreover, let $X$ denote another Hilbert space with the inner product $[\cdot, \cdot]$. The norms of the above spaces are denoted by $\|\cdot\|_{V},\|\cdot\|_{H},\|\cdot\|_{V^{*}},\|\cdot\|_{X}$. Finally, we assume that ( $X_{0},\|\cdot\|_{X_{0}}$ ) is another Banach space such that $X_{0}$ is a dense subspace of $X$.

We then consider the parameter identification problem:
(P) Given $u^{*} \in D(S) \cap C$ and $f^{*} \in V^{*}$, find $a^{*} \in X$ with $\left(a^{*}, u^{*}\right) \in D\left(A_{2}\right)$ such that there is a $w^{*} \in S\left(u^{*}\right)$ which satisfies the variational inequality

$$
\begin{equation*}
\left\langle w^{*}+A_{1}\left(a^{*}\right)+A_{2}\left(a^{*}, u^{*}\right)-f^{*}, v-u^{*}\right\rangle+\Psi(v)-\Psi\left(u^{*}\right) \geqq 0 \quad \forall v \in C . \tag{2.1}
\end{equation*}
$$

Here and throughout we assume:
(A1) $S: D(S) \subset V \rightarrow 2^{V^{*}}$ is a maximal monotone graph with $u^{*} \in \operatorname{int} D(S)$.
(A2) $A_{1}: X \rightarrow V^{*}$ is linear and bounded.
(A3) $A_{2}: D\left(A_{2}\right) \subset X \times V \rightarrow V^{*}$ is a bilinear map such that
(i) $\left(X_{0} \times V\right) \subset D\left(A_{2}\right)$,
(ii) $\left|\left\langle A_{2}(a, u), v\right\rangle\right| \leqq \gamma_{1}\|a\|_{X_{0}}\|u\|_{V}\|v\|_{V}, \forall a \in X_{0}, u, v \in V$, for some $\gamma_{1}>0$.
(A4) $\Psi: V \rightarrow \mathbb{R}$ is continuous and convex.
Remark 1. $u^{*} \in \operatorname{int} D(S)$ implies that $S$ is locally bounded at $u^{*}$ (see $[8, \mathrm{p} .31$, Lemma 2.3]).

Remark 2. From (A3ii) follows that $A_{2}\left(a_{n}, u_{n}\right) \rightarrow A_{2}(a, u)$ weakly in $V^{*}$ if $\left(a_{n}, u_{n}\right)$ $\in X_{0} \times V$ and $\left\|a_{n}-a\right\|_{X_{0}} \rightarrow 0,\left\|u_{n}-u\right\|_{V} \rightarrow 0$.

In §4 the above assumptions are verified for various applications. We assume:
(A5) (P) has at least one solution $a^{*} \in X_{0}$ such that $\left\langle A_{2}\left(a^{*}, u-v\right), u-v\right\rangle \geqq$ $\delta\|u-v\|_{\nu}^{2}, \forall u, v \in C$, for some $\delta>0$ (uniform monotonicity on $C$ ).
We now introduce a sequence of systems of variational inequalities the solutions of which shall for $n \rightarrow \infty$ converge to a solution of a finite-dimensional analogue of (P).

To this end, let $V_{N}$ and $W_{M}$ be finite-dimensional subspaces of $V$ and $X_{0}$ such that:
(A6) $u^{*} \in V_{N}$.
(A7) $\left\langle A_{1}(a)+A_{2}(a, u), v\right\rangle=0$, whenever $a \in W_{M}^{\perp}, u \in C$, and $v \in C-C$. Here $W_{M}^{\perp}:=\left\{z \in X_{0}:[z, \eta]=0 \forall \eta \in W_{M}\right\}$.
Whereas (A6) is easily verified, the compatibility condition (A7) is not obvious. We refer to §4.

Now let $\varepsilon>0$ be arbitrary. For fixed $h>0$ we consider the problem:
$\left(\mathrm{P}_{h}\right) \quad$ Given $\left(a_{0}, u_{0}\right) \in W_{M} \times\left(D(S) \cap C \cap V_{N}\right)$, find $\left(a_{n}, u_{n}\right) \in W_{M} \times\left(D(S) \cap C \cap V_{N}\right)$ such that there exists $w_{n} \in S\left(u_{n}\right)(n \in \mathbb{N})$ with

$$
\begin{align*}
& \left\langle\varepsilon \frac{u_{n+1}-u_{n}}{h}+w_{n+1}+A_{1}\left(a_{n+1}\right)+A_{2}\left(a_{n+1}, u_{n+1}\right)-f^{*}, v-u_{n+1}\right\rangle  \tag{2.2}\\
& +\Psi(v)-\Psi\left(u_{n+1}\right) \geqq 0 \quad \forall v \in C \cap V_{N}
\end{align*}
$$

$$
\begin{equation*}
\left[\frac{a_{n+1}-a_{n}}{h}, \eta\right]=\left\langle A_{1}(\eta)+A_{2}\left(\eta, u_{n+1}\right), u_{n+1}-u^{*}\right\rangle \quad \forall \eta \in W_{M} . \tag{2.3}
\end{equation*}
$$

Let us postpone the question of solvability and assume that $\left\{\left(a_{n}, u_{n}\right)\right\}_{n \geqq 0}$ solves $\left(\mathrm{P}_{h}\right)$. We derive an a priori estimate which is fundamental for all subsequent considerations.

To this end, put $q_{n}:=u_{n}-u^{*}, r_{n}:=a_{n}-a^{*}$.
Substitution of $v:=u^{*}$ into (2.2) and $v:=u_{n+1}$ into (2.1) gives:

$$
\begin{array}{r}
\left\langle\varepsilon \frac{q_{n+1}-q_{n}}{h}+w_{n+1}+A_{1}\left(a_{n+1}\right)+A_{2}\left(a_{n+1}, u_{n+1}\right)-f^{*}, q_{n+1}\right\rangle+\Psi\left(u_{n+1}\right)-\Psi\left(u^{*}\right) \\
\leqq 0 \leqq \Psi\left(u_{n+1}\right)-\Psi\left(u^{*}\right)+\left\langle w^{*}+A_{1}\left(a^{*}\right)+A_{2}\left(a^{*}, u^{*}\right)-f^{*}, q_{n+1}\right\rangle
\end{array}
$$

whence

$$
\begin{equation*}
0 \geqq\left\langle\varepsilon \frac{q_{n+1}-q_{n}}{h}, q_{n+1}\right\rangle+\delta\left\|q_{n+1}\right\|_{V}^{2}+\left\langle A_{1}\left(r_{n+1}\right)+A_{2}\left(r_{n+1}, u_{n+1}\right), q_{n+1}\right\rangle \tag{2.4}
\end{equation*}
$$

where the monotonicity of $S$ and (A5) were used. Let $P$ denote the $[\cdot, \cdot]$-orthogonal projection onto the closed subspace $W_{M}$ of $X$. Substitution of $\eta:=a_{n+1}-P a^{*}$ into (2.3) yields by (A7) and $a^{*}-P a^{*} \in W_{M}^{\perp}$ :

$$
\begin{aligned}
0= & {\left[\frac{a_{n+1}-a_{n}}{h}, r_{n+1}\right]+\left[\frac{a_{n+1}-a_{n}}{h}, a^{*}-P a^{*}\right] } \\
& -\left\langle A_{1}\left(r_{n+1}\right)+A_{2}\left(r_{n+1}, u_{n+1}\right), q_{n+1}\right\rangle \\
& +\left\langle A_{1}\left(P a^{*}-a^{*}\right)+A_{2}\left(P a^{*}-a^{*}, u_{n+1}\right), q_{n+1}\right\rangle \\
= & {\left[\frac{r_{n+1}-r_{n}}{h}, r_{n+1}\right]-\left\langle A_{1}\left(r_{n+1}\right)+A_{2}\left(r_{n+1}, u_{n+1}\right) q_{n+1}\right\rangle . }
\end{aligned}
$$

Addition to (2.4) gives:

$$
0 \geqq\left\langle\varepsilon \frac{q_{n+1}-q_{n}}{h}, q_{n+1}\right\rangle+\left[\frac{r_{n+1}-r_{n}}{h}, r_{n+1}\right]+\delta\left\|q_{n+1}\right\|_{V}^{2} .
$$

Hence, from standard arguments, for all $n \geqq 0$,

$$
\begin{equation*}
\varepsilon\left\|q_{n+1}\right\|_{H}^{2}+\left\|r_{n+1}\right\|_{X}^{2}+2 \delta h\left\|q_{n+1}\right\|_{V \leqq \varepsilon}^{2}\left\|q_{n}\right\|_{H}^{2}+\left\|r_{n}\right\|_{X}^{2}, \tag{2.5}
\end{equation*}
$$

and upon summation,

$$
\begin{equation*}
\frac{\varepsilon}{2 h}\left\|q_{n+1}\right\|_{H}^{2}+\frac{1}{2 h}\left\|r_{n+1}\right\|_{X}^{2}+\delta \sum_{k=0}^{n}\left\|q_{k+1}\right\|_{V}^{2} \leqq \frac{\varepsilon}{2 h}\left\|q_{0}\right\|_{H}^{2}+\frac{1}{2 h}\left\|r_{0}\right\|_{X}^{2} \tag{2.6}
\end{equation*}
$$

Hence we have proved the a priori estimate

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left[\varepsilon\left\|q_{n}\right\|_{H}^{2}+\left\|r_{n}\right\|_{X}^{2}\right]+2 \delta h \sum_{k=1}^{\infty}\left\|q_{k}\right\|_{V}^{2} \leqq C<\infty \tag{2.7}
\end{equation*}
$$

where $C$ depends on $\varepsilon, a_{0}, u_{0}, u^{*}, a^{*}$, but not on $h, V_{N}, W_{M}$.
Remark 3. Note that (2.7) holds for any solution $a^{*} \in X_{0}$ such that $A_{2}\left(a^{*}, \cdot\right)$ is uniformly monotone on $C \cap V_{N}$.

Theorem 2.1. Let the assumptions (A1)-(A7) hold. Then there is an $h_{0}>0$ such that $\left(\mathrm{P}_{h}\right)$ has a solution $\left\{\left(a_{n}, u_{n}\right)\right\}_{n \geqq 0}$ whenever $0<h \leqq h_{0}$.

The proof uses the following general result on variational inequalities (see [8, p. 197, Satz 2.7]).

Theorem 2.2. Let B be a reflexive Banach space and $K \subset B, K \neq \varnothing$, be closed and convex. Let $g: K \rightarrow \mathbb{R}$ be convex and lower semicontinuous. Moreover, let $P_{1}: D\left(P_{1}\right) \subset B$ $\rightarrow 2^{B^{*}}$ be maximal monotone, and let $P_{2}: K \rightarrow B^{*}$ be continuous, bounded, pseudomonotone and coercive with respect to $\Theta \in B^{*}$. Moreover, let the following conditions hold:

$$
\begin{equation*}
\operatorname{int} D\left(P_{1}\right) \cap D(\partial g) \neq \varnothing \tag{2.8}
\end{equation*}
$$

$$
\begin{gather*}
\partial\left(g+\chi_{K}\right)=\partial g+\partial \chi_{K}  \tag{2.9}\\
K \cap \operatorname{int} D\left(P_{1}+\partial g\right) \neq \varnothing \tag{2.10}
\end{gather*}
$$

Then there is a $u \in K$ such that for some $w \in P_{1}(u)$ :

$$
\begin{equation*}
\left\langle w+P_{2}(u), v-u\right\rangle+g(v)-g(u) \geqq 0 \quad \forall v \in K . \tag{2.11}
\end{equation*}
$$

(The terms bounded, pseudomonotone, coercive have the usual meaning; cf. [8]; $\chi_{K}$ is the characteristic function of $K$ and $\partial$ the subgradient ).

Proof of Theorem 2.1. Let $W_{M}:=\operatorname{span}\left\{\Psi_{1}, \cdots, \Psi_{M}\right\}$ with $\left[\Psi_{i}, \Psi_{j}\right]=\delta_{i j}, \forall i, j$. We conclude inductively. So let $\left(a_{k}, u_{k}\right), 0 \leqq k \leqq n$, already be constructed. We consider:

$$
\begin{equation*}
\left[\frac{a-a_{n}}{h}, \eta\right]-\left\langle A_{1}(\eta)+A_{2}(\eta, u), u-u^{*}\right\rangle=0 \quad \forall \eta \in W_{M} . \tag{2.12}
\end{equation*}
$$

Given $u \in C$, (2.12) has the unique solution

$$
\begin{equation*}
a=a_{n}+h \sum_{k=1}^{M}\left\langle A_{1}\left(\Psi_{k}\right)+A_{2}\left(\Psi_{k}, u\right), u-u^{*}\right\rangle \Psi_{k} . \tag{2.13}
\end{equation*}
$$

Hence the solution of (2.2), (2.3) is equivalent to finding $u \in D(S) \cap C \cap V_{N}$ such that with some $w \in S(u)$ :

$$
\begin{equation*}
\left\langle\varepsilon \frac{u-u_{n}}{h}+w+A_{1}(a)+A_{2}(a, u)-f^{*}, v-u\right\rangle+\Psi(v)-\Psi(u) \geqq 0 \quad \forall v \in C \cap V_{N} \tag{2.14}
\end{equation*}
$$

with $a$ given by (2.13).
We apply Theorem 2.2 with the following specifications:

$$
\begin{aligned}
& B=V, \quad K=C \cap V_{N}, \quad P_{1}=S, \quad g(v)=\Psi(v)-\left\langle\frac{\varepsilon}{h} u_{n}+f^{*}, v\right\rangle, \\
& P_{2}(u):= \frac{\varepsilon}{h} u+A_{1}\left(a_{n}\right)+h \sum_{k=1}^{M}\left\langle A_{1}\left(\Psi_{k}\right)+A_{2}\left(\Psi_{k}, u\right), u-u^{*}\right\rangle A_{1}\left(\Psi_{k}\right) \\
&+A_{2}\left(a_{n}, u\right)+h \sum_{k=1}^{M}\left\langle A_{1}\left(\Psi_{k}\right)+A_{2}\left(\Psi_{k}, u\right), u-u^{*}\right\rangle A_{2}\left(\Psi_{k}, u\right) .
\end{aligned}
$$

$K$ is closed and convex, and $u^{*} \in K . P_{1}$ is maximal monotone. By (A1), $u^{*} \in \operatorname{int} D\left(P_{1}\right)$ and $u^{*} \in D(\partial g)$ from the continuity of $\Psi$ which yield (2.8). Moreover $g$ and $\chi_{K}$ are proper convex functionals, and $g$ is continuous at $u^{*}$ which lies in the effective domains of $g$ and $\chi_{K}$. Hence (2.9) holds (see [8, p. 125, Satz 5.16]). Finally, $V=D(\partial g)$ and thus $D\left(P_{1}+\partial g\right)=D\left(P_{1}\right)$. Hence (2.10) follows from $u^{*} \in K \cap \operatorname{int} D\left(P_{1}\right)$.

It remains to show that $P_{2}$ has the required properties.
a) $P_{2}: K \rightarrow V^{*}$ is bounded: This follows from (A3ii) and:

$$
\begin{aligned}
\left\|P_{2}(u)\right\|_{V^{*}} \leqq & \frac{\varepsilon}{h}\|u\|_{V^{*}}+\left\|A_{1}\left(a_{n}\right)\right\|_{V^{\prime}}+\gamma_{1}\left\|a_{n}\right\|_{X_{0}}\|u\|_{V} \\
& +h \sum_{k=1}^{M}\left\{\left\|A_{1}\left(\Psi_{k}\right)\right\|_{V^{*}}+\gamma_{1}\left\|\Psi_{k}\right\|_{X_{0}}\|u\|_{V}\right\} \\
& \cdot\left\|u-u^{*}\right\|_{V}\left\{\gamma_{1}\left\|\Psi_{k}\right\|_{X_{0}}\|u\|_{V}+\left\|A_{1}\left(\Psi_{k}\right)\right\|_{V^{*}}\right\} .
\end{aligned}
$$

阝) $P_{2}: K \rightarrow V^{*}$ is continuous: This follows from a lengthy but straightforward computation which uses the bilinearity of $A_{2}$ and (A3ii) as essential tools.

र) $P_{2}: K \rightarrow V^{*}$ is pseudomonotone: Let $\left\{u_{m}\right\} \subset K$ be given with $u_{m} \rightarrow u$ weakly in $V$ and $\limsup \left\langle P_{2}\left(u_{m}\right), u_{m}-u\right\rangle \leqq 0$. From $\operatorname{dim} W_{M}<\infty$ it follows that $u_{m} \rightarrow u$ strongly in $V$ and hence by $\beta$ ): $P_{2}\left(u_{m}\right) \rightarrow P_{2}(u)$ strongly in $V^{*}$. Hence for all $w \in V$ :

$$
\left\langle P_{2}(u), u-w\right\rangle \leqq \liminf \left\langle P_{2}\left(u_{m}\right), u_{m}-w\right\rangle .
$$

ס) $P_{2}: K \rightarrow V^{*}$ is coercive with respect to $\Theta \in B^{*}$ whenever $0<h \leqq h_{0}$, where $h_{0}>0$ does not depend on $n$ : Let $u \in K$. We then have by (A3ii):

$$
\begin{aligned}
\left\langle P_{2}(u), u\right\rangle= & \frac{\varepsilon}{h}\|u\|_{H}^{2}+\left\langle A_{1}\left(a_{n}\right), u\right\rangle+\left\langle A_{2}\left(a_{n}, u\right), u\right\rangle \\
& +h \sum_{k=1}^{M}\left\langle A_{1}\left(\Psi_{k}\right)+A_{2}\left(\Psi_{k}, u\right), u-u^{*}\right\rangle\left\langle A_{1}\left(\Psi_{k}\right)+A_{2}\left(\Psi_{k}, u\right), u\right\rangle \\
\geqq & \frac{\varepsilon}{h}\|u\|_{H}^{2}-\left\|A_{1}\left(a_{n}\right)\right\|_{V^{*}}\|u\|_{V}-\gamma_{1}\left\|a_{n}\right\|_{X_{0}}\|u\|_{V}^{2} \\
& +h \sum_{k=1}^{M}\left[\left\langle A_{1}\left(\Psi_{k}\right)+A_{2}\left(\Psi_{k}, u\right), u\right\rangle-\frac{1}{2}\left\langle A_{1}\left(\Psi_{k}\right)+A_{2}\left(\Psi_{k}, u\right), u^{*}\right\rangle\right]^{2} \\
& -\frac{h}{4} \sum_{k=1}^{M}\left\langle A_{1}\left(\Psi_{k}\right)+A_{2}\left(\Psi_{k}, u\right), u^{*}\right\rangle^{2}
\end{aligned}
$$

Since $\left(a_{n}, u_{n}\right)$ solves (2.2), (2.3), the a priori estimate (2.7) yields that $\left\{a_{n}\right\}$ is bounded in $X$ by a constant which does not depend on $n$. This together with the finite dimension of $W_{M}, V_{N}$, the boundedness of $A_{1}$ and (A3ii) yields:

$$
\begin{aligned}
\left\langle P_{2}(u), u\right\rangle \geqq & \left\{C_{1} \frac{\varepsilon}{h}-\gamma_{1} C_{2}-\frac{h}{4} \gamma_{1}^{2} \sum_{k=1}^{M}\left\|\Psi_{k}\right\|_{X_{0}}^{2}\left\|u^{*}\right\|_{V}^{2}\right\}\|u\|_{V}^{2} \\
& -\left\{C_{3}+\frac{h}{2} C_{4} \sum_{k=1}^{M} \gamma_{1}\left\|\Psi_{k}\right\|_{X_{0}}^{2}\left\|u^{*}\right\|_{V}^{2}\right\}\|u\|_{V}-\frac{h}{4} \sum_{k=1}^{M}\left\langle A_{1}\left(\Psi_{k}\right), u^{*}\right\rangle^{2} .
\end{aligned}
$$

Now choose $h_{0}>0$ so small that the expression in the first bracket becomes positive, which is possible independently of $n$. Then it follows that $\left\langle P_{2}(u), u\right\rangle>0$ for $\|u\|_{\nu} \geqq R, R$ sufficiently large, which proves the coercivity. This concludes the proof.

Theorem 2.3. Let (A1)-(A7) hold, and let $0<h \leqq h_{0}$ ( $h_{0}>0$ as in Theorem 2.1). Let $\left\{\left(a_{n}, u_{n}\right)\right\}_{n \geqq 0}$ solve $\left(P_{h}\right)$. Then it follows that:
(i) $u_{n} \rightarrow u^{*}$, strongly in $V$.
(ii) Every subsequence of $\left\{a_{n}\right\}$ has a cluster point $a_{\infty} \in W_{M}$ such that with some $w_{\infty} \in S\left(u^{*}\right)$

$$
\begin{equation*}
\left\langle w_{\infty}+A_{1}\left(a_{\infty}\right)+A_{2}\left(a_{\infty}, u^{*}\right)-f^{*}, v-u^{*}\right\rangle+\Psi(v)-\Psi\left(u^{*}\right) \geqq 0 \quad \forall v \in C \cap V_{N} \tag{2.15}
\end{equation*}
$$

(i.e., $a_{\infty}$ solves the finite dimensional analogue of (P)).
(iii) If $\Psi \equiv 0, C=V, S\left(u^{*}\right)=\left\{w_{\infty}\right\}$, and $\|u-v\|_{H} \leq$ const $\cdot\|u-v\|_{V} \forall u, v \in V$ then the whole sequence $\left\{a_{n}\right\}$ converges to some $a_{\infty} \in W_{M}$ such that (2.15) holds.

Proof. Equation (2.7) implies (i). Moreover $\left\{a_{n}\right\}$, and hence any subsequence $\left\{a_{m}\right\}$, is bounded in $X$ and has a weak cluster point $a_{\infty} \in X$. From $\operatorname{dim} W_{M}<\infty$ it follows without loss of generality that $\left\|a_{m}-a_{\infty}\right\|_{X_{0}} \rightarrow 0$ and thus $a_{\infty} \in W_{M}$.

By (A1) $S$ is locally bounded at $u^{*}$ (compare Remark 1). Since $\left\|u_{m}-u^{*}\right\|_{V} \rightarrow 0$, we may assume that $w_{m} \rightarrow w_{\infty} \in V^{*}$ weakly-star, and by reflexivity of $V$, weakly. The maximal monotonicity of $S$ implies $w_{\infty} \in S\left(u^{*}\right)$ (compare [8, p. 33, Lemma 2.12]).

We show the validity of (2.15). To this end, consider (2.2). From $\left\|u_{m}-u^{*}\right\|_{V} \rightarrow 0$ and $\left\|a_{m}-a_{\infty}\right\|_{X_{0}} \rightarrow 0$ it follows by Remark 2 that $A_{2}\left(a_{m}, u_{m}\right) \rightarrow A_{2}(a, u)$ weakly in $V^{*}$. By (A2), $A_{1}: X \rightarrow V^{*}$ is continuous, and thus $A_{1}\left(a_{m}\right) \rightarrow A_{1}\left(a_{\infty}\right)$ strongly in $V^{*}$. Moreover, $\Psi\left(u_{m+1}\right) \rightarrow \Psi\left(u^{*}\right)$, by (A4). Passing to the limit as $m \rightarrow \infty$ in (2.2) gives (2.15).

It remains to show (iii). Let $\Psi \equiv 0, C=V$ and $S\left(u^{*}\right)=\left\{w_{\infty}\right\}$. Then (2.1) is equivalent to the equation

$$
\begin{equation*}
w_{\infty}+A_{1}\left(a^{*}\right)+A_{2}\left(a^{*}, u^{*}\right)-f^{*}=\Theta \tag{2.16}
\end{equation*}
$$

and (2.15) reads

$$
\begin{equation*}
\left\langle w_{\infty}+A_{1}\left(a_{\infty}\right)+A_{2}\left(a_{\infty}, u^{*}\right)-f^{*}, v\right\rangle=0 \quad \forall v \in V_{N} \tag{2.17}
\end{equation*}
$$

The solution set $L\left(V_{N}\right):=\left\{a_{\infty} \in X_{0}:(2.17)\right.$ holds $\}$ is an affine subspace of $X_{0}$, and $a^{*} \in L\left(V_{N}\right)$. Moreover, for every $\hat{a} \in L\left(V_{N}\right)$ such that $A_{2}(\hat{a}, \cdot)$ is uniformly monotone on $C \cap V_{N}$, the a priori estimate (2.7) is valid (compare Remark 3).

Now let $\hat{a} \in L\left(V_{N}\right)$ be arbitrary where $A_{2}(\hat{a}, \cdot)$ is uniformly monotone on $C \cap V_{N}$. Then by (2.5) there exists

$$
\begin{equation*}
l:=\lim _{n \rightarrow \infty}\left(\varepsilon\left\|u_{n}-u^{*}\right\|_{H}^{2}+\left\|a_{n}-\hat{a}\right\|_{X}^{2}\right) \tag{2.18}
\end{equation*}
$$

But $\left\|u_{n}-u^{*}\right\|_{V}^{2} \rightarrow 0$, and thus $\left\|u_{n}-u^{*}\right\|_{H}^{2} \rightarrow 0$, i.e.,

$$
\begin{equation*}
l=\lim _{n \rightarrow \infty}\left\|a_{n}-\hat{a}\right\|_{X}^{2} \tag{2.19}
\end{equation*}
$$

Now let $a_{\infty}^{1}, a_{\infty}^{2} \in W_{M}$ be any two limit points of $\left\{a_{n}\right\}$. Then

$$
\begin{equation*}
\left\|a_{\infty}^{1}-\hat{a}\right\|_{X}^{2}=\left\|a_{\infty}^{2}-\hat{a}\right\|_{X}^{2} . \tag{2.20}
\end{equation*}
$$

For $\hat{a}:=a^{*}+\lambda\left(a_{\infty}^{1}-a_{\infty}^{2}\right) \in L\left(V_{N}\right)$ and sufficiently small $|\lambda|>0$ the operator $A_{2}(\hat{a}, \cdot)$ is uniformly monotone on $C \cap V_{N}$. Hence

$$
\left\|a_{\infty}^{1}-a^{*}-\lambda\left(a_{\infty}^{1}-a_{\infty}^{2}\right)\right\|_{X}^{2}=\left\|a_{\infty}^{2}-a^{*}-\lambda\left(a_{\infty}^{1}-a_{\infty}^{2}\right)\right\|_{X}^{2} \quad \text { or } \quad\left\|a_{\infty}^{1}-a_{\infty}^{2}\right\|_{X}^{2}=0
$$

Thus $\left\{a_{n}\right\}$ has a unique limit point for $n \rightarrow \infty$.
Remark 4. For numerical purposes it is noteworthy that the convergence of $\left\|a_{n}-a_{\infty}\right\|_{X_{0}}$ can be accelerated by a proper choice of the scaling factor $\varepsilon$.

Remark 5. Under the conditions of (iii) we have form $u^{*} \in V_{N}$ :

$$
\begin{aligned}
\left\langle A_{1}\left(a_{\infty}\right)+A_{2}\left(a_{\infty}, u^{*}\right), u^{*}\right\rangle & =\left\langle f^{*}-w_{\infty}, u^{*}\right\rangle \\
& =\left\langle A_{1}\left(a^{*}\right)+A_{2}\left(a^{*}, u^{*}\right), u^{*}\right\rangle
\end{aligned}
$$

Hence if $A_{1}=\Theta$ and $u^{*} \neq \Theta$, then $\left\langle A_{2}\left(a_{\infty}, u^{*}\right), u^{*}\right\rangle>0$ which means that $A_{2}\left(a_{\infty}, \cdot\right)$ is positive definite at $u^{*}$.

Next we show that limit points $a_{\infty}$ of $\left(\mathrm{P}_{h}\right)$ are stable against perturbations in the initial data if $A_{2}\left(a_{\infty}, \cdot\right)$ is uniformly monotone on $C$ and $a_{\infty}$ is unique. However, for technical reasons we have to impose the assumption $A_{1}=\Theta$. Also, the admissible set of parameters $h$ has to be restricted.

Theorem 2.4. Let (A1)-(A7) hold with $A_{1}=\Theta$. Assume initial data $\left(a_{0}^{\lambda}, u_{0}^{\lambda}\right),|\lambda| \leqq \lambda_{0}$, are given such that

$$
\begin{equation*}
a_{0}^{\lambda} \rightarrow a_{0}^{0}, \quad u_{0}^{\lambda} \rightarrow u_{0}^{0} \quad \text { as } \lambda \rightarrow 0 . \tag{2.21}
\end{equation*}
$$

Then there is an $\hat{h} \in\left(0, h_{0}\right]$ such that for $0<h \leqq \hat{h}$ the following assertion holds: If $\left\{a_{n}^{\lambda}, u_{n}^{\lambda}\right\}_{n \geqq 0}$ solves $\left(\mathrm{P}_{h}\right)$ with initial data $\left(a_{0}^{\lambda}, u_{0}^{\lambda}\right),|\lambda| \leqq \lambda_{0}$, and if $a_{\infty}^{\lambda}$ is any cluster point of $\left\{a_{n}^{\lambda}\right\}$, then

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} a_{\infty}^{\lambda}=a_{\infty}^{0} \tag{2.22}
\end{equation*}
$$

provided the whole sequence $\left\{a_{n}^{0}\right\}$ converges to $a_{\infty}^{0}$ and $A_{2}\left(a_{\infty}^{0}, \cdot\right)$ is uniformly monotone on $C$.

Proof. Let $0<h \leqq h_{0}$. From (2.2), (2.3) there follows:

$$
\begin{equation*}
\left\langle\varepsilon \frac{u_{n+1}^{\lambda}-u_{n}^{\lambda}}{h}+w_{n+1}^{\lambda}+A_{2}\left(a_{n+1}^{\lambda}, u_{n+1}^{\lambda}\right)-f^{*}, v-u_{n+1}^{\lambda}\right\rangle+\Psi(v)-\Psi\left(u_{n+1}^{\lambda}\right) \geqq 0 \tag{2.23}
\end{equation*}
$$

$$
\forall v \in C \cap V_{N},
$$

with some $w_{n+1}^{\lambda} \in S\left(u_{n+1}^{\lambda}\right)$,

$$
\begin{equation*}
\left[\frac{a_{n+1}^{\lambda}-a_{n}^{\lambda}}{h}, \eta\right]-\left\langle A_{2}\left(\eta, u_{n+1}^{\lambda}\right), u_{n+1}^{\lambda}-u^{*}\right\rangle=0 \quad \forall \eta \in W_{M} . \tag{2.24}
\end{equation*}
$$

Let $y_{n}^{\lambda}:=u_{n}^{\lambda}-u_{n}^{0}, r_{n}^{\lambda}:=a_{n}^{\lambda}-a_{n}^{0}, q_{n}^{\lambda}:=u_{n}^{\lambda}-u^{*}$. Then it follows:

$$
\begin{aligned}
\left\langle\varepsilon \frac{u_{n+1}^{\lambda}-u_{n}^{\lambda}}{h}+w_{n+1}^{\lambda}+\right. & \left.A_{2}\left(a_{n+1}^{\lambda}, u_{n+1}^{\lambda}\right)-f^{*}, u_{n+1}^{\lambda}-u_{n+1}^{0}\right\rangle+\Psi\left(u_{n+1}^{\lambda}\right)-\Psi\left(u_{n+1}^{0}\right) \\
\leqq & 0 \leqq\left\langle\varepsilon \frac{u_{n+1}^{0}-u_{n}^{0}}{h}+w_{n+1}^{0}+A_{2}\left(a_{n+1}^{0}, u_{n+1}^{0}\right)-f^{*}, u_{n+1}^{\lambda}-u_{n+1}^{0}\right\rangle \\
& +\Psi\left(u_{n+1}^{\lambda}\right)-\Psi\left(u_{n+1}^{0}\right),
\end{aligned}
$$

whence

$$
\begin{aligned}
0 \geqq & \left\langle\varepsilon \frac{y_{n+1}^{\lambda}-y_{n}^{\lambda}}{h}, y_{n+1}^{\lambda}\right\rangle+\left\langle A_{2}\left(a_{n+1}^{0}, y_{n+1}^{\lambda}\right), y_{n+1}^{\lambda}\right\rangle \\
& +\left\langle A_{2}\left(r_{n+1}^{\lambda}, u_{n+1}^{\lambda}\right), y_{n+1}^{\lambda}\right\rangle .
\end{aligned}
$$

Putting $\eta:=r_{n+1}^{\lambda}$ in (2.24) yields:

$$
\begin{aligned}
0= & {\left[\frac{r_{n+1}^{\lambda}-r_{n}^{\lambda}}{h}, r_{n+1}^{\lambda}\right]+\left[\frac{a_{n+1}^{0}-a_{n}^{0}}{h}, r_{n+1}^{\lambda}\right] } \\
& -\left\langle A_{2}\left(r_{n+1}^{\lambda}, u_{n+1}^{\lambda}\right), y_{n+1}^{\lambda}\right\rangle-\left\langle A_{2}\left(r_{n+1}^{\lambda}, u_{n+1}^{\lambda}\right), q_{n+1}^{0}\right\rangle \\
= & {\left[\frac{r_{n+1}^{\lambda}-r_{n}^{\lambda}}{h}, r_{n+1}^{\lambda}\right]-\left\langle A_{2}\left(r_{n+1}^{\lambda}, u_{n+1}^{\lambda}\right), y_{n+1}^{\lambda}\right\rangle-\left\langle A_{2}\left(r_{n+1}^{\lambda}, y_{n+1}^{\lambda}\right), q_{n+1}^{0}\right\rangle . }
\end{aligned}
$$

Addition gives:

$$
\begin{align*}
0 \geqq & \left\langle\varepsilon \frac{y_{n+1}^{\lambda}-y_{n}^{\lambda}}{h}, y_{n+1}^{\lambda}\right\rangle+\left[\frac{r_{n+1}^{\lambda}-r_{n}^{\lambda}}{h}, r_{n+1}^{\lambda}\right]  \tag{2.25}\\
& +\left\langle A_{2}\left(a_{n+1}^{0}, y_{n+1}^{\lambda}\right), y_{n+1}^{\lambda}\right\rangle-\left\langle A_{2}\left(r_{n+1}^{\lambda}, y_{n+1}^{\lambda}\right), q_{n+1}^{0}\right\rangle .
\end{align*}
$$

From (A3ii) we have for every $v \in V$ :

$$
\left|\left\langle A_{2}\left(a_{\infty}^{0}, v\right), v\right\rangle-\left\langle A_{2}\left(a_{n+1}^{0}, v\right), v\right\rangle\right| \leqq \gamma_{1}\left\|a_{n+1}^{0}-a_{\infty}^{0}\right\|_{X_{0}}\|v\|_{V .}^{2}
$$

Hence there exists a $\hat{\rho}>0$ and an $n_{0} \in \mathbb{N}$ such that:

$$
\begin{equation*}
\left\langle A_{2}\left(a_{n+1}^{0}, y_{n+1}^{\lambda}\right), y_{n+1}^{\lambda}\right\rangle \geqq \hat{\rho}\left\|y_{n+1}^{\lambda}\right\|_{V}^{2} \quad \forall n \geqq n_{0} . \tag{2.26}
\end{equation*}
$$

Using $\operatorname{dim} W_{M}<\infty$ we obtain for $n \geqq n_{0}$ :

$$
\begin{aligned}
\left\langle\varepsilon \frac{y_{n+1}^{\lambda}-y_{n}^{\lambda}}{h}, y_{n+1}^{\lambda}\right\rangle & +\left[\frac{r_{n+1}^{\lambda}-r_{n}^{\lambda}}{h}, r_{n+1}^{\lambda}\right] \\
& \leqq-\hat{\rho}\left\|y_{n+1}^{\lambda}\right\|_{V}^{2}+\gamma_{1}\left\|r_{n+1}^{\lambda}\right\|_{X_{0}}\left\|y_{n+1}^{\lambda}\right\|_{V}\left\|_{n+1}^{0}\right\|_{V} \\
& \leqq-\hat{\rho}\left\|y_{n+1}^{\lambda}\right\|_{V}^{2}+\hat{\rho}\left\|y_{n+1}^{\lambda}\right\|_{V}^{2}+\frac{1}{4 \hat{\rho}} \gamma_{1}^{2} C_{1}^{2}\left\|r_{n+1}^{\lambda}\right\|_{X}^{2}\left\|q_{n+1}^{0}\right\|_{V}^{2} \\
& \leqq C\left(\frac{\varepsilon}{h}\left\|y_{n+1}^{\lambda}\right\|_{H}^{2}+\frac{1}{h}\left\|r_{n+1}^{\lambda}\right\|_{X}^{2}\right)\left\|q_{n+1}^{0}\right\|_{V}^{2} .
\end{aligned}
$$

Now we put

$$
\left(\phi_{n+1}^{\lambda}\right)^{2}:=\frac{\varepsilon}{h}\left\|y_{n+1}^{\lambda}\right\|_{H}^{2}+\frac{1}{h}\left\|r_{n+1}^{\lambda}\right\|_{X}^{2} .
$$

Then

$$
\frac{\varepsilon}{h}\left\langle y_{n}^{\lambda}, y_{n+1}^{\lambda}\right\rangle+\frac{1}{h}\left[r_{n}^{\lambda}, r_{n+1}^{\lambda}\right] \leqq \phi_{n}^{\lambda} \phi_{n+1}^{\lambda},
$$

and hence,

$$
\left(\phi_{n+1}^{\lambda}\right)^{2} \leqq \phi_{n}^{\lambda} \phi_{n+1}^{\lambda}+\gamma_{n+1}\left(\phi_{n+1}^{\lambda}\right)^{2}, \quad \text { where } \gamma_{n+1}:=C\left\|q_{n+1}^{0}\right\|_{V}^{2}
$$

or

$$
\phi_{n+1}^{\lambda}\left(1-\gamma_{n+1}\right) \leqq \phi_{n}^{\lambda} \quad \forall n \geqq n_{0} .
$$

By (2.7) we may assume that $0 \leqq \gamma_{n+1} \leqq \kappa<1, n \geqq n_{0}$. Hence $\phi_{n+1}^{\lambda} \leqq\left(1+\sigma_{n+1}\right) \phi_{n}^{\lambda}, n \geqq n_{0}$, where

$$
\sigma_{n+1}:=\frac{\gamma_{n+1}}{1-\gamma_{n+1}} \leqq \sigma\left\|q_{n+1}^{0}\right\|_{V}^{2} \quad \text { for some } \sigma>0
$$

Induction yields for any $p \in \mathbb{N}$ :

$$
\phi_{n_{0}+p}^{\lambda} \leqq \prod_{k=1}^{p}\left(1+\sigma_{n_{0}+k}\right) \phi_{n_{0}}^{\lambda} .
$$

But

$$
\begin{aligned}
\prod_{k=1}^{p}\left(1+\sigma_{n_{0}+k}\right) & \leqq \prod_{k=1}^{p} \exp \left(\sigma_{n_{0}+k}\right)=\exp \left(\sum_{k=1}^{p} \sigma_{n_{0}+k}\right) \\
& \leqq \exp \left(\sigma \sum_{k=1}^{\infty}\left\|q_{k}^{0}\right\|_{V}^{2}\right)
\end{aligned}
$$

which is finite by (2.7). Thus

$$
\begin{equation*}
\phi_{n}^{\lambda} \leqq \text { const } \cdot \phi_{n_{0}}^{\lambda} \quad \text { for all } n \geqq n_{0},|\lambda| \leqq \lambda_{0} . \tag{2.27}
\end{equation*}
$$

Next we show that $\lim _{\lambda \rightarrow 0} \phi_{n_{0}}^{\lambda}=0$. From (2.25) we have for any $n \leqq n_{0}$ :

$$
\left(\phi_{n+1}^{\lambda}\right)^{2} \leqq \phi_{n}^{\lambda} \phi_{n+1}^{\lambda}+\gamma_{1}\left\|a_{n+1}^{0}\right\|_{X_{0}}\left\|y_{n+1}^{\lambda}\right\|_{V}^{2}+\gamma_{1}\left\|r_{n+1}^{\lambda}\right\|_{X_{0}}\left\|y_{n+1}^{\lambda}\right\|_{V}\left\|q_{n+1}^{0}\right\|_{V}
$$

By (2.7) the real sequences $\left\{\left\|a_{n+1}^{0}\right\|_{X_{0}}\right\}$ and $\left\{\left\|q_{n+1}^{0}\right\|_{V}\right\}$ are bounded. Thus

$$
\left(\phi_{n+1}^{\lambda}\right)^{2} \leqq \phi_{n}^{\lambda} \phi_{n+1}^{\lambda}+C_{1}\left\|y_{n+1}^{\lambda}\right\|_{H}^{2}+C_{2}\left\|r_{n+1}^{\lambda}\right\|_{X}^{2} \leqq \phi_{n}^{\lambda} \phi_{n+1}^{\lambda}+\operatorname{Ch}\left(\phi_{n+1}^{\lambda}\right)^{2}
$$

Choosing $h<\hat{h}:=1 / C$ yields

$$
\phi_{n+1}^{\lambda} \leqq \frac{1}{1-C h} \phi_{n}^{\lambda},
$$

and thus

$$
\phi_{n_{0}}^{\lambda} \leqq\left(\frac{1}{1-C h}\right)^{n_{0}} \phi_{0}^{\lambda},
$$

whence $\lim _{\lambda \rightarrow 0} \phi_{n_{0}}^{\lambda}=0$.
The proof is now easily finished: Since $a_{\infty}^{\lambda}$ is a cluster point of $\left\{a_{n}^{\lambda}\right\}$ we have $a_{n_{k}}^{\lambda} \rightarrow a_{\infty}^{\lambda}$ for some subsequence $\left\{a_{n_{k}}^{\lambda}\right\}$.

Since $a_{\infty}^{0}$ is the unique limit point of $\left\{a_{n}^{0}\right\}$ it follows that $a_{n_{k}}^{0} \rightarrow a_{\infty}^{0}$, and thus

$$
\left\|a_{\infty}^{\lambda}-a_{\infty}^{0}\right\|_{X}=\lim _{k \rightarrow \infty}\left\|a_{n_{k}}^{\lambda}-a_{n_{k}}^{0}\right\|_{X} \leqq C \cdot \phi_{n_{0}}^{\lambda},
$$

from which the assertion follows.
Remark 6. $a_{\infty}^{0}$ is uniquely determined under the assumptions of Theorem 2.3 (iii).
Finally we discuss the situation as $\operatorname{dim} V_{N} \rightarrow \infty$. To this end, let $\left\{V_{N}\right\}_{N \geqq 2}$ be a sequence of subspaces of $V$ such that $u_{0}, u^{*} \in V_{N}, \forall N \geqq 2$. Assume to each $N$ there is a subspace $W_{M(N)}$ of $X_{0}$ of (smallest) dimension $M(N)$ such that $a_{0} \in W_{M(N)}$ and such that (A7) holds.

Let

$$
\begin{equation*}
V_{N} \subset V_{N+1} \quad \forall N \geqq 2, \quad \bigcup_{N=2}^{\infty} V_{N} \text { is dense in } V . \tag{A8}
\end{equation*}
$$

By Theorem 2.3 for any $N \geqq 2$ there exists an $a_{\infty}^{N} \in W_{M(N)}$ such that with some $w_{\infty}^{N} \in S\left(u^{*}\right)$

$$
\begin{equation*}
\left\langle w_{\infty}^{N}+A_{1}\left(a_{\infty}^{N}\right)+A_{2}\left(a_{\infty}^{N}, u^{*}\right)-f^{*}, v-u^{*}\right\rangle+\Psi(v)-\Psi\left(u^{*}\right) \geqq 0 \quad \forall v \in C \cap V_{N} . \tag{2.28}
\end{equation*}
$$

The a priori estimate (2.7) gives that $\left\{a_{\infty}^{N}\right\}$ is bounded in $X$ (recall that the constant $C$ does not depend on $V_{N}$ and $W_{M}$ ). Thus a subsequence, again denoted by $\left\{a_{\infty}^{N}\right\}$, converges weakly in $X$ to some $a_{\infty} \in X$.

Let us assume
(A9) $X \times\left\{u^{*}\right\} \subset D\left(A_{2}\right)$, and $a_{n} \rightarrow a$ weakly in $X$ implies $A_{2}\left(a_{n}, u^{*}\right) \rightarrow A_{2}\left(a, u^{*}\right)$ weakly in $V^{*}$.
Then $\left(a_{\infty}, u^{*}\right) \in D\left(A_{2}\right)$. We show that $a_{\infty}$ is a solution of ( P ).
By the boundedness of $S\left(u^{*}\right)$ we may assume that $w_{\infty}^{N} \rightarrow w^{*}$ weakly in $V^{*}$ whence $w^{*} \in S\left(u^{*}\right)$ by the maximal monotonicity. Moreover, from $a_{\infty}^{N} \rightarrow a_{\infty}$ weakly in $X$ follows $A_{1}\left(a_{\infty}^{N}\right) \rightarrow A_{1}\left(a_{\infty}\right)$ weakly in $V^{*}$ since every continuous linear mapping is weakly sequentially continuous. We assume further:
(A10) $(V,\|\cdot\|)$ is a Hilbert space, i.e., $\|\cdot\|_{V}$ is induced by an inner product $(\cdot, \cdot)$ on $V$.
Now let $v \in C$ be arbitrary. By (A8) there is a sequence $v_{N} \in V_{N}$ with $\left\|v_{N}-v\right\|_{V} \rightarrow 0$.
Let $P_{C}$ denote the $(\cdot, \cdot)$-orthogonal projection operator onto $C$. As $C$ is closed and convex, $P_{C}$ is nonexpansive. Thus, $\left\|v-P_{C} v_{N}\right\|_{V} \leqq\left\|v-v_{N}\right\|_{V} \rightarrow 0$, as $N \rightarrow \infty$, and also, $P_{C} v_{N}-u^{*} \rightarrow v-u^{*}$, strongly in $V$.

We have

$$
\begin{aligned}
\left\langle w^{*}+\right. & \left.A_{1}\left(a_{\infty}\right)+A_{2}\left(a_{\infty}, u^{*}\right)-f^{*}, v-u^{*}\right\rangle+\Psi(v)-\Psi\left(u^{*}\right) \\
= & {\left[\left\langle w_{\infty}^{N}+A_{1}\left(a_{\infty}^{N}\right)+A_{2}\left(a_{\infty}^{N}, u^{*}\right)-f^{*}, P_{C} v_{N}-u^{*}\right\rangle+\Psi\left(P_{C} v_{N}\right)-\Psi\left(u^{*}\right)\right] } \\
& +\left[\left\langle w^{*}-w_{\infty}^{N}+A_{1}\left(a_{\infty}\right)-A_{1}\left(a_{\infty}^{N}\right)+A_{2}\left(a_{\infty}, u^{*}\right)-A_{2}\left(a_{\infty}^{N}, u^{*}\right), P_{C} v_{N}-u^{*}\right\rangle\right] \\
& +\Psi(v)-\Psi\left(P_{C} v_{N}\right)+\left[\left\langle w^{*}+A_{1}\left(a_{\infty}\right)+A_{2}\left(a_{\infty}, u^{*}\right)-f^{*}, v-P_{C} v_{N}\right\rangle\right] .
\end{aligned}
$$

The first bracket is nonnegative by (2.28), and the second and third brackets approach 0 as $N \rightarrow \infty$. Hence passing to the limit as $N \rightarrow \infty$ yields

$$
\left\langle w^{*}+A_{1}\left(a_{\infty}\right)+A_{2}\left(a_{\infty}, u^{*}\right)-f^{*}, v-u^{*}\right\rangle+\Psi(v)-\Psi\left(u^{*}\right) \geqq 0 \quad \forall v \in C,
$$

i.e. $a_{\infty}$ solves ( P ).

Putting things together we obtain:
Theorem 2.5. Let (A1)-(A10) hold. If $\left\{a_{\infty}^{N}\right\}$ denotes a sequence of limit points of the solution of $\left(\mathrm{P}_{h(N)}\right)$, then each subsequence has a weak cluster point in $X$ which solves (P).
3. Equations of evolution. We now extend some of the results of the preceding section to equations of evolution type. The notations have the same meaning as in §2. The vector-valued Sobolev spaces $L^{2}(0, T ; H), L^{2}(0, T ; V), L^{2}(0, T ; X), L^{2}\left(0, T ; V^{*}\right)$ and $L^{\infty}\left(0, T ; X_{0}\right)$ together with their norms are defined as usual. Clearly $L^{2}(0, T ; V) \subset$ $L^{2}(0, T ; H) \subset L^{2}\left(0, T ; V^{*}\right)$ with dense and continuous embedding. The dual pairing between elements of $L^{2}\left(0, T ; V^{*}\right)$ and $L^{2}(0, T ; V)$ is denoted by $\langle\cdot \mid \cdot\rangle$; i.e., for $w \in$ $L^{2}\left(0, T ; V^{*}\right)$ and $v \in L^{2}(0, T ; V)$ we have

$$
\begin{equation*}
\langle w \mid v\rangle=\int_{0}^{T}\langle w(t), u(t)\rangle d t . \tag{3.1}
\end{equation*}
$$

The inner product $[\cdot \cdot]$ in the Hilbert space $L^{2}(0, T ; X)$ is defined by

$$
\begin{equation*}
[w \mid v]:=\int_{0}^{T}[w(t), v(t)] d t, \quad w, v \in L^{2}(0, T ; X) \tag{3.2}
\end{equation*}
$$

Finally we set

$$
\begin{align*}
W^{1}(0, T ; V, H):=\{ & u \in L^{2}(0, T ; V): u \text { has a }  \tag{3.3}\\
& \left.\quad \text { generalized derivative } \frac{d u}{d t} \in L^{2}\left(0, T ; V^{*}\right)\right\} .
\end{align*}
$$

As is well known, $W^{1}(0, T ; V, H)$ is a Banach space with the norm

$$
\begin{equation*}
\|u\|_{W^{1}}:=\|u\|_{L^{2}(0, T ; V)}+\left\|\frac{d u}{d t}\right\|_{L^{2}\left(0, T ; V^{*}\right)} . \tag{3.4}
\end{equation*}
$$

Recall that $u \in W^{1}(0, T ; V, H)$ implies $u \in C(0, T ; H)$ (possibly after a modification on a set of zero measure). Now let

$$
\begin{equation*}
C:=\left\{v \in W^{1}(0, T ; V, H): v(0)=\Theta\right\} . \tag{3.5}
\end{equation*}
$$

An appropriate identification problem for an evolution process is;
(P) Given $u^{*} \in C$ and $f^{*} \in L^{2}\left(0, T ; V^{*}\right)$, find $a^{*} \in L^{2}(0, T ; X)$ with $\left(a^{*}, u^{*}\right) \in$ $D\left(A_{2}\right)$ such that there exists $w^{*} \in S\left(u^{*}\right)$ with

$$
\begin{equation*}
\left\langle\left.\frac{d u^{*}}{d t}+w^{*}+A_{1}\left(a^{*}\right)+A_{2}\left(a^{*}, u^{*}\right)-f^{*} \right\rvert\, v-u^{*}\right\rangle+\Psi(v)-\Psi\left(u^{*}\right) \geqq 0 \quad \forall v \in C . \tag{3.6}
\end{equation*}
$$

In correspondence with the assumptions of $\S 2$ we assume:
$(\mathrm{A} 1)^{*} S: D(S) \subset L^{2}(0, T ; V) \rightarrow 2^{L^{2}\left(0, T ; V^{*}\right)}$ is a maximal monotone graph with $u^{*} \in$ int $D(S)$.
(A2)* $A_{1}: L^{2}(0, T ; X) \rightarrow L^{2}\left(0, T ; V^{*}\right)$ is linear and bounded.
(A3)* $A_{2}: D\left(A_{2}\right) \subset L^{2}(0, T ; X) \times L^{2}(0, T ; V) \rightarrow L^{2}\left(0, T ; V^{*}\right)$ is a bilinear map such that
(i) $L^{\infty}\left(0, T ; X_{0}\right) \times L^{2}(0, T ; V) \subset D\left(A_{2}\right)$,
(ii)

$$
\left|\left\langle A_{2}(a, u) \mid v\right\rangle\right| \leqq \gamma_{1}\|a\|_{L^{\infty}\left(0, T ; X_{0}\right)}\|u\|_{L^{2}(0, T ; V)}\|v\|_{L^{2}(0, T ; V)}
$$

$\forall a \in L^{\infty}\left(0, T ; X_{0}\right), u, v \in L^{2}(0, T ; V)$, for some $\gamma_{1}>0$.
(A4)* $\Psi: L^{2}(0, T ; V) \rightarrow \mathbb{R}$ is convex and continuous.
Remark 7. The condition $u^{*}(0)=\Theta$ is merely a normalization.
Remark 8. The operator $d / d t$ with $D(d / d t):=\left\{u \in W^{1}(0, T ; V, H): u(0)=\Theta\right\}$ is maximal monotone from $L^{2}(0, T ; V)$ into $L^{2}\left(0, T ; V^{*}\right)$.

But as $D(d / d t)$ has empty interior in $L^{2}(0, T ; V)$ it appears that the techniques of $\S 2$ do not apply unchanged.

Remark 9. If $\left\|a_{n}-a\right\|_{L^{\infty}\left(0, T ; X_{0}\right)} \rightarrow 0$ and $\left\|u_{n}-u\right\|_{L^{2}(0, T ; V)} \rightarrow 0$, then $A_{2}\left(a_{n}, u_{n}\right) \rightarrow$ $A_{2}(a, u)$ weakly in $L^{2}\left(0, T ; V^{*}\right)$.

We proceed in close analogy to $\S 2$. To this end, let $V_{N}$ and $W_{M}$ denote finite-dimensional subspaces of $W^{1}(0, T ; V, H)$ and $L^{\infty}\left(0, T ; X_{0}\right)$ with
(A5)* $u^{*} \in V_{N}$.
(A6)* $\left\langle A_{1}(a)+A_{2}(a, u) \mid v\right\rangle=0, \forall a \in W_{M}^{\perp}, u, v \in V_{N}$.
Here $W_{M}^{\perp}:=\left\{z \in L^{\infty}\left(0, T ; X_{0}\right):[z \mid \eta]=0, \forall \eta \in W_{M}\right\}$.
Condition (A5) is replaced by
(A7)* (P) has at least one solution $a^{*} \in L^{\infty}\left(0, T ; X_{0}\right)$ such that

$$
\left\langle A_{2}\left(a^{*}, u-v\right) \mid u-v\right\rangle \geqq \delta\|u-v\|_{L^{2}(0, T ; V)}^{2}
$$

$\forall u, v \in L^{2}(0, T ; V)$, for some $\delta>0$.

Now let $\varepsilon>0$ be arbitrary and $h>0$ be fixed. We consider:
$\left(\mathrm{P}_{h}\right) \quad$ Given $\left(a_{0}, u_{0}\right) \in W_{M} \times\left(D(S) \cap C \cap V_{N}\right)$, find $\left(a_{n}, u_{n}\right) \in W_{M} \times\left(D(S) \cap C \cap V_{N}\right)$, $n \in \mathbb{N}$, such that there exists $w_{n} \in S\left(u_{n}\right)$ with

$$
\begin{array}{r}
\left\langle\left.\varepsilon \frac{u_{n+1}-u_{n}}{h}+\frac{d}{d t} u_{n+1}+w_{n+1}+A_{1}\left(a_{n+1}\right)+A_{2}\left(a_{n+1}, u_{n+1}\right)-f^{*} \right\rvert\, v-u_{n+1}\right\rangle \\
+\Psi(v)-\Psi\left(u_{n+1}\right) \geqq 0 \quad \forall v \in C \cap V_{N} \\
{\left[\left.\frac{a_{n+1}-a_{n}}{h} \right\rvert\, \eta\right]-\left\langle A_{1}(\eta)+A_{2}\left(\eta, u_{n+1}\right) \mid u_{n+1}-u^{*}\right\rangle=0 \quad \forall \eta \in W_{M} .} \tag{3.8}
\end{array}
$$

With the same technique as in $\S 2$ one arrives at the inequality

$$
\begin{aligned}
0 \geqq & \left\langle\left.\varepsilon \frac{q_{n+1}-q_{n}}{h} \right\rvert\, q_{n+1}\right\rangle+\left[\left.\frac{r_{n+1}-r_{n}}{h} \right\rvert\, r_{n+1}\right]+\delta\left\|q_{n+1}\right\|_{L^{2}(0, T ; V)}^{2} \\
& +\frac{1}{2}\left\|q_{n+1}(T)\right\|_{H}^{2} .
\end{aligned}
$$

Here it was used that $q_{n+1}(0)=\Theta$ and thus

$$
\begin{aligned}
\left\langle\left.\frac{d}{d t} q_{n+1} \right\rvert\, q_{n+1}\right\rangle & =\int_{0}^{T}\left\langle\frac{d}{d t} q_{n+1}(t), q_{n+1}(t)\right\rangle d t \\
& =\frac{1}{2} \int_{0}^{T} \frac{d}{d t}\left\|q_{n+1}(t)\right\|_{H}^{2} d t=\frac{1}{2}\left\|q_{n+1}(T)\right\|_{H}^{2}
\end{aligned}
$$

As in §2 there follows:

$$
\begin{align*}
& \varepsilon\left\|q_{n+1}\right\|_{L^{2}(0, T ; H)}^{2}+\left\|r_{n+1}\right\|_{L^{2}(0, T ; X)}^{2}+2 \delta h\left\|q_{n+1}\right\|_{L^{2}(0, T ; V)}^{2}  \tag{3.9}\\
&+h\left\|q_{n+1}(T)\right\|_{H}^{2} \leqq \varepsilon\left\|q_{n}\right\|_{L^{2}(0, T ; H)}^{2}+\left\|r_{n}\right\|_{L^{2}(0, T ; X)}^{2}
\end{align*}
$$

and

$$
\begin{align*}
\sup _{n \in \mathbb{N}}\left\{\varepsilon\left\|q_{n}\right\|_{L^{2}(0, T ; H)}^{2}+\left\|r_{n}\right\|_{L^{2}(0, T ; X)}^{2}\right\}+2 \delta h & \sum_{k=1}^{\infty}\left\|q_{k}\right\|_{L^{2}(0, T ; V)}^{2}  \tag{3.10}\\
+ & h \sum_{k=1}^{\infty}\left\|q_{k}(T)\right\|_{H}^{2} \leqq C<+\infty
\end{align*}
$$

where $C$ depends on $\varepsilon, a_{0}, u_{0}, a^{*}, u^{*}$, but not on $h, W_{M}, V_{N}$.
In analogy to Theorem 2.1 we have:
Theorem 3.1. Let (A1)*-(A7)* hold. Then there is an $h_{0}>0$ such that $\left(\mathrm{P}_{h}\right)$ has a solution $\left\{\left(a_{n}, u_{n}\right)\right\}_{n \geqq 0}$ for $0<h \leqq h_{0}$.

Proof. Let $W_{M}:=\operatorname{span}\left\{\Psi_{1}, \cdots, \Psi_{M}\right\}$ with $\left[\Psi_{i} \mid \Psi_{j}\right]=\delta_{i j}, \forall i, j$. Let $\left(a_{k}, u_{k}\right), 0 \leqq k \leqq$ $n$, be already constructed. As in the proof of Theorem 2.1 the existence of $\left(a_{n+1}, u_{n+1}\right)$ is equivalent to the solvability of

$$
\left\langle\left.\varepsilon \frac{u-u_{n}}{h}+w+\frac{d u}{d t}+A_{1}(a)+A_{2}(a, u)-f^{*} \right\rvert\, v-u\right\rangle+\Psi(v)-\Psi(u) \geqq 0
$$

$\forall v \in V_{N} \cap C$, for some $w \in S(u)$, where

$$
\begin{equation*}
a=a_{n}+h \sum_{k=1}^{M}\left\langle A_{1}\left(\Psi_{k}\right)+A_{2}\left(\Psi_{k}, u\right) \mid u-u^{*}\right\rangle \Psi_{k} . \tag{3.11}
\end{equation*}
$$

We apply Theorem 2.2 with

$$
\begin{aligned}
& B:=L^{2}(0, T ; V), \quad K:=C \cap V_{N}, \\
& P_{1}:=S+\frac{d}{d t}, \quad g(v)=\Psi(v)-\left\langle\left.\frac{\varepsilon}{h} u_{n}+f^{*} \right\rvert\, v\right\rangle,
\end{aligned}
$$

and

$$
\begin{align*}
& P_{2}: K \rightarrow B^{*} \\
& P_{2}(u):=\frac{\varepsilon}{h} u+A_{1}\left(a_{n}\right)+A_{2}\left(a_{n}, u\right)  \tag{3.12}\\
& \quad+h \sum_{k=1}^{M}\left\langle A_{1}\left(\Psi_{k}\right)+A_{2}\left(\Psi_{k}, u\right) \mid u-u^{*}\right\rangle \cdot\left\{A_{1}\left(\Psi_{k}\right)+A_{2}\left(\Psi_{k}, u\right)\right\} .
\end{align*}
$$

Clearly $K \neq \varnothing$, and $K$ is convex. Now $C$ is closed in $W^{1}(0, T ; V, H)$, and since $K=C \cap V_{N}$ is contained in the finite-dimensional subspace $V_{N}$ of $W^{1}(0, T ; V, H), K$ is a closed subset of $B=L^{2}(0, T ; V)$.

Moreover, $S$ and $d / d t$ are maximal monotone, and $D(d / d t) \cap \operatorname{int} D(S) \ni u^{*}$. Thus $P_{1}=S+d / d t$ is maximal monotone. Finally it is easily checked that $P_{2}$ is bounded, continuous, pseudomonotone and coercive with respect to $\Theta$ (provided $h_{0}$ is sufficiently small, compare the proof of Theorem 2.1). The assertion follows from Theorem 2.2.

Theorem 3.2. Let (A1)*-(A7)* hold, and let $0<h \leqq h_{0}$. Let $\left\{\left(a_{n}, u_{n}\right)\right\}_{n \geqq 0}$ solve $\left(\mathrm{P}_{h}\right)$. Then it follows that:
(i) $\left\|u_{n}-u^{*}\right\|_{L^{2}(0, T ; V)}^{2}+\left\|u_{n}(T)-u^{*}(T)\right\|_{H}^{2} \rightarrow 0$, as $n \rightarrow \infty$.
(ii) Every subsequence of $\left\{a_{n}\right\}$ has a cluster point $a_{\infty} \in W_{M}$ such that with some $w_{\infty} \in S\left(u^{*}\right)$

$$
\begin{equation*}
\left\langle\left. w_{\infty}+A_{1}\left(a_{\infty}\right)+A_{2}\left(a_{\infty}, u^{*}\right)+\frac{d u^{*}}{d t}-f^{*} \right\rvert\, v-u^{*}\right\rangle+\Psi(v)-\Psi\left(u^{*}\right) \geqq 0 \quad \forall v \in C \cap V_{N} . \tag{3.13}
\end{equation*}
$$

Proof. (3.10) implies (i). Moreover, any subsequence $\left\{a_{m}\right\}$ has a weak cluster point $a_{\infty} \in L^{2}(0, T ; X)$. Hence we may assume $a_{m} \rightarrow a_{\infty}$ weakly in $L^{2}(0, T ; X)$.

From $\operatorname{dim} W_{M}<\infty$ follows $\left\|a_{m}-a_{\infty}\right\|_{L^{\infty}\left(0, T ; X_{0}\right)} \rightarrow 0$ and hence $a_{\infty} \in W_{M}$. As in the proof of Theorem 2.3 we may assume that $w_{m} \rightarrow w_{\infty} \in S\left(u^{*}\right)$, weakly in $L^{2}\left(0, T ; V^{*}\right)$. From Remark 10 we have
$A_{2}\left(a_{m}, u_{m}\right) \rightarrow A\left(a_{\infty}, u^{*}\right)$, weakly in $L^{2}\left(0, T ; V^{*}\right)$,
$A_{1}\left(a_{m}\right) \rightarrow A_{1}\left(a_{\infty}\right)$, weakly in $L^{2}\left(0, T ; V^{*}\right)$, by (A2)*.
Relation (3.7) yields for every $v \in C \cap V_{N}$ :

$$
\begin{aligned}
0 \leqq & \lim _{m \rightarrow \infty}\left\{\left\langle\varepsilon \frac{u_{m+1}-u_{m}}{h}+\frac{d}{d t} u_{m+1}+w_{m+1}+A_{1}\left(a_{m+1}\right)\right.\right. \\
& \left.\quad+A_{2}\left(a_{m+1}, u_{m+1}\right)-f^{*}\left|v-u_{m+1}\right\rangle+\Psi(v)-\Psi\left(u_{m+1}\right)\right\} \\
= & \left\langle w_{\infty}+A_{1}\left(a_{\infty}\right)+A_{2}\left(a_{\infty}, u^{*}\right)-f^{*} \mid v-u^{*}\right\rangle+\Psi(v)-\Psi\left(u^{*}\right) \\
& +\lim _{m \rightarrow \infty}\left\langle\left.\frac{d}{d t} u_{m+1} \right\rvert\, v-u_{m+1}\right\rangle .
\end{aligned}
$$

From $v \in W^{1}(0, T ; V, H)$ and $u_{m+1} \in C$ there follows:

$$
\begin{aligned}
\left\langle\left.\frac{d}{d t}\left(u_{m+1}-u^{*}\right) \right\rvert\, v\right\rangle= & \int_{0}^{T}\left\langle\frac{d}{d t}\left(u_{m+1}-u^{*}\right)(t), v(t)\right\rangle d t \\
= & -\int_{0}^{T}\left\langle\frac{d}{d t} v(t), u_{m+1}(t)-u^{*}(t)\right\rangle d t \\
& +\left\langle u_{m+1}(T)-u^{*}(t), v(T)\right\rangle \rightarrow 0,
\end{aligned}
$$

as $m \rightarrow \infty$. Moreover,

$$
\begin{aligned}
\left\langle\left.\frac{d}{d t} u_{m+1} \right\rvert\, u_{m+1}\right\rangle & =\frac{1}{2}\left\|u_{m+1}(T)\right\|_{H}^{2}-\frac{1}{2}\left\|u_{m+1}(0)\right\|_{H}^{2} \\
& \rightarrow \frac{1}{2}\left\|u^{*}(T)\right\|_{H}^{2}-\frac{1}{2}\left\|u^{*}(0)\right\|_{H}^{2}=\left\langle\left.\frac{d}{d t} u^{*} \right\rvert\, u^{*}\right\rangle
\end{aligned}
$$

again by (i). Hence (3.13) holds.
It should be clear that a result which essentially resembles part (iii) of Theorem 2.3 can be proved. Also an analogue of the stability result of Theorem 2.4 is easily established. For the sake of shortness we omit an explicit statement of the result. Instead we turn over our interest to the applications.
4. Applications. In all our applications let $\Omega \subset \mathbb{R}^{N}$ be open and bounded with a sufficiently smooth boundary $\partial \Omega$. For the sake of shortness we confine ourselves to only some typical examples. There are many other applications in which the developed methods apply as well.

Example 1. Consider the problem:
(4.1) Given $u^{*} \in \dot{H}^{1}(\Omega) \cap H^{1, \infty}(\Omega)$ and $f^{*} \in H^{-1}(\Omega)$, find a matrix $a^{*}=\left(a_{i j}^{*}\right)$ with entries $a_{i j}^{*} \in L^{2}(\Omega)$ such that: $-\nabla \cdot\left(a^{*} \nabla u^{*}\right)=f^{*}$.
This problem was treated extensively in [3], [6]. We make the following specifications: $V=\stackrel{\circ}{H}^{1}(\Omega), H=L^{2}(\Omega), V^{*}=H^{-1}(\Omega), X=\left\{a=\left(a_{i j}\right): a_{i j} \in L^{2}(\Omega), \forall i, j\right\}, X_{0}=$ $\left\{a \in X: a_{i j} \in L^{\infty}(\Omega), \forall i, j\right\}, C=V, \Psi \equiv 0, A_{1}=\Theta, S=\Theta$ and $A_{2}(a, u):=-\nabla \cdot(a \nabla u)$.

Then (A1), (A2), (A4) are trivial. $A_{2}$ is bilinear, and Poincaré's inequality yields (A3ii). (A5) is reasonable from the physical viewpoint. Now, for all $a \in W_{M}^{\perp}$ :

$$
\left\langle A_{2}(a, u), v\right\rangle=\int_{\Omega} \nabla v \cdot(a \nabla u) d x=\left[a, \nabla v \nabla u^{T}\right],
$$

where the inner product $[\cdot, \cdot]$ of $X$ is given by:

$$
[a, b]:=\sum_{i, j=1}^{N} \int_{\Omega} a_{i j} b_{i j} d x
$$

Hence (A7) can be satisfied if only

$$
\begin{equation*}
\nabla v \nabla u^{T} \in W_{M} \quad \forall u, v \in V_{N} . \tag{4.2}
\end{equation*}
$$

This is possible if $V_{N} \subset \dot{H}^{1}(\Omega) \cap H^{1, \infty}(\Omega)$. Also (A8) can be satisfied since $\dot{H}^{1}(\Omega) \cap$ $H^{1, \infty}(\Omega)$ is dense in $\dot{H}^{1}(\Omega)$. Finally, from $u^{*} \in H^{1, \infty}(\Omega)$ it follows that $\nabla v \nabla u^{* T} \in X$ whenever $v \in \grave{H}^{1}(\Omega)$. This implies (A9), since from $v \in \dot{H}^{1}(\Omega)$ and $a_{n} \rightarrow a$ weakly in $X$
we get

$$
\left\langle A_{2}\left(a_{n}-a, u^{*}\right), v\right\rangle=\int_{\Omega} \nabla v \cdot\left(\left(a_{n}-a\right) \nabla u^{*}\right) d x=\left[a_{n}-a, \nabla v \nabla u^{* T}\right] \rightarrow 0 .
$$

(A10) is obviously satisfied as well.
Hence the theory of $\S 2$ applies. Numerical calculations can be found in [3]. Physical applications are given by stationary states of time-dependent phenomena, such as:
(i) fluid flow through porous media: $u=$ pressure, $a=$ permeability of the medium;
(ii) electricity: $u=$ potential, $a=$ conductivity;
(iii) heat conduction: $u=$ temperature, $a=$ thermal conductivity.

Example 2 (other boundary conditions). Let $\sigma^{*} \in L^{\infty}(\partial \Omega)$ be nonnegative with $\sigma^{*}(x) \geqq \sigma>0$ on $\Gamma \subset \partial \Omega$ where meas $(\Gamma)>0 . \partial / \partial n_{a}^{*}$ is the outer conormal derivative at $\partial \Omega$ with respect to the matrix $a^{*}$. We consider
(4.3) Given $u^{*} \in H^{1, \infty}(\Omega), f^{*} \in L^{2}(\Omega)$ and $g^{*} \in H^{-1 / 2}(\partial \Omega)$, find $a^{*} \in X$ such that for all $v \in H^{1}(\Omega)$ :

$$
\int_{\Omega} \nabla v \cdot\left(a^{*} \nabla u^{*}\right) d x+\int_{\Gamma} \sigma^{*} v u^{*} d s=\int_{\Omega} f^{*} v d x+\int_{\partial \Omega} g^{*} v d s .
$$

Note that from the trace theorems (see [9]) the injection $H^{1}(\Omega) \rightarrow H^{1 / 2}(\partial \Omega)$ is continuous.

Obviously (4.3) is a weak formulation of

$$
\begin{equation*}
-\nabla \cdot\left(a^{*} \nabla u^{*}\right)=f^{*} \quad \text { in } \Omega, \quad \sigma^{*} u^{*}+\frac{\partial u^{*}}{\partial n_{a}^{*}}=g^{*} \quad \text { on } \partial \Omega . \tag{4.4}
\end{equation*}
$$

We set $V=H^{1}(\Omega), H=L^{2}(\Omega), V^{*}=\left(H^{1}(\Omega)\right)^{*}, X, X_{0}$ as in Example 1, $A_{1}=\Theta, S=\Theta$, $C=V$, and $\Psi(v):=-\int_{\partial \Omega} g^{*} v d s$, which is convex and continuous by the trace theorems. Next we define $A_{2}$ by

$$
\left\langle A_{2}(a, u), v\right\rangle:=\int_{\Omega} \nabla v \cdot(a \nabla u) d x+\int_{\Gamma} \sigma^{*} u v d s
$$

Since $\sigma^{*} \geqq \sigma>0$ on a set of positive measure,

$$
\|v\|^{2}:=\int_{\Omega}|\nabla v|^{2} d x+\int_{\Gamma} \sigma^{*}|v|^{2} d s
$$

defines a norm on $H^{1}(\Omega)$ which is equivalent to $\|\cdot\|_{H^{1}(\Omega)}$. Hence (A3) follows from

$$
\begin{aligned}
\left|\left\langle A_{2}(a, u), v\right\rangle\right| & \leqq C\left(\int_{\Omega}|\nabla v \cdot \nabla u| d x+\int_{\Gamma} \sigma^{*}|u v| d s\right) \\
& \leqq C\|u\|\|v\| \leqq \mathrm{const} \cdot\|u\|_{H^{1}(\Omega)}\|v\|_{H^{1}(\Omega)}
\end{aligned}
$$

if $a \in X_{0}, u, v \in V$.
The other conditions are satisfied as in Example 1. Hence the theory of $\S 2$ applies.
Example 3 (dam problem). We consider stationary fluid flows through a porous medium $\Omega \subset \mathbb{R}^{N}$. $\partial \Omega$ is the union of three disjoint sets: $\Gamma^{+}$(boundary to water reservoirs), $\Gamma^{0}$ (boundary to the atmosphere) and $\Gamma^{-}$(boundary to the impervious ground). See Fig. 1. Let $\Omega$ be inhomogeneous and unisotropic, and let $\Gamma^{+}$be nonempty and relatively open in $\Gamma^{+} \cup \Gamma^{0}$.


Fig. 1
Assuming the boundary data for pressure $u$ are given by

$$
\begin{equation*}
g^{*} \in H^{1}(\Omega) \cap H^{1, \infty}(\Omega), \quad g^{*} \geqq 0 \tag{4.5}
\end{equation*}
$$

and introducing

$$
M\left(g^{*}\right):=\left\{v \in H^{1}(\Omega): v=g^{*} \text { on } \Gamma^{+}, v \leqq g^{*} \text { on } \Gamma^{0}\right\},
$$

the problem of finding the free boundary between the wet and dry parts of $\Omega$ leads to solving:

Given $a^{*} \in X_{0}$, find $u^{*} \in M\left(g^{*}\right)$ with $u^{*} \geqq 0$ and $\gamma^{*} \in L^{\infty}(\Omega)$ with $0 \leqq \gamma^{*} \leqq 1$ and $\gamma^{*}=1$ in $\left\{u^{*}>0\right\}$ such that for all $v \in M\left(g^{*}\right)$ :

$$
\int_{\Omega} \nabla\left(v-u^{*}\right) \cdot a^{*}\left(\nabla u^{*}+\gamma^{*} \vec{e}\right) d x \geqq 0
$$

Here $X_{0}, X$ are as in Example 1 , and $\vec{e}=(0, \cdots, 0,1)$ stands for the gravitational direction. The problem (4.6) has a solution with $u^{*} \in M\left(g^{*}\right) \cap L^{\infty}(\Omega)$. For this and a detailed description of the physical background we refer to [1], [2]. We remark that $\left\{u^{*}>0\right\}$ is the saturated region and that $\left\{\gamma^{*}=0\right\}$ is the dry part of $\Omega$.

Now set

$$
V:=\left\{v \in H^{1}(\Omega): v=0 \text { on } \Gamma^{+}\right\}, \quad K:=\left\{v \in V: v \leqq 0 \text { on } \Gamma^{0}\right\} .
$$

Then (4.6) can be rewritten as

$$
\begin{equation*}
\int_{\Omega} \nabla\left(v-u^{*}\right) \cdot a^{*}\left(\nabla u^{*}+\nabla g^{*}+\gamma^{*} \vec{e}\right) d x \geqq 0 \quad \forall v \in K, \tag{4.7}
\end{equation*}
$$

where $u^{*} \in K, u^{*} \geqq-g^{*}$. The corresponding parameter identification problem is to reconstruct the permeability matrix:
(4.8) Given $u^{*} \in K \cap L^{\infty}(\Omega)$ with $u^{*} \geqq-g^{*}$ and $\gamma^{*} \in L^{\infty}(\Omega)$ with $0 \leqq \gamma^{*} \leqq 1$ and $\gamma^{*}=1$ in $\left\{u^{*}>-g\right\}$, find $a^{*} \in X$ such that (4.7) holds.
We show that the theory of $\S 2$ applies. $\left(V,\|\cdot\|_{\hat{H}^{1}(\Omega)}\right)$ is a separable and reflexive Banach space with dense and continuous embedding into $H=L^{2}(\Omega) . X, X_{0}$ are as in Example 1. Moreover, $f^{*}=\Theta, S=\Theta, \Psi \equiv 0$, and $C:=K$ is nonempty, closed and convex.

Since $g^{*} \in H^{1, \infty}(\Omega), \gamma^{*} \in L^{\infty}(\Omega)$ the linear mapping $A_{1}$ defined by

$$
\left\langle A_{1}(a), v\right\rangle:=\int_{\Omega} \nabla v \cdot\left(a\left(\nabla g^{*}+\gamma^{*} \vec{e}\right)\right) d x \quad \forall v \in V,
$$

is bounded. Moreove, the bilinear mapping $A_{2}$,

$$
\left\langle A_{2}(a, u), v\right\rangle:=\int_{\Omega} \nabla v \cdot(a \nabla u) d x \quad \forall v \in V,
$$

satisfies (A3). As in Example 1, condition (A7) is fulfilled if only

$$
\begin{equation*}
\nabla v\left(\nabla u+\nabla g^{*}+\gamma^{*} \vec{e}\right)^{T} \in W_{M} \quad \forall u, v \in V_{N} . \tag{4.9}
\end{equation*}
$$

This is possible if $V_{N} \subset H^{1, \infty}(\Omega)$ which by (A6) necessitates $u^{*} \in H^{1, \infty}(\Omega)$.
Example 4 (linear elasticity). We follow the lines of [5] and use the notation therein, in particular, the summation convention.

Let $\Omega \subset \mathbb{R}^{3}$ be the region occupied by an inhomogeneous elastic body with (sufficiently smooth) boundary $\partial \Omega$. Assume $\Omega$ is at equilibrium under the influence of forces which are distributed over $\Omega$ or act on $\partial \Omega$. We confine ourselves to the static (i.e. time-independent) case. The equations are

$$
\begin{equation*}
-\frac{\partial}{\partial x_{j}}\left(a_{i j k h}^{*}(x) \varepsilon_{k h}(u)\right)=f_{i}^{*} \quad \text { in } \Omega, \quad i=1,2,3 . \tag{4.10}
\end{equation*}
$$

Here

$$
\varepsilon_{i j}(u):=\frac{1}{2}\left(\frac{\partial}{\partial x_{i}} u_{j}+\frac{\partial}{\partial x_{j}} u_{i}\right), \quad i=1,2,3,
$$

are the components of the linearized strain tensor in dependence on the displacement vector $u=\left(u_{1}, u_{2}, u_{3}\right)$. The vector field $f^{*}=\left(f_{1}{ }^{*}, f_{2}{ }^{*}, f_{3}^{*}\right) \in\left(L^{2}(\Omega)\right)^{3}$ represents a volume density of prescribed forces. $a_{i j k h}^{*}=a_{j i h k}^{*}=a_{k h i j}^{*}, i, j, k, h=1,2,3$, are the spacedependent coefficients of elasticity which satisfy the ellipticity condition

$$
\begin{align*}
& a_{i j k h}^{*}(x) \phi_{i j} \phi_{k h} \geqq \delta \phi_{i j} \phi_{i j}, \text { a.e. on } \Omega \text {, for some } \delta>0 \text {, whenever }\left(\phi_{i j}\right) \text { is a }(3 \times 3)-  \tag{4.11}\\
& \text { matrix. }
\end{align*}
$$

Typical boundary conditions are (if no friction is present):

$$
\begin{array}{r}
\partial \Omega=\Gamma_{U} \cup \Gamma_{F}, \quad \Gamma_{U} \cap \Gamma_{F}=\varnothing, \quad \operatorname{meas}\left(\Gamma_{U}\right)>0, \\
u_{i}=U_{i}^{*} \in H^{1 / 2}(\partial \Omega) \quad \text { on } \Gamma_{U}, \quad i=1,2,3, \\
\sigma_{i j} n_{j}=F_{i}^{*} \in L^{2}\left(\Gamma_{F}\right) \quad \text { on } \Gamma_{F}, \quad i=1,2,3 . \tag{4.14}
\end{array}
$$

Here $n=\left(n_{1}, n_{2}, n_{3}\right)$ is the outer unit normal at $\partial \Omega, F^{*}=\left(F_{1}{ }^{*}, F_{2}{ }^{*}, F_{3}{ }^{*}\right)$ represents a surface density of forces prescribed on $\Gamma_{F}$, and the components $\sigma_{i j}$ of the stress tensor are linked to the components of the linearized strain tensor by

$$
\begin{equation*}
\sigma_{i j}=a_{i j k h}^{*} \varepsilon_{k h}(u), \quad i, j=1,2,3 . \tag{4.15}
\end{equation*}
$$

Now $\left(H^{1}(\Omega)\right)^{3}=\left\{v=\left(v_{1}, v_{2}, v_{3}\right): v_{i} \in H^{1}(\Omega)\right\}$ is a Banach space when endowed with the norm

$$
\|v\|_{\left(H^{1}(\Omega)\right)^{3}}:=\left[\int_{\Omega}\left\{v_{i} v_{i}+\frac{\partial}{\partial x_{j}} v_{i} \frac{\partial}{\partial x_{j}} v_{i}\right\} d x\right]^{1 / 2}
$$

By the trace theorem, $U^{*}=\left(U_{1}{ }^{*}, U_{2}{ }^{*}, U_{3}{ }^{*}\right)$ is the trace of a function in $\left(H^{1}(\Omega)\right)^{3}$ which is denoted by $U^{*}$, too. The substitution $u=u-U^{*}$ yields

$$
\begin{equation*}
-\frac{\partial}{\partial x_{j}}\left(a_{i j k h}^{*}(x) \varepsilon_{k h}\left(u+U^{*}\right)\right)=f_{i}^{*} \quad \text { in } \Omega, \quad i=1,2,3 ; \tag{4.10}
\end{equation*}
$$

$$
\begin{align*}
u_{i}=0 \text { on } \Gamma_{U}, & i=1,2,3 ;  \tag{4.13}\\
a_{i j k h}^{*} \varepsilon_{k h}\left(u+U^{*}\right)=F_{i}^{*}, & i=1,2,3 \text { on } \Gamma_{F} . \tag{4.14}
\end{align*}
$$

Now we define:

$$
\begin{aligned}
H & :=\left(L^{2}(\Omega)\right)^{3}, \\
V & :=\left\{v \in\left(H^{1}(\Omega)\right)^{3}: v_{i}=0, \text { on } \Gamma_{U}, i=1,2,3\right\}, \\
X & :=\left\{a=\left(a_{i j k h}\right): a_{i j k h} \in L^{2}(\Omega), 1 \leqq i, j, k, h \leqq 3\right\}, \\
X_{0} & :=\left\{a \in X: a_{i j k h} \in L^{\infty}(\Omega), 1 \leqq i, j, k, h \leqq 3\right\} .
\end{aligned}
$$

$X$ is a Hilbert space when endowed with the inner product

$$
\begin{equation*}
[a, b]:=\int_{\Omega} a_{i j k h} b_{i j k h} d x \tag{4.16}
\end{equation*}
$$

From Korn's inequality it follows (see [5]) that

$$
\|v\|_{V}:=\left[\int_{\Omega} \varepsilon_{i j}(v) \varepsilon_{i j}(v) d x\right]^{1 / 2}
$$

defines a norm on $V$ which is equivalent to $\|\cdot\|_{\left(H^{1}(\Omega)\right)^{3}}$.
Now easy calculations using Green's formula (see [5]) show that (4.10)*, (4.12), (4.13)*, (4.14)* is equivalent to:

Given $a^{*} \in X_{0}, U^{*} \in\left(H^{1}(\Omega)\right)^{3}, f^{*} \in H, F^{*} \in\left(L^{2}\left(\Gamma_{F}\right)\right)^{3}$, find $u^{*} \in V$ such that for all $v \in V$ :

$$
\begin{equation*}
\int_{\Omega} a_{i j k h}^{*} \varepsilon_{k h}\left(u^{*}+U^{*}\right) \varepsilon_{i j}(v) d x=\int_{\Omega} f_{i}^{*} v_{i} d x+\int_{\Gamma_{F}} F_{i}^{*} v_{i} d s \tag{4.17}
\end{equation*}
$$

Expression (4.17) admits a unique solution ([5, p. 118, Thm. 3.5]). The corresponding identification problem consists in reconstructing the coefficients of elasticity from measurements of the displacements:

Given $u^{*} \in V \cap\left(H^{1, \infty}(\Omega)\right)^{3}, U^{*} \in\left(H^{1, \infty}(\Omega)\right)^{3}, f^{*} \in H, F^{*} \in\left(L^{2}\left(\Gamma_{F}\right)\right)^{3}$, find $a^{*} \in X$ with (4.17).
It is easy to check that the assumptions of $\S 2$ can be satisfied with the specifications

$$
S=\Theta, \quad C=V, \quad \Psi(v):=-\int_{\Gamma_{F}} F_{i}^{*} v_{i} d s
$$

and $A_{1}, A_{2}$ defined by putting for all $v \in V$

$$
\begin{aligned}
& \left\langle A_{1}(a), v\right\rangle:=\int_{\Omega} a_{i j k h} \varepsilon_{k h}\left(U^{*}\right) \varepsilon_{i j}(v) d x \\
& \left\langle A_{2}(a, u), v\right\rangle:=\int_{\Omega} a_{i j k h} \varepsilon_{k h}(u) \varepsilon_{i j}(v) d x .
\end{aligned}
$$

In this case the assumption (A7) is satisfied if

$$
\left(\varepsilon_{i j}(v) \varepsilon_{k h}\left(u+U^{*}\right)\right) \in W_{M} \quad \forall u, v \in V_{N} .
$$

This is possible for $V_{N} \subset\left(H^{1, \infty}(\Omega)\right)^{3}$.
Example 5 (linear elasticity with friction). Let in Example 4 the boundary condition (4.14) be replaced by a condition of friction type:

$$
\begin{align*}
& \sigma_{N}=F_{N}^{*} \quad \text { on } \Gamma_{F}, \\
& \left|\sigma_{T}\right|<\mathbf{F}\left|F_{N}^{*}\right| \Rightarrow u_{T}=\Theta,  \tag{4.14}\\
& \left|\sigma_{T}\right|=\mathbf{F}\left|F_{N}^{*}\right| \Rightarrow \text { there is } \lambda \geqq 0 \text { such that } u_{T}=-\lambda \sigma_{T} .
\end{align*}
$$

Let meas $\left(\Gamma_{F}\right)>0 . \mathbf{F} \in L^{\infty}\left(\Gamma_{F}\right)$ is the friction coefficient, and $F_{N}^{*} \in L^{\infty}\left(\Gamma_{F}\right)$ is given. We assume $\mathbf{F}(x) \geqq \mathbf{F}_{0}>0$, a.e. on $\Gamma_{F}$. The normal stress $\sigma_{N}=\sigma_{i j} n_{j} n_{i}$ is a scalar, and $\sigma_{T}:=$ ( $\sigma_{1 T}, \sigma_{2 T}, \sigma_{3 T}$ ) is given by $\sigma_{i T}:=\sigma_{i j} n_{j}-\sigma_{N} n_{i}$.

Moreover, for $v \in\left(H^{1}(\Omega)\right)^{3}$ we have

$$
\begin{aligned}
& v_{N}:=v_{i} n_{i}(\text { normal displacement, scalar }) \\
& v_{T}:=v-v_{N} n(\text { tangential displacement, vector }) .
\end{aligned}
$$

Again replacing $u$ by $u-U^{*}$ one obtains (see [5]) that (4.10), (4.12), (4.13), (4.14)** are (formally) equivalent to:
(4.19) Given $a^{*} \in X_{0}, f^{*} \in H, U^{*} \in\left(H^{1}(\Omega)\right)^{3}, F_{N}^{*} \in L^{\infty}\left(\Gamma_{F}\right)$ and $\mathbf{F} \in L^{\infty}\left(\Gamma_{F}\right)$, find $u^{*} \in V$ such that

$$
\begin{aligned}
\int_{\Omega} a_{i j k h}^{*} \varepsilon_{k h}\left(u^{*}+U^{*}\right) \varepsilon_{i j}\left(v-u^{*}\right) & d x+j\left(v+U^{*}\right)-j\left(u^{*}+U^{*}\right) \\
& \geqq \int_{\Omega} f_{i}^{*}\left(v_{i}-u_{i}^{*}\right) d x+\int_{\Gamma_{F}} F_{N}^{*}\left(v_{N}-u_{N}^{*}\right) d s \quad \forall v \in V .
\end{aligned}
$$

Here $j$ is the continuous and convex functional

$$
\begin{equation*}
j(v):=\int_{\Gamma_{F}} \mathbf{F}\left|F_{N}^{*}\right|\left|v_{T}\right| d s \tag{4.20}
\end{equation*}
$$

It should be clear how the corresponding identification problem is formulated and how it fits into the framework of $\S 2$.

Remark 10. We have not given any examples for equations of evolution. In [7] the simplest case of identifying the system matrix of a system of ordinary differential equations is treated, and numerical results are given.

It should be clear from the preceding examples how for example the problem of reconstructing a time-dependent thermal conductivity matrix in a linear heat conduction problem can be fitted into the setting of $\S 3$.
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#### Abstract

Let $\mathbf{K}\left(a_{n}(x) / b_{n}(x)\right)$ be a continued fraction, where $a_{n}(x)$ and $b_{n}(x)$ are polynomials with nonnegative coefficients, in a real variable $x$. Let the continued fraction correspond at $x=0$ to a formal power series in $x$ or at $x=\infty$ to a formal power series in $x^{-1}$. Conditions are given which insure that the corresponding series are asymptotic expansions of the functions to which the odd and even parts of the continued fraction converge as $x \rightarrow 0+$ or as $x \rightarrow+\infty$
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In this paper the author continues his study of a question posed by Jones and Thron [2, p.331]: Let a formal power series $\sum c_{k} z^{-k}$ be given, and let $\mathbf{K}\left(a_{n}(z) / b_{n}(z)\right)$ be a continued fraction that corresponds to the above series at $z=\infty$ and that converges to a holomorphic function $f(z)$ in a region $D$ with $z=\infty$ on its boundary. Is the given series the asymptotic expansion of $f(z)$ at $z=\infty$, with respect to $D$ ? A similar question can be asked if the correspondence is at $z=0$.

1. Preliminaries. We use the notation $\mathbf{K}_{n=1}^{\infty}\left(a_{n} / b_{n}\right)$ for the continued fraction

$$
\frac{a_{1}}{b_{1}}+\frac{a_{2}}{b_{2}}+\cdots+\frac{a_{n}}{b_{n}}+\cdots
$$

In the following two definitions, asymptotic expansions and correspondence will be defined at a finite point $z_{0}$, with the modifications necessary for $z_{0}=\infty$ put in parentheses.

Definition [1, p. 359]. Let $f$ be a function defined on a set $S$ in the complex plane with $z=z_{0}(z=\infty)$ a limit point of $S$. Let $L=\sum_{k=0}^{\infty} c_{k}\left(z-z_{0}\right)^{k}\left(L=\sum_{k=0}^{\infty} c_{k} z^{-k}\right)$ be a formal power series in $z-z_{0}\left(z^{-1}\right)$. Let $G_{n}(z)=\sum_{k=0}^{n} c_{k}\left(z-z_{0}\right)^{k}\left(G_{n}(z)=\right.$ $\left.\sum_{k=0}^{n} c_{k} z^{-k}\right)$. Then $L$ is the asymptotic expansion of $f$ as $z \rightarrow z_{0}(z \rightarrow \infty), z \in S$, if $f(z)-G_{n}(z)=O\left(\left(z-z_{0}\right)^{n+1}\right)\left(f(z)-G_{n}(z)=O\left(z^{-n-1}\right)\right)$, as $z \rightarrow z_{0}(z \rightarrow \infty), z \in S$, for $n=0,1,2, \cdots$.

Definition [2, p. 149]. Let $\left\{f_{n}\right\}$ be a sequence of complex-valued functions of a complex variable $z$, each holomorphic at $z=z_{0}(z=\infty)$. Let $L=\sum_{k=0}^{\infty} c_{k}\left(z-z_{0}\right)^{k}$ ( $L=\sum_{k=0}^{\infty} c_{k} z^{-k}$ ) be a formal power series in $z-z_{0}\left(z^{-1}\right)$, and let

$$
G_{m}(z)=\sum_{k=0}^{m} c_{k}\left(z-z_{0}\right)^{k}\left(G_{m}(z)=\sum_{k=0}^{m} c_{k} z^{-k}\right) .
$$

The sequence $\left\{f_{n}\right\}$ is said to correspond to $L$ at $z=z_{0}(z=\infty)$, with order of correspondence $\nu_{n}$, if there exists a sequence $\left\{\nu_{n}\right\}$ of positive integers such that $\nu_{n} \rightarrow \infty$ and

$$
f_{n}(z)-G_{\nu_{n}-1}(z)=O\left(\left(z-z_{0}\right)^{\nu_{n}}\right) \quad\left(f_{n}(z)-G_{\nu_{n}-1}(z)=O\left(z^{-\nu_{n}}\right)\right)
$$

as $z=z_{0}(z \rightarrow \infty)$.

[^104]A continued fraction is said to correspond to a formal power series if the sequence of its approximants corresponds to the series.

Theorem 1 [4, p. 48]. If $a_{n}>0$ and $b_{n}>0$ for all $n$, then the even approximants of $\mathbf{K}\left(a_{n} / b_{n}\right)$ form an increasing sequence, with limit $k$. The odd approximants form $a$ decreasing sequence with limit $K$, and $0<k \leqq K<\infty$.

The following lemma is probably not new, but the author is unable to find a reference.

Lemma 1. Let $\sum_{k=0}^{\infty} c_{k}\left(z-z_{0}\right)^{k}$ be a formal power series and let $G_{m}(z)=$ $\sum_{k=0}^{m} c_{k}\left(z-z_{0}\right)^{k}$. If $f(z)-G_{m}(z)=O\left(\left(z-z_{0}\right)^{m+1}\right)$ as $z \rightarrow z_{0}, z \in S$ holds for $m=m_{1}$, then it holds for all nonnegative $m \leqq m_{1}$.

Proof.

$$
\left|f(z)-G_{m_{1}}(z)\right|=\left|f(z)-G_{m_{1}-1}(z)-c_{m_{1}}\left(z-z_{0}\right)^{m_{1}}\right|
$$

So there is a constant $\gamma_{m_{1}+1}$ such that

$$
\left|f(z)-G_{m_{1}-1}(z)\right|-\left|c_{m_{1}}\left(z-z_{0}\right)^{m_{1}}\right| \leqq \gamma_{m_{1}+1}\left|z-z_{0}\right|^{m_{1}+1} .
$$

Hence, $f(z)-G_{m_{1}-1}(z)=O\left(\left(z-z_{0}\right)^{m_{1}}\right)$ as $z \rightarrow z_{0}, z \in S$. The proof is completed by repetition of the argument.

The analogous lemma for $z_{0}=\infty$ is similarly proved.
2. The following theorem is an improvement on [3, Thm. 1].

Theorem 2. Let $\left\{f_{n}\right\}$ be a sequence of functions, holomorphic at $z_{0}$ and meromorphic in a domain $D$, with $z_{0} \in D$. Let $z_{0}$ be a limit point of a set $S \subset D$. Let $\left\{f_{n}\right\}$ correspond at $z_{0}$ to a formal power series $L=\sum_{k=0}^{\infty} c_{k}\left(z-z_{0}\right)^{k}$, and let $\nu_{1} \leqq \nu_{2} \leqq \cdots \leqq \nu_{n}$ $\leqq \cdots$, with $\nu_{n} \rightarrow \infty$, where $\nu_{n}$ is the order of correspondence. If there exist a function $f$, defined on $S$, and positive constants $k_{n}(n=0,1,2, \cdots)$ such that

$$
\begin{equation*}
\left|f(z)-f_{n}(z)\right| \leqq k_{n}\left|f_{n+1}(z)-f_{n}(z)\right| \tag{1}
\end{equation*}
$$

for $z \in S$ and $n=0,1,2, \cdots$, then $L$ is the asymptotic expansion of $f$ as $z \rightarrow z_{0}, z \in S$.
Proof. Let $G_{n}(z)=\sum_{k=0}^{n} c_{k}\left(z-z_{0}\right)^{k}$. Then

$$
\begin{aligned}
\left|f(z)-G_{n}(z)\right| & \leqq\left|f(z)-f_{n}(z)\right|+\left|f_{n}(z)-G_{n}(z)\right| \\
& \leqq k_{n}\left|f_{n+1}(z)-f_{n}(z)\right|+\left|\beta\left(z-z_{0}\right)^{\mu_{n}}+\cdots\right|
\end{aligned}
$$

where $\mu_{n}=\min \left(\nu_{n}, n+1\right)$. Thus, $f(z)-G_{n}(z)=O\left(\left(z-z_{0}\right)^{\mu_{n}}\right)$ as $z \rightarrow z_{0}, z \in S$, for $n=$ $0,1,2, \cdots$.

So

$$
\begin{aligned}
\mid f(z)-G_{\mu_{n}-1}(z) & -c_{\mu_{n}}\left(z-z_{0}\right)^{\mu_{n}}-\cdots-c_{n}\left(z-z_{0}\right)^{n} \mid \\
& \leqq k_{n}\left|\alpha\left(z-z_{0}\right)^{\mu_{n}}+\cdots\right|+\left|\beta\left(z-z_{0}\right)^{\mu_{n}}+\cdots\right| .
\end{aligned}
$$

Thus, $f(z)-G_{\mu_{n}-1}(z)=O\left(\left(z-z_{0}\right)^{\mu_{n}}\right)$ as $z \rightarrow z_{0}, z \in S$, for $n=0,1,2, \cdots$. Since $\mu_{n} \rightarrow \infty$, we apply Lemma 1 to obtain

$$
f(z)-G_{m-1}(z)=O\left(\left(z-z_{0}\right)^{m}\right) \quad \text { as } z \rightarrow z_{0}, z \in S \text {, for } m=0,1,2, \cdots
$$

(In the above proof we assumed $\nu_{n}<n+1$. If $\nu_{n} \geqq n+1$, the proof is easier.)

A similar theorem can be proved for the case $z_{0}=\infty$, considering expansions of the form $\sum_{k=0}^{\infty} c_{k} z^{-k}$.

Also, the right side of (1) may be replaced by $k_{n}\left|f_{n}(z)-f_{n-1}(z)\right|$. See [3].
3. Real continued fractions. We now consider the real continued fraction $\mathbf{K}\left(a_{n}(x) / b_{n}(x)\right)$, where $a_{n}$ and $b_{n}$ are polynomials in a real variable $x$. We will obtain simple "rules of thumb" for concluding that the corresponding power series at 0 or at $\infty$ are the asymptotic expansions of the limits of the continued fraction as $x \rightarrow 0+$ or as $x \rightarrow+\infty$, respectively.

Given the polynomial $P(x)=a_{n} x^{n}+\cdots+a_{0}, a_{n} \neq 0, n \geqq 0$. Let $d(P)=n$, the degree of $P$. Denote the degree of the nonzero term of $P$ of lowest degree by $l(P)$. We call a polynomial nonnegative if all its coefficients are nonnegative.

Theorem 3. Let $a_{n}(x)$ and $b_{n}(x)$ be nonnegative polynomials. If $l\left(b_{n}(x)\right)=0$ for all $n$ and if $\sum_{k=1}^{n} l\left(a_{k}(x)\right) \rightarrow \infty$ as $n \rightarrow \infty$, then the power series corresponding to $\mathbf{K}\left(a_{n}(x) / b_{n}(x)\right)$ at $x=0$ is the asymptotic expansion of the limits of the odd and even parts of the continued fraction as $x \rightarrow 0+$.

Proof. Let the $n$th approximant of the continued fraction be denoted by $f_{n}(x)=$ $A_{n}(x) / B_{n}(x)$. Since $l\left(b_{n}\right)=0$, it is easily shown by induction, using the recursion formula for $B_{n}[2, \mathrm{p} .20]$, that the constant term of $B_{n}(x)$ is $>0$. Now, by the determinant formula [2, p. 20]

$$
\begin{equation*}
\frac{A_{n+1}}{B_{n+1}}-\frac{A_{n}}{B_{n}}=\frac{(-1)^{n} \Pi_{k=1}^{n+1} a_{k}(x)}{B_{n}(x) B_{n+1}(x)}=\frac{P(x)}{Q(x)}, \tag{2}
\end{equation*}
$$

where $l(P(x))=\sum_{k=1}^{n+1} l\left(a_{k}(x)\right)$ and $Q(x)$ is a polynomial with constant term $>0$. Therefore, the continued fraction corresponds to a power series, with order of correspondence $\sum_{k=1}^{n+1} l_{k}$.

By Theorem 1, the odd and even parts of the continued fraction converge to functions $g_{1}$ and $g_{2}$, respectively. The following inequalities hold:

$$
f_{2 n}(x) \leqq g_{2}(x) \leqq g_{1}(x) \leqq f_{2 n+1}(x)
$$

for $n=1,2, \cdots$ and $x>0$. Thus,

$$
\left|g_{k}(x)-f_{n}(x)\right| \leqq\left|f_{n+1}(x)-f_{n}(x)\right|
$$

for $k=1,2, n=1,2, \cdots$, and $x>0$. By Theorem 2 the corresponding series is the asymptotic expansion of $g_{1}$ and of $g_{2}$ as $x \rightarrow 0+$.

We note that Theorem 3 applies to all positive $C$-fractions (not just the regular positive $C$-fractions), SITZ fractions, $g$-fractions, associated continued fractions for which the $k_{n}$ are negative and the $l_{n}$ are positive, and positive $T$-fractions. See [2, pp. 386-394] for definitions of these kinds of continued fractions.

Theorem 4. Let $a_{n}(x)$ and $b_{n}(x)$ be nonnegative polynomials of degrees $d_{n}$ and $e_{n}$, respectively. Then the power series in $z^{-1}$ corresponding to $\mathbf{K}\left(a_{n}(x) / b_{n}(x)\right)$ at $x=\infty$ is the asymptotic expansion of the continued fraction as $x \rightarrow+\infty$, provided

$$
\begin{equation*}
h_{n}=2 \sum_{k=1}^{n} e_{k}+e_{n+1}-\sum_{k=1}^{n+1} d_{k} \rightarrow \infty \tag{3}
\end{equation*}
$$

as $n \rightarrow \infty$. If $d_{n} \leqq e_{n}$ for all $n$, condition (3) may be replaced by the simpler condition $\sum_{k=1}^{n+1} e_{k} \rightarrow \infty$ as $n \rightarrow \infty$.

Proof. We use the notation of Theorem 3. Using induction and the recursion formula for $B_{n}$, we can prove that $d\left(B_{n}\right) \geqq e_{1}+e_{2}+\cdots+e_{n}$. We again use formula (2). We have $d(P)=\sum_{k=1}^{n+1} d_{k}$ and $d(Q) \geqq 2 \sum_{k=1}^{n} e_{k}+e_{n+1}$. Thus, the continued fraction corresponds to a power series in $z^{-1}$, with order of correspondence $\geqq h_{n}$. The remainder of the proof is similar to the proof of Theorem 3.

Theorem 4 applies to modified $S$-fractions, $H$-fractions if all the $b_{n}$ are positive, $J$-fractions if all the $c_{n}^{2}$ are negative and all the $d_{n}$ are positive, and positive $T$-fractions. And, of course, Theorems 3 and 4 apply to many continued fractions that have not been classified and given names.
4. An example. The continued fraction

$$
\frac{1}{1}+\frac{x}{1}+\frac{x}{1}+\frac{2 x}{1}+\frac{2 x}{1}+\frac{3 x}{1}+\cdots
$$

corresponds at $x=0$ to the series $\sum_{n=0}^{\infty}(-1)^{n} n!x^{n}$. [1, p. 519] By Theorem 4.58 in [2, p. 136], it follows that the continued fraction converges for all positive $x$. So, by Theorem 3 , the series is the asymptotic expansion of the limit of the continued fraction, which is

$$
\int_{0}^{\infty} \frac{e^{-s} d s}{1+x s}
$$

as $x \rightarrow 0+$.
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#### Abstract

In this work we deal with the problem of interpretation of certain classes of everywhere divergent power series within the framework of Borel summability, and derive asymptotic expansions for their partial sums and/or their converging factors when the number of terms in the partial sums goes to infinity.
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1. Introduction. Consider the formal power series $F(\zeta):=\sum_{r=1}^{\infty} a_{r} \zeta^{r}$ whose terms are of the form

$$
\begin{equation*}
a_{r}=r^{p} w(r)(r!)^{m}, \tag{1.1}
\end{equation*}
$$

where $p \geqq 0$ and $m \geqq 1$ are integers, and $w(r)$ is such that

$$
\begin{equation*}
w(r) \sim \sum_{i=0}^{\infty} \frac{w_{i}}{r^{i+\sigma}} \quad \text { as } r \rightarrow \infty, \quad \text { for some } \sigma>0, \tag{1.2}
\end{equation*}
$$

with $w_{i}$ being some constants independent of $r$. Obviously $F(\zeta)$ does not converge for any value of $\zeta$. In this work we shall be concerned with the interpretation of the "sum" of $F(\zeta)$, and with the asymptotics of the converging factor of the partial sum $A_{n}(\zeta)=$ $\sum_{i=1}^{n} a_{i} \zeta^{i}$ in the limit $n \rightarrow \infty$, for $\zeta$ fixed. This problem arises when one tries to apply the $t$ or $u$ transformation of Levin [4] to the sequence $A_{j}(\zeta), j=1,2, \cdots$, to obtain an approximation to the "sum" of $F(\zeta)$, or to the anti-limit of the sequence $\left\{A_{j}(\zeta)\right\}$.

The $t$ and $u$ transformations are nonlinear methods for accelerating the convergence of a slowly converging sequence to its limit, or for effecting convergence of a diverging sequence to its anti-limit. There is ample numerical evidence (see the numerical examples given in [10]) that suggests that in order for the $t$ (or $u$ ) transformation to be efficient on a sequence $B_{i}, i=1,2, \cdots, B_{i}$ has to be of the form

$$
\begin{equation*}
B_{r-1}=B+R_{r} f(r), \tag{1.3}
\end{equation*}
$$

where $B$ is the limit or anti-limit of $\left\{B_{i}\right\}$, and $f(r)$ should be such that

$$
\begin{equation*}
f(r) \sim \sum_{i=0}^{\infty} \frac{\beta_{i}}{r^{i}} \quad \text { as } r \rightarrow \infty \tag{1.4}
\end{equation*}
$$

and $R_{r}=r^{\lambda} b_{r}$, where $b_{1}=B_{1}, b_{r}=B_{r}-B_{r-1}, r \geqq 2$, and $\lambda=0$ for the $t$ transformation (or $\lambda=1$ for the $u$ transformation). From the conjectured behavior of $B_{i}$ in (1.3) and (1.4), it follows that

$$
\begin{equation*}
b_{r+1}=c(r) b_{r}, \tag{1.5}
\end{equation*}
$$

[^105]where
\[

$$
\begin{equation*}
c(r)=\frac{1+r^{\lambda} f(r)}{(r+1)^{\lambda} f(r+1)} \sim \sum_{i=0}^{\infty} \frac{c_{i}}{r^{i-q}} \quad \text { as } r \rightarrow \infty \tag{1.6}
\end{equation*}
$$

\]

with $q$ being an integer. The solution of (1.5) and (1.6) is known to be, see [3, p. 70], of the form $b_{r}=x^{r} v(r)(r!)^{q}$, with $v(r)$ being such that $v(r) \sim \sum_{i=0}^{\infty} v_{i} / r^{i+\alpha}$ as $r \rightarrow \infty$, for some $\alpha$, cf. (1.1) and (1.2). With the help of [7, Thm. 6.1], it has been proved in [8, Thm. 2.2] that when $q=0$, and $\lim _{i \rightarrow \infty} B_{i}$ exists, i.e. $|x|>1$, the $B_{i}$ satisfy (1.3) and (1.4). When $\lim _{i \rightarrow \infty} B_{i}$ does not exist, i.e., $|x|>1$ or $|x| \geqq 1$, it is not known, in general, whether (1.3) and (1.4) still hold, although, under certain circumstances, the techniques of the present work can be used to show that they do. This will be indicated at the end of §2. Using the technique of the proof of [8, Thm. 2.2], (1.3) and (1.4) can be shown to hold for all integers $q \leqq-1$ and for all $x$, since for this case $\lim _{i \rightarrow \infty} B_{i}$ exists for all $x$. For $q>0$, in which case $\lim _{i \rightarrow \infty} B_{i}$ does not exist for any $x$, no result like (1.3) and (1.4) is known in general, and precisely this is the subject of the present work. For $q=1$, (1.3) and (1.4) have been shown to hold for two special cases, see [9].

In the present work we actually show that under certain conditions, $A_{i}(\zeta)$ is of the form

$$
\begin{equation*}
A_{r-1}(\zeta)=A(\zeta)+a_{r} \zeta^{r} g(r, \zeta) \tag{1.7}
\end{equation*}
$$

where $A(\zeta)$ is the Borel-type sum of $F(\zeta)$ (to be defined later), and the converging factor $g(r, \zeta)$ has an asymptotic expansion of the form

$$
\begin{equation*}
g(r, \zeta) \sim \sum_{i=0}^{\infty} \frac{g_{i}(\zeta)}{r^{i}} \quad \text { as } r \rightarrow \infty \tag{1.8}
\end{equation*}
$$

with $g_{i}(\zeta)$ being polynomials in $\zeta^{-1}$. We also note that all of the numerical examples of everywhere divergent series considered in [11, Tables A3 and A4] are of the form above with $q>0$, and for these examples Levin's transformations produce accurate approximations to their Borel-type sums.

A similar but less general approach to the interpretation of divergent series has been introduced by Dingle in a series of papers, and this approach is summarized in his book [2, Chaps. XXI and XXII]. Dingle is concerned with summing the remainder series $\sum_{i=r}^{\infty} a_{i} \zeta^{i}$ for fixed $r$, whereas our main concern is with the asymptotics of it as $r \rightarrow \infty$. Olver's book [6, Chap. 14] contains another approach to the estimation of $\sum_{i=r}^{\infty} a_{i} \zeta^{i}$ that was introduced by Stieltjes, and developed further by Airy and J. C. P. Miller; see [6] for further references. Again our problem is different than that considered in Olver's book.

## 2. Theory.

Lemma 2.1. Define

$$
\begin{equation*}
Q_{k}(r, z)=\left(z \frac{d}{d z}\right)^{k} \frac{z^{r}}{1-z} \tag{2.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
Q_{k}(r, z)=\frac{\sum_{i=0}^{k} g_{k, i}(r) z^{r+i}}{(1-z)^{k+1}} \tag{2.2}
\end{equation*}
$$

where $g_{k, i}(r)$ are polynomials of degree $k$ in $r$, satisfying

$$
\begin{align*}
& g_{k, 0}(r)=r^{k}, \quad g_{k, k}(r)=(1-r)^{k}  \tag{2.3}\\
& g_{k, i}(r)=(r+i) g_{k-1, i}(r)+(k-r-i+1) g_{k-1, i-1}(r), \quad i=1, \cdots, k-1 .
\end{align*}
$$

Proof. Equation (2.3) follows easily by induction on $k$, starting with $k=0$ and $g_{0,0}(r)=1$.

Theorem 2.2. Let $a_{r}$ be expressible in the form

$$
\begin{equation*}
a_{r}=r^{p} w(r) \prod_{i=1}^{m}\left(\mu_{i} r+v_{i}\right)! \tag{2.4}
\end{equation*}
$$

where we assume that $p \geqq 0$ is an integer,

$$
\begin{equation*}
w(r)=\int_{0}^{\infty} e^{-r t} \varphi(t) d t, \quad r \geqq 1 \tag{2.4a}
\end{equation*}
$$

for some function $\varphi(t)$ such that $\int_{0}^{\infty} e^{-t}|\varphi(t)| d t<\infty$, and $\mu_{i}$ and $\nu_{i}$ satisfy

$$
\begin{equation*}
\mu_{i}>0, \quad \mu_{i}+\nu_{i}>-1, \quad i=1, \cdots, m . \tag{2.4b}
\end{equation*}
$$

Obviously the power series $F(\zeta):=\sum_{r=1}^{\infty} a_{r} \zeta^{r}$ diverges for all $\zeta \neq 0$. For $0<\theta_{0}<\pi$ define the bounded sectors $S\left(\rho, \theta_{0}\right)$ in the $\zeta$-plane by

$$
\begin{equation*}
S\left(\rho, \theta_{0}\right)=\left\{\zeta=|\zeta| e^{i \theta}:|\zeta| \leqq \rho, \theta_{0} \leqq \theta \leqq 2 \pi-\theta_{0}\right\} . \tag{2.5}
\end{equation*}
$$

Then $F(\zeta)$ is the asymptotic expansion of its Borel-type sum

$$
\begin{equation*}
\mathscr{F}(\zeta)=\int_{0}^{\infty} \cdots \int_{0}^{\infty} \psi(\vec{t})\left(z \frac{d}{d z}\right)^{p}\left(\frac{z}{1-z}\right) \prod_{i=0}^{m} d t_{i}, \tag{2.6}
\end{equation*}
$$

as $\zeta \rightarrow 0$, uniformly in $S\left(\rho, \theta_{0}\right)$, for each finite $\rho$, where $\vec{t}=\left(t_{0}, t_{1}, \cdots, t_{m}\right)$, and

$$
\begin{align*}
& \psi(\vec{t})=\exp \left(-\sum_{i=1}^{m} t_{i}\right)\left(\prod_{i=1}^{m} t_{i}^{\nu_{i}}\right) \varphi\left(t_{0}\right),  \tag{2.6a}\\
& z=\zeta e^{-t_{0}} \prod_{i=1}^{m} t_{i}^{\mu_{i}} .
\end{align*}
$$

The function $\mathscr{F}(\zeta)$ is analytic in the $\zeta$-plane cut along $[0, \infty)$.
Remarks. (1) If $\varphi(t) \sim \sum_{i=0}^{\infty} \varphi_{i} t^{i+\sigma-1}$ as $t \rightarrow 0+$, with $\sigma>0$, the application of Watson's lemma, see [6, p. 71], yields $w(r) \sim \sum_{i=0}^{\infty} \varphi_{i}(i+\sigma-1)!/ r^{i+\sigma}$ as $r \rightarrow \infty$, and this is exactly of the form given in (1.2) with $w_{i}=\varphi_{i}(i+\sigma-1)!, i=0,1, \cdots$. Furthermore, if we take $\mu_{i}=1, \nu_{i}=0, i=1, \cdots, m$, then we are back at (1.1) and (1.2).
(2) There is no loss of generality in assuming $\mu_{i}+\nu_{i}>-1$ in (2.4b). For, if $\mu_{i}+\nu_{i}>-1$ is not satisfied for all $i$, we can consider the series $F^{\prime}(\zeta):=\sum_{r=1}^{\infty} a_{r}^{\prime} \zeta^{r}$, where $a_{r}^{\prime}=a_{r+k}$, with $k$ being chosen such that $\mu_{i}+\left(k \mu_{i}+\nu_{i}\right)>-1,1 \leqq i \leqq m$. Note that $F(\zeta)=A_{k}(\zeta)+\zeta^{k} F^{\prime}(\zeta)$.
(3) The Borel-type sum $\mathscr{F}(\zeta)$ given in (2.6) is obtained by substituting (2.9) (see proof below) in $\sum_{r=1}^{\infty} a_{r} \xi^{r}$, interchanging the summation with all the integrations, and then summing the geometric-type series $M(z)=\sum_{r=1}^{\infty} r^{p} z^{r}$ to obtain $M(z)=$ $(z d / d z)^{p}(z /(1-z))$. It can be shown that the Borel sum of $F(\zeta)$, namely $\int_{0}^{\infty} e^{-t}\left(\sum_{r=1}^{\infty} a_{r} t^{r} \zeta^{r} / r!\right) d t$, see [3, p. 78], is its Borel-type sum when $m=1, \mu_{1}=1$, and $\nu_{1}=0$.
(4) If in (2.4) $r^{p} w(r)=C r^{p^{\prime}}$, where $C$ is a constant and $p^{\prime}=p-1 \geqq 0$, then the Borel-type sum in (2.6) reduces to that obtained from (2.6) by omitting the integration with respect to $t_{0}$ after $\varphi\left(t_{0}\right)$ in $\psi(\vec{t})$ has been replaced by $C, p$ has been replaced by $p^{\prime}$, and the factor $e^{-t_{0}}$ has been deleted from $z$. This can be shown by observing that actually $w(r)=C / r$, thus $\varphi\left(t_{0}\right)=C$, and performing the integral with respect to $t_{0}$, reducing (2.6) to an $m$-dimensional integral.

Proof. Using the fact that

$$
\begin{equation*}
\frac{z}{1-z}=z+z^{2}+\cdots+z^{r-1}+\frac{z^{r}}{1-z}, \tag{2.7}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left(z \frac{d}{d z}\right)^{p} \frac{z}{1-z}=\sum_{j=1}^{r-1} j^{p} z^{j}+Q_{p}(r, z) . \tag{2.8}
\end{equation*}
$$

Letting $z$ be as in (2.6b), and substituting (2.8) in (2.6), and using the fact that

$$
\begin{equation*}
j^{p} \int_{0}^{\infty} \cdots \int_{0}^{\infty} \psi(\vec{t}) z^{j} \prod_{i=0}^{m} d t_{i}=a_{j} \xi^{j}, \quad j=1,2, \cdots \tag{2.9}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\mathscr{F}(\zeta)=A_{r-1}(\zeta)+U_{r}(\zeta), \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{r}(\zeta)=\int_{0}^{\infty} \cdots \int_{0}^{\infty} \psi(\vec{t}) Q_{p}(r, z) \prod_{i=0}^{m} d t_{i} . \tag{2.11}
\end{equation*}
$$

From Lemma 2.1

$$
\begin{equation*}
Q_{p}(r, z)=\frac{\sum_{i=0}^{p} g_{p, i}(r) z^{r+i}}{(1-z)^{p+1}} \tag{2.12}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
|1-z| \geqq \sin \theta_{0}, \quad \text { all } \zeta \in S\left(\rho, \theta_{0}\right), \quad \text { all } \rho>0 \tag{2.13}
\end{equation*}
$$

Substituting (2.12) in (2.11), taking the modulus of both sides, and using (2.13), we obtain

$$
\begin{align*}
\left|U_{r}(\zeta)\right| \leqq\left(\sin \theta_{0}\right)^{-p-1} & \sum_{i=0}^{p}\left|g_{p, i}(r)\right|\left|\zeta^{r+i}\right|  \tag{2.14}\\
& \times\left(\prod_{j=1}^{m}\left[\mu_{j}(r+i)+\nu_{j}\right]!\right) \int_{0}^{\infty} e^{-(r+i) t}|\varphi(t)| d t
\end{align*}
$$

which, for all $\zeta \in S\left(\rho, \theta_{0}\right)$, becomes

$$
\begin{equation*}
\left|U_{r}(\zeta)\right| \leqq K_{r}|\zeta|^{r} \tag{2.15}
\end{equation*}
$$

with $K_{r}$ being independent of $\zeta$. This proves the first part of the theorem. The second part of the theorem is obvious.

We now go on to analyze the "remainder" term $U_{r}(\zeta)$ in the limit $r \rightarrow \infty$.

Theorem 2.3. Assume that all the conditions of Theorem 2.2 are satisfied, and, in addition, $\varphi(t)$ is continuous in a neighborhood of 0 except possibly at 0 , and satisfies

$$
\begin{equation*}
\varphi(t) \sim \varphi_{0} t^{\sigma-1} \quad \text { as } t \rightarrow 0^{+}, \quad \text { for some } \sigma>0 . \tag{2.16}
\end{equation*}
$$

Then, for any integer $k \geqq 0$,

$$
\begin{equation*}
U_{r}(\zeta)=-\sum_{j=0}^{k-1} a_{r-1-j} \xi^{r-1-j}+0\left(a_{r-1-k} \xi^{r-1-k-p}\right) \quad \text { as } r \rightarrow \infty, \tag{2.17}
\end{equation*}
$$

uniformly in $\zeta$ for $\zeta \in S\left(\rho, \theta_{0}\right)$, for each finite $\rho$.
Proof. Expressing $Q_{p}(r, z)$ (see (2.1)) in the form

$$
\begin{equation*}
Q_{p}(r, z)=-\left(z \frac{d}{d z}\right)^{p} \frac{z^{r-1}}{1-1 / z} \tag{2.18}
\end{equation*}
$$

and making use of (2.7) with $z$ replaced by $1 / z$, we have, for any integers $k \geqq 1$ and $N \geqq k$,

$$
\begin{equation*}
Q_{p}(r, z)=-\sum_{j=0}^{N-1}(r-1-j)^{p} z^{r-1-j}+Q_{p}(r-N, z) \tag{2.19}
\end{equation*}
$$

Substituting (2.19) in (2.11), and invoking (2.9), we obtain

$$
\begin{equation*}
U_{r}(\zeta)=-\sum_{j=0}^{N-1} a_{r-1-j} \xi^{r-1-j}+U_{r-N}(\zeta) \tag{2.20}
\end{equation*}
$$

Now $U_{r-N}(\zeta)$ satisfies (2.14) with $r$ replaced by $r-N$. By (2.16), we conclude that

$$
\begin{array}{ll}
\int_{0}^{\infty} e^{-r t} \varphi(t) d t \sim \varphi_{0}(\sigma-1)!/ r^{\sigma} & \text { as } r \rightarrow \infty \\
\int_{0}^{\infty} e^{-r t}|\varphi(t)| d t \sim\left|\varphi_{0}\right|(\sigma-1)!/ r^{\sigma} & \text { as } r \rightarrow \infty \tag{2.21}
\end{array}
$$

see [6, p. 81]. Also, $g_{p, i}(r)=O\left(r^{p}\right)$ as $r \rightarrow \infty$, by Lemma 2.1. Consequently, for $\zeta \in S\left(\rho, \theta_{0}\right)$

$$
\begin{equation*}
\left|U_{r-N}(\zeta)\right| \leqq 0\left(r^{p-\sigma}|\zeta|^{r-N} \prod_{j=1}^{m}\left[\mu_{j}(r-N+p)+\nu_{j}\right]!\right) \quad \text { as } r \rightarrow \infty, \tag{2.22}
\end{equation*}
$$

uniformly in $\zeta$. Similarly

$$
\begin{equation*}
a_{r-N+p} \sim \varphi_{0} r^{p-\sigma} \prod_{j=1}^{m}\left[\mu_{j}(r-N+p)+\nu_{j}\right]!\quad \text { as } r \rightarrow \infty . \tag{2.23}
\end{equation*}
$$

Comparing (2.22) and (2.23), we obtain

$$
\begin{equation*}
\left|U_{r-N}(\zeta)\right| \leqq 0\left(a_{r-N+p}|\zeta|^{r-N}\right) \quad \text { as } r \rightarrow \infty, \tag{2.24}
\end{equation*}
$$

uniformly in $\zeta$ for all $\zeta \in S\left(\rho, \theta_{0}\right)$.
Finally, by choosing $N=k+p+1$, and recalling that (see (2.23) above)

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{a_{r-j}}{a_{r}}=0, \quad j=1,2, \cdots, \tag{2.25}
\end{equation*}
$$

(2.17) follows.

Corollary 2.4. If $\sum_{i=1}^{m} \mu_{i}=\mu$, where $\mu$ is a positive integer, and if $\varphi(t)$ also satisfies

$$
\begin{equation*}
\varphi(t) \sim \sum_{i=0}^{\infty} \varphi_{i} t^{i+\sigma-1} \quad \text { as } t \rightarrow 0^{+}, \quad \text { for some } \sigma>0 \tag{2.26}
\end{equation*}
$$

then $U_{r}(\xi)$ is of the form

$$
\begin{equation*}
U_{r}(\zeta) \sim a_{r} \xi^{r} \sum_{i=0}^{\infty} \frac{\beta_{i}(\zeta)}{r^{i+\mu}} \quad \text { as } r \rightarrow \infty \tag{2.27}
\end{equation*}
$$

with $\beta_{i}(\zeta)$ being polynomials in $\zeta^{-1}$. Furthermore (2.27) is uniformly valid in $\zeta$ for $\zeta \in T=S\left(\rho, \theta_{0}\right) \backslash\{\zeta:|\zeta|<\varepsilon\}$, for any $\varepsilon>0$.

Proof. As mentioned in the remark following the statement of Theorem 2.1, (2.4) and (2.26) imply that $w(r) \sim \sum_{i=0}^{\infty} \varphi_{i}(i+\sigma-1)!/ r^{i+\sigma}$ as $r \rightarrow \infty$. This, together with the result

$$
\begin{equation*}
x^{\beta-\alpha} \frac{(x+\alpha)!}{(x+\beta)!} \sim 1+\sum_{i=1}^{\infty} \frac{c_{i}}{x^{i}} \quad \text { as } x \rightarrow \infty \tag{2.28}
\end{equation*}
$$

$c_{i}$ being some constants independent of $x$ (see [1, p. 257, formula 6.1.47]), give

$$
\begin{equation*}
\frac{a_{r-1-j}}{a_{r}} \sim r^{-\mu(1+j)}\left[1+\sum_{i=1}^{\infty} \frac{d_{i}^{(j)}}{r^{i}}\right] \quad \text { as } r \rightarrow \infty \tag{2.29}
\end{equation*}
$$

where $d_{i}^{(j)}$ are constants independent of $r$. Upon substituting (2.29) in (2.17), we obtain

$$
\begin{equation*}
U_{r}(\zeta)=a_{r} \zeta^{r}\left[\sum_{i=0}^{\mu(k+1)-1} \frac{\beta_{i}(\zeta)}{r^{i+\mu}}+O\left(\frac{1}{r^{\mu(k+1)}}\right)\right] \text { as } r \rightarrow \infty \tag{2.30}
\end{equation*}
$$

with $\beta_{i}(\zeta)$ being given by

$$
\begin{equation*}
\beta_{j \mu+i}(\zeta)=-\sum_{l=0}^{j} d_{l \mu+i}^{(j-l) \zeta^{-j+l-1}}, \quad 0 \leqq i \leqq \mu-1, \quad j=0,1, \cdots, \tag{2.31}
\end{equation*}
$$

where $d_{0}^{(j)}=1, j=0,1, \cdots$; hence $\beta_{0}(\zeta)=-\zeta^{-1}$. This completes the proof of the corollary.

Remark. Under the conditions stated in the corollary above, we have actually shown that the partial sums of the everywhere divergent series $F(\zeta):=\sum_{r=1}^{\infty} a_{r} \xi^{r}$ are of the form given in (1.7) and (1.8), with $A(\zeta)=\mathscr{F}(\zeta)$, the Borel-type sum of $F(\zeta)$, and $g_{i}(\zeta)=0,0 \leqq i \leqq \mu-1$.

As an example, consider one of the series given in [11, Table A3], namely $\sum_{r=1}^{\infty}(-1)^{r-1} c_{r} / x^{r}$, with $c_{1}=2$ and $c_{r}=c_{r-1}(2 r-3)^{2}, r \geqq 2$. Therefore, $(-1)^{r-1} c_{r} / x^{r}=$ $a_{r} \zeta^{r}$, with $\zeta=-4 / x$ and $a_{r}=-[(r-3 / 2)!]^{2} /(2 \pi), r \geqq 1$. That is to say, $\mu_{1}=\mu_{2}=1$, $\nu_{1}=\nu_{2}=-3 / 2$, and $r^{p} w(r)=C r^{p^{\prime}}$ with $C=-1 /(2 \pi)$ and $p^{\prime}=p-1=0$ in Remark (4) following (2.6b). Consequently,

$$
\mathscr{F}(\zeta)=-\frac{\zeta}{2 \pi} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(t_{1}+t_{2}\right)} \frac{\left(t_{1} t_{2}\right)^{-1 / 2}}{1-\zeta t_{1} t_{2}} d t_{1} d t_{2}
$$

By making the transformation of variables $t_{1}=\sqrt{x} t \cos ^{2} \theta, t_{2}=\sqrt{x} t \sin ^{2} \theta$, and performing the integral with respect to $\theta$, we obtain

$$
\mathscr{F}(\zeta)=\frac{2}{\sqrt{x}} \int_{0}^{\infty} e^{-\sqrt{x} t} \frac{d t}{\left(1+t^{2}\right)^{1 / 2}}=\frac{\pi}{\sqrt{x}}\left[\mathbf{H}_{0}(\sqrt{x})-Y_{0}(\sqrt{x})\right],
$$

where $\mathbf{H}_{\nu}(z)$ is the Struve function of order $\nu$ [1, p. 496, formula 12.1.8]. The numerical result given in [11] for $x=4$ is another indication that the $u$-transformation produces approximations to $\mathscr{F}(\zeta)$.

Finally, we note that when $\mu_{i}=\nu_{i}=0,1 \leqq i \leqq m$, in Theorem 2.2, $\mathscr{F}(\zeta)$ converges for $|\zeta|<1$ and diverges for $|\zeta|>1$. Thus, $\mathscr{F}(\zeta)$ represents an analytic function $u(\zeta)$ within the unit circle. Equation (2.6) now becomes

$$
\begin{equation*}
\mathscr{F}(\zeta)=\int_{0}^{\infty} \varphi(t)\left[z \frac{d}{d z}\right]^{p} \frac{z}{1-z} d t, z=\zeta e^{-t} . \tag{2.32}
\end{equation*}
$$

Since this time $\mathscr{F}(\zeta)$ is analytic in the $\zeta$-plane cut along [1, $\infty$ ), it represents the analytic continuation of $u(\zeta)$ outside the unit circle. Furthermore, (2.10) holds with (2.11) replaced by

$$
\begin{equation*}
U_{r}(\zeta)=\int_{0}^{\infty} \varphi(t) Q_{p}(r, z) d t \tag{2.33}
\end{equation*}
$$

Let us now assume that $\varphi(t)$ satisfies (2.26). Then substituting (2.12) in (2.33), and applying Watson's lemma for $r \rightarrow \infty$, after some manipulation of the asymptotic expansions that arise, we obtain (2.27) with $\mu=0$ there. Of course, in this case the $\beta_{i}(\zeta)$ are not necessarily polynomials in $\zeta^{-1}$. In addition, (2.27) with $\mu=0$ holds for all $\zeta \notin[1, \infty)$, for which $F(\zeta)$ converges or diverges. The details are left to the interested reader.
3. Further developments. The results of the previous section have been based mainly on the assumptions of Theorem 2.2, namely (2.4) to (2.4b). It is these assumptions that enable one to express the Borel-type sum $\mathscr{F}(\zeta)$ of $F(\zeta)$ as in (2.6) to (2.6b). One important feature of (2.6) is the function $Q_{p}(1, z)=(z d / d z)^{p}(z /(1-z))$, which is very easy to handle. Actually this function has simple expansions about $z=0$ and $z=\infty$, and it is these expansions that lead to the results of Theorem 2.2, Theorem 2.3, and Corollary 2.4. In this section we seek to generalize the conditions of Theorem 2.2 in a way that will enable us to retain the function $Q_{p}(1, z)$. We note that the developments of this section can readily be applied to generalized hypergeometric functions.

Theorem 3.1. Let $a_{r}$ be expressible in the form

$$
\begin{equation*}
a_{r}=r^{P} w(r) \prod_{i=1}^{m}\left(\mu_{i} r+\nu_{i}\right)!\prod_{j=1}^{n} B\left(\kappa_{j} r+\lambda_{j}+1, \bar{\kappa}_{j} r+\bar{\lambda}_{j}+1\right), \tag{3.1}
\end{equation*}
$$

where $p, w(r), \mu_{i}$, and $\nu_{i}$ are exactly as in Theorem 2.2,

$$
\begin{equation*}
\kappa_{j} \geqq 0, \quad \bar{\kappa}_{j} \geqq 0, \quad \kappa_{j}+\bar{\kappa}_{j}>0, \quad \kappa_{j}+\lambda_{j}>-1, \quad \bar{\kappa}_{j}+\bar{\lambda}_{j}>-1, \quad j=1, \cdots, n, \tag{3.1a}
\end{equation*}
$$

and $B(b, c)$ is the beta function defined by

$$
\begin{equation*}
B(b, c)=\int_{0}^{1} \tau^{b-1}(1-\tau)^{c-1} d \tau=\frac{(b-1)!(c-1)!}{(b+c-1)!}, \quad \operatorname{Re} b>0, \quad \operatorname{Re} c>0 \tag{3.1b}
\end{equation*}
$$

It is clear that the power series $F(\zeta):=\sum_{r=1}^{\infty} a_{r} \zeta^{r}$ diverges for all $\zeta \neq 0$. Define $S\left(\rho, \theta_{0}\right)$ again as in Theorem 2.2. Then $F(\zeta)$ is the asymptotic expansion of its Borel-type sum

$$
\begin{equation*}
\mathscr{F}(\zeta)=\underbrace{\int_{0}^{\infty} \cdots \int_{0}^{\infty} \int_{0}^{1} \cdots \int_{0}^{1}}_{m+1 \text { times }} \psi(\vec{t}, \vec{\tau}) Q_{p}(1, z) \prod_{i=0}^{m} d t_{i} \prod_{j=1}^{n} d \tau_{j}, \tag{3.2}
\end{equation*}
$$

as $\zeta \rightarrow 0$, uniformly in $S\left(\rho, \theta_{0}\right)$, for each finite $\rho$, where $\vec{t}=\left(t_{0}, t_{1}, \cdots, t_{m}\right), \vec{\tau}=\left(\tau_{1}, \cdots, \tau_{n}\right)$, and

$$
\begin{align*}
& \psi(\vec{t}, \vec{\tau})=\exp \left(-\sum_{i=1}^{m} t_{i}\right)\left(\prod_{i=1}^{m} t_{i}^{\nu_{i}}\right) \varphi\left(t_{0}\right)\left(\prod_{j=1}^{n}\left[\tau_{j}^{\lambda_{j}}\left(1-\tau_{j}\right)^{\lambda_{j}}\right]\right),  \tag{3.2a}\\
& z=\zeta e^{-t_{0}}\left(\prod_{i=1}^{m} t_{i}^{\mu_{i}}\right)\left(\prod_{j=1}^{n}\left[\tau_{j}^{\kappa_{j}}\left(1-\tau_{j}\right)^{\bar{\kappa}_{j}}\right]\right) \tag{3.2b}
\end{align*}
$$

with the integrals over $t_{i}, 0 \leqq i \leqq m$ being from 0 to $\infty$ and those over $\tau_{j}, 1 \leqq j \leqq n$, from 0 to 1 . The function $\mathscr{F}(\zeta)$ is analytic in the $\zeta$-plane cut along $[0, \infty)$.

Proof. Similar to that of Theorem 2.2.
Remark. If in (3.1) $r^{P} w(r)=C r^{p^{\prime}}$, where $C$ is a constant and $p^{\prime}=p-1 \geqq 0$, then the Borel-type sum of $\mathscr{F}(\zeta)$ in (3.2) reduces to that obtained from (3.2) by omitting the integration with respect to $t_{0}$ after $\varphi\left(t_{0}\right)$ in $\psi(\vec{t}, \vec{\tau})$ has been replaced by $C$, and $p$ by $p^{\prime}$, and the factor $e^{-t_{0}}$ has been deleted from $z$. (cf. Remark (4) following statement of Theorem 2.2.)

Theorem 3.2. Assume that all the conditions of Theorem 3.1 are satisfied, and, in addition, $\varphi(t)$ is as in Theorem 2.3. Then, for any integer $k \geqq 0$,

$$
\begin{equation*}
U_{r}(\zeta)=\mathscr{F}(\zeta)-A_{r-1}(\zeta)=-\sum_{j=0}^{k-1} a_{r-1-j} \xi^{r-1-j}+O\left(a_{r-1-k} \zeta^{r-1-k-p}\right) \quad \text { as } r \rightarrow \infty \tag{3.3}
\end{equation*}
$$

uniformly in $\zeta$ for $\zeta \in S\left(\rho, \theta_{0}\right)$ for each finite $\rho$.
Proof. Similar to that of Theorem 2.3.
Corollary 3.3. If $\sum_{i=1}^{m} \mu_{i}=\mu$, where $\mu$ is an integer, and if $\varphi(t)$ is as in Corollary 2.4, then $U_{r}(\zeta)$ is of the form given in (2.27), with $\beta_{i}(\zeta)$ being polynomials in $\zeta^{-1}$ again. (2.27) is uniformly valid in $\zeta$ for $\zeta \in T$.

Proof. Using Stirling's formula, it can be shown that for $r \rightarrow \infty$

$$
B(\kappa r+\lambda, \bar{\kappa} r+\bar{\lambda}) \sim \begin{cases}{\left[\frac{\kappa^{\kappa} \bar{\kappa}^{\bar{\kappa}}}{(\kappa+\bar{\kappa})^{\kappa+\bar{\kappa}}}\right]^{r} \sum_{i=0}^{\infty} \frac{e_{i}}{r^{i+1 / 2}}} & \text { if } \kappa>0,  \tag{3.4}\\ \sum_{i=0}^{\infty} \frac{e_{i}^{\prime}}{r^{i+\bar{\lambda}}} & \text { if } \kappa>0, \\ & \bar{\kappa}=0,\end{cases}
$$

where $e_{i}$ and $e_{i}^{\prime}$ are constants independent of $r$. With the help of (3.4), the proof of this corollary can now be accomplished as that of Corollary 2.4.

Note. The results above are applicable to series $F(\zeta)$ for which

$$
\begin{equation*}
a_{r}=r^{p} w(r) \frac{\prod_{i=1}^{m^{\prime}}\left(\varepsilon_{i} r+\delta_{i}\right)!}{\prod_{i=1}^{n^{\prime}}\left(\varepsilon_{i} r+\bar{\delta}_{i}\right)!}, \tag{3.5}
\end{equation*}
$$

with $p$ and $w(r)$ as before, $\varepsilon_{i}>0, \varepsilon_{i}+\delta_{i}>-1, \bar{\delta}_{i}>\delta_{i}, 1 \leqq i \leqq n^{\prime}, m^{\prime}>n^{\prime}$. This is so since $a_{r}$ can be expressed as in (3.1), due to the fact that

$$
\begin{equation*}
\frac{(\varepsilon r+\delta)!}{(\varepsilon r+\bar{\delta})!}=\frac{B(\varepsilon r+\delta+1, \bar{\delta}-\delta)}{(\bar{\delta}-\delta-1)!} \tag{3.6}
\end{equation*}
$$

There is no loss of generality in assuming that $\bar{\delta}_{i}>\delta_{i}, 1 \leqq i \leqq n^{\prime}$, for if $\bar{\delta}_{i} \leqq \delta_{i}$ for some $i$, say $i=q$, then $\left(\varepsilon_{q} r+\bar{\delta}_{q}\right)$ ! and $r^{p}$ in (3.5) can be replaced by $\left[\varepsilon_{q} r+\left(k \varepsilon_{q}+\bar{\delta}_{q}\right)\right]$ ! and the polynomial $r^{p} \prod_{j=1}^{k}\left(\varepsilon_{q} r+j \varepsilon_{q}+\bar{\delta}_{q}\right)$ respectively, such that $\hat{\delta}_{q}=k \varepsilon_{q}+\bar{\delta}_{q}>\delta_{q}$. In general, we can express $a_{r}$ as $a_{r}=\sum_{j=1}^{k} h_{j} a_{r}^{(j)}$, where

$$
a_{r}^{(j)}=r^{p+j} w(r) \frac{\prod_{i=1}^{m^{\prime}}\left(\varepsilon_{i} r+\delta_{i}\right)!}{\prod_{i=1}^{n^{\prime}}\left(\varepsilon_{i} r+\hat{\delta}_{i}\right)!}, \quad 1 \leqq j \leqq k
$$

with $\hat{\delta}_{i}>\delta_{i}, 1 \leqq i \leqq n^{\prime}$. Now we apply Theorem 3.1, Theorem 3.2 and Corollary 3.3 to each of the series $\sum_{r=1}^{\infty} h_{j} a_{r}^{(j)} \xi^{r}$ and add the results. The overall result is that Theorem 3.1, Theorem 3.2 and Corollary 3.3 hold for the series $F(\zeta):=\sum_{r=1}^{\infty} a_{r} \zeta^{r}$, even though $\bar{\delta}_{i}>\delta_{i}$ is not satisfied for all $1 \leqq i \leqq n^{\prime}$. Thus our results can be applied to the generalized hypergeometric functions ${ }_{p} F_{q}$, where

$$
{ }_{p} F_{q}\left(\left.\begin{array}{c}
\alpha_{1}, \cdots, \alpha_{p} \\
\rho_{1}, \cdots, \rho_{q}
\end{array} \right\rvert\, \zeta\right)=\sum_{k=0}^{\infty} \frac{\prod_{h=1}^{p}\left(\alpha_{h}\right)_{k} \zeta^{k}}{\prod_{h=1}^{q}\left(\rho_{h}\right)_{k} k!}
$$

with $(c)_{k}=\Gamma(c+k) / \Gamma(c), k=0,1, \cdots$, see [5, p. 155], when $p>q+1$.
Note also that the representation given in (3.2) is somewhat related to the beta transform described in [5, p. 160].

As an example, we consider the asymptotic series $\sum a_{r} \xi^{r}$ with

$$
a_{r}=(\alpha)_{r-1}(1+\alpha-\beta)_{r-1} /(n-1)!\quad \text { and } \quad \zeta=-1 / x .
$$

That is to say, $a_{r}$ is expressible as

$$
a_{r}=-\frac{(r+\alpha-\beta-1)!B(r+\alpha-1,1-\alpha)}{(-\alpha)!(\alpha-1)!(\alpha-\beta)!}
$$

By the remark above, $\mathscr{F}(\zeta)$ can be expressed as a double integral that can be reduced to a one-dimensional integral, which, by using some relations among the confluent hypergeometric functions of different parameters, can be shown to be $-x^{\alpha-1} U(\alpha, \beta, x)$. Again [11, Table A3] contains numerical results for different values of $\alpha, \beta$, and $x$, that indicate that the $u$-transformation produces approximations to $\mathscr{F}(\zeta)$.
4. Concluding remarks. We have shown that under the conditions stated in Corollary 2.4 and Corollary 3.3, the partial sums $A_{r-1}(\zeta)=\sum_{i=1}^{r-1} a_{i} \zeta^{i}$ of the everywhere divergent series $F(\zeta):=\sum_{i=1}^{\infty} a_{i} \zeta^{i}$ are of the form (1.7) and (1.8), where $A(\zeta)$ is the Borel-type sum of $F(\zeta)$. As mentioned in the introduction to this work, most of the examples of everywhere divergent series considered in [11] satisfy the requirements of Corollary 2.4 and Corollary 3.3; furthermore, after some tedious calculations, involving manipulation of (2.6) and (3.2), one observes for all these examples, that the numbers obtained by applying Levin's $t$ or $u$ transformation to $A_{i}(\zeta)$, are approximations to the Borel-type sum of $F(\zeta)$. In view of this observation, we conjecture that for the kind of series considered in Corollary 2.4 and Corollary 3.3, Levin's $t$ and $u$ transformations produce approximations that converge to the Borel-type sums of these series.
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# NIELSEN'S GENERALIZED POLYLOGARITHMS* 

K. S. KOLBIG ${ }^{\dagger}$

Abstract. Properties (in particular functional relations and special values) of the functions

$$
\begin{aligned}
& (-1)^{n+p-1}(n-1)!p!S_{n, p}(z)=\int_{0}^{1} \log ^{n-1} t \log ^{p}(1-z t) \frac{d t}{t} \\
& (-1)^{n+p-1}(n-1)!p!L_{n, p}(z)=\int_{0}^{z} \log ^{n-1} t \log ^{p}(1-t) \frac{d t}{t} \\
& (-1)^{n-1}(n-1)!p!M_{n, p}(z)=\int_{0}^{z} \log ^{n-1} t \log ^{p}(1+t) \frac{d t}{t}
\end{aligned}
$$

which play a role in the computation of higher order radiative corrections in quantum electrodynamics, are discussed for complex $z$ and positive integers $n$ and $p$. The first function is a generalization of the well-known polylogarithms $(p=1)$. The discussion is based on results published by Nielsen early this century in a little-known monograph.

Key words. Nielsen's generalized polylogarithms, polylogarithms, Spence functions, logarithmic integrals, Riemann zeta functions, Stirling numbers of the first kind

AMS(MOS) subject classification. Primary 33A70

1. Introduction. A certain class of logarithmic integrals, the so-called polylogarithms, defined by

$$
\begin{equation*}
L i_{n}(x)=\frac{(-1)^{n-1}}{(n-2)!} \int_{0}^{1} \log ^{n-2} t \log (1-x t) \frac{d t}{t}, \quad(n \geqq 2) \tag{1.1}
\end{equation*}
$$

has been investigated in the past by many mathematicians, including Euler, Kummer, Abel and Spence. In particular, their properties with respect to transformations of the variable were established for several special cases, for example, for the dilogarithm ( $n=2$ ) and the trilogarithm $(n=3)$. A special property of these functions is the relation

$$
\begin{equation*}
L i_{n}(1)=\zeta(n) \tag{1.2}
\end{equation*}
$$

where $\zeta(n)$ is the Riemann zeta function of integer argument.
At the beginning of this century, the Danish mathematician Niels Nielsen collected the known results into a monograph [20], and introduced a new class of functions, namely

$$
\begin{equation*}
S_{n, p}(z)=\frac{(-1)^{n+p-1}}{(n-1)!p!} \int_{0}^{1} \log ^{n-1} t \log ^{p}(1-z t) \frac{d t}{t} \tag{1.3}
\end{equation*}
$$

defined for positive integers $n, p$, and complex $z=x+i y$. The function $\log \zeta$ is understood to lie on its principal sheet, and we define

$$
\begin{equation*}
\log \xi=\lim _{\varepsilon \rightarrow 0+} \log (\xi+i \varepsilon)=\log |\xi|+i \pi \quad \text { if } \xi<0 \tag{1.4}
\end{equation*}
$$

[^106]Because of the fact that

$$
S_{n-1,1}(z)=L i_{n}(z),
$$

these functions are generalizations of the polylogarithms (1.1). It is likely that Nielsen undertook his research on $S_{n, p}(z)$ in the hope of finding expressions for $\zeta(2 k+1)$ similar to those known for $\zeta(2 k)$, and results for

$$
\begin{equation*}
\beta(2 k)=\sum_{j=0}^{\infty} \frac{(-1)^{j}}{(2 j+1)^{2 k}} \quad(k=1,2, \cdots), \tag{1.5}
\end{equation*}
$$

similar to those known for $\beta(2 k+1)$. At least he remarked [20, pp. 131, 204] that he was not able to obtain such results from his relations for $S_{n, p}(z)$.

Nielsen's monograph [20] contains many formulae for $S_{n, p}(z)$ and for two related functions $L_{n, p}(z)$ and $M_{n, p}(z)$, in particular involving transformations of the argument $z$. Although most of his formulae are correct (apart from misprints) for complex $z=x+i y$ with $y \neq 0$, the direct replacement of $z$ by real $x$ may lead to discrepancies when the functions involved are complex-valued for real $x$. This fact has been overlooked in [12]. As far as the author knows, these formulae have never found their way into any of the relevant handbooks, and it seems that the only reference to this monograph until about fifteen years ago was in the book of Lewin [16]. About this time, however, it became apparent that Nielsen, although he did not succeed in finding results for $\zeta(2 k+1)$ and $\beta(2 k)$, had introduced a class of functions which are of importance in certain applications, in particular in quantum electrodynamics (see, for example, [2], [3], [6], [15], [18], [19]). With this application in mind, functional relations for $S_{n, p}(z)$ were presented in [12], together with a method for computing $S_{n, p}(z)$ accurately (12-14 digits) for real $z=x$ and $n+p \leqq 5$. Also some of Nielsen's ideas, in particular on the special values $s_{n, p}=S_{n, p}(1)$ and on a similar integral, have been investigated further [12], [13], [14]. Jacobs and Lambert [11] have developed a method for computing $S_{1,1}(z)$ and $S_{2,1}(z)$ for complex values of $z$, and Barlow [4] has considered the computation of $S_{n, p}(z)$ for complex $z$ by continued fraction approximants.

An explanation for the fact that Nielsen's monograph remained undiscovered for so long lies perhaps in the fact that it was published in a journal which (at least for mathematicians and physicists) was little-known and not easy to obtain. Further, it contains an unusually large number of misprints and, as we shall see, genuine errors. It is, however, far from being out-of-date or without interest. Integrals of this type or even, in some respects, more general, such as

$$
\int_{0}^{1} \frac{\log ^{m} t \log ^{n}(1-t) \log ^{p}(1+t)}{D(t)} d t
$$

where $m, n$, and $p$ are nonnegative integers, and $D(t)=t, 1-t$, or $1+t$, play a role in the evaluation of Feynman and relativistic phase space integrals, as is indicated by the recent publication of a table by Gastmans and Troost [7]. These authors also discuss certain special values of the polylogarithms, a problem which Nielsen investigated in a more general way for his functions, and give a table of infinite series related to polylogarithmic integrals.

Therefore, for historical and practical reasons, it is perhaps worthwhile to give a systematic and critical presentation of the more important part of Nielsen's work on generalized polylogarithms, which until now has not been generally accessible. For
example, Lewin [17, p. 199], in a new edition of [16], remarked that it was not possible for him to give a discussion of the general results obtained by Nielsen, although he cites Nielsen's monograph many times. Also, the table of Gröbner and Hofreiter [9, pp. 71-73] contains a chapter on "Euler's dilogarithm and its generalisations" and a reference to [20], but only formulae for $p=1$ are given there.

In the presentation which follows, we shall follow the original monograph fairly closely, but on some occasions we shall present new results or proofs; for example, certain constants appearing in the functional equation relating $S_{n, p}(z)$ to $S_{\nu, \rho}(1 / z)$ will be expressed in terms of known constants. Special attention will also be given to the correct representation of the functional relations for real arguments.
2. Basic formulae. Nielsen's generalized polylogarithms can be defined by [12], [20]

$$
\begin{align*}
S_{n, p}(z) & =\frac{(-1)^{n+p-1}}{(n-1)!p!} \int_{0}^{1} \log ^{n-1} t \log ^{p}(1-z t) \frac{d t}{t}  \tag{2.1}\\
& =\sum_{j=0}^{\infty} \frac{(-1)^{j} S_{p+j}^{(p)}}{(p+j)!(p+j)^{n}} z^{p+j} \quad(|z| \leqq 1) \\
& =\frac{(-1)^{n-1}}{(n-1)!p!}\left[\frac{\partial^{n+p-1}}{\partial \beta^{n-1} \partial \alpha^{p}} \frac{1}{\beta^{2}} F_{1}(\alpha, \beta ; \beta+1 ; z)\right]_{\alpha=\beta=0}
\end{align*}
$$

where

$$
{ }_{2} F_{1}(\alpha, \beta ; \gamma ; z)=\frac{\Gamma(\gamma)}{\Gamma(\beta) \Gamma(\gamma-\beta)} \int_{0}^{1} t^{\beta-1}(1-t)^{\gamma-\beta-1}(1-t z)^{-\alpha} d t
$$

is the Gaussian hypergeometric function, and

$$
S_{k}^{(m)}=\sum_{i=0}^{k-m} \frac{1}{i!}\binom{k-1+i}{k-m+i}\binom{2 k-m}{k-m-i} \sum_{j=0}^{i}(-1)^{i}\binom{i}{j}^{k-m+i}
$$

are the Stirling numbers of the first kind in Schlömilch's representation [5, p. 216], generated by [1], [5, p. 212]

$$
\begin{equation*}
\log ^{m}(1+x)=m!\sum_{k=m}^{\infty} S_{k}^{(m)} \frac{x^{k}}{k!} \quad(|x|<1) \tag{2.4}
\end{equation*}
$$

In this paper, we shall use Nielsen's notation

$$
S_{n}(z)=S_{n-1,1}(z)
$$

instead of the notation $L i_{n}(z)$ introduced by Lewin [16], [17].
It follows from the series definition (2.2) that, for the polylogarithms,

$$
\begin{equation*}
S_{n}(z)=\sum_{j=1}^{\infty} \frac{z^{j}}{j^{n}}=\frac{z}{1^{n}}+\frac{z^{2}}{2^{n}}+\frac{z^{3}}{3^{n}}+\cdots \quad(|z| \leqq 1) \quad(n>1) . \tag{2.5}
\end{equation*}
$$

For $n=1$ and $n=0$, we have as degenerate cases

$$
\begin{equation*}
S_{1}(z)=-\log (1-z), \quad S_{0}(z)=\frac{z}{1-z}, \quad(|z|<1) . \tag{2.6}
\end{equation*}
$$

For $p>1$, the series (2.2) becomes considerably more complicated. By writing [5, p. 217]

$$
\begin{align*}
& S_{j+2}^{(2)}=(-1)^{j}(j+1)!\sum_{k=1}^{j+1} \frac{1}{k},  \tag{2.7}\\
& S_{j+3}^{(3)}=(-1)^{j}(j+2)!\left[\left(\sum_{k=1}^{j+2} \frac{1}{k}\right)^{2}-\sum_{k=1}^{j+2} \frac{1}{k^{2}}\right], \tag{2.8}
\end{align*}
$$

we find, for example

$$
\begin{align*}
& S_{n, 2}(z)=\frac{z^{2}}{2^{n+1}}+\left(1+\frac{1}{2}\right) \frac{z^{3}}{3^{n+1}}+\left(1+\frac{1}{2}+\frac{1}{3}\right) \frac{z^{4}}{4^{n+1}}+\cdots,  \tag{2.9}\\
& S_{n, 3}(z)=\frac{1}{2}\left[\left(1+\frac{1}{2}\right)^{2}-\left(1+\frac{1}{4}\right)\right] \frac{z^{3}}{3^{n+1}}  \tag{2.10}\\
& \\
& \quad+\frac{1}{2}\left[\left(1+\frac{1}{2}+\frac{1}{3}\right)^{2}-\left(1+\frac{1}{4}+\frac{1}{9}\right)\right] \frac{z^{4}}{4^{n+1}}+\cdots .
\end{align*}
$$

From (2.1) and (2.2) one may easily obtain

$$
\begin{align*}
& \frac{a}{d z} S_{n, p}(\alpha z)= \begin{cases}\frac{(-1)^{p}}{p!} \frac{1}{z} \log ^{p}(1-\alpha z), & (n=1), \\
\frac{1}{z} S_{n-1, p}(\alpha z), & (n \geqq 2),\end{cases}  \tag{2.11}\\
& S_{n, p}(\alpha z)=\int_{0}^{z} \frac{1}{\zeta} S_{n-1, p}(\alpha \zeta) d \zeta, \quad(n \geqq 1), \\
& S_{n, p}(z)=\frac{1}{p!p^{n}} z^{p}+O\left(z^{p+1}\right), \quad(z \rightarrow 0), \tag{2.12}
\end{align*}
$$

and from (5.12) below,

$$
S_{n, p}(z)=\frac{(-1)^{p}}{(n+p)!} \log ^{n+p}(-z)+O\left(\log ^{n-1}(-z)\right), \quad(z \rightarrow \infty)
$$

In order to derive his relations, Nielsen introduces in addition the functions

$$
\begin{array}{ll}
L_{n, p}(z)=\frac{(-1)^{n+p-1}}{(n-1)!p!} \int_{0}^{z} \log ^{n-1} t \log ^{p}(1-t) \frac{d t}{t}, & (n \geqq 1, p \geqq 1),  \tag{2.13}\\
M_{n, p}(z)=\frac{(-1)^{n-1}}{(n-1)!p!} \int_{0}^{z} \log ^{n-1} t \log ^{p}(1+t) \frac{d t}{t}, & (n \geqq 1, p \geqq 1) .
\end{array}
$$

Using the binomial theorem, it is easy to see that

$$
\begin{align*}
& S_{n, p}(z)=\sum_{j=0}^{n-1} \frac{\log ^{j} z}{j!} L_{n-j, p}(z),  \tag{2.15}\\
& L_{n, p}(z)=\sum_{j=0}^{n-1} \frac{(-1)^{j} \log ^{j} z}{j!} S_{n-j, p}(z), \tag{2.16}
\end{align*}
$$

and

$$
\begin{align*}
& (-1)^{p} S_{n, p}(-z)=\sum_{j=0}^{n-1} \frac{\log ^{j} z}{j!} M_{n-j, p}(z),  \tag{2.17}\\
& M_{n, p}(z)=(-1)^{p} \sum_{j=0}^{n-1} \frac{(-1)^{j} \log ^{j} z}{j!} S_{n-j, p}(-z) . \tag{2.18}
\end{align*}
$$

In particular,

$$
\begin{equation*}
L_{1, p}(z)=S_{1, p}(z), \quad M_{1, p}(z)=(-1)^{p} S_{1, p}(-z) \tag{2.19}
\end{equation*}
$$

The values of $S_{n, p}(z)$ for $z=1,-1$ and $\frac{1}{2}$ are of special interest. These values are real, and we define

$$
\begin{align*}
& s_{n, p}=S_{n, p}(1)=L_{n, p}(1), \\
& \sigma_{n, p}=(-1)^{p} S_{n, p}(-1)=M_{n, p}(1),  \tag{2.20}\\
& a_{n, p}=S_{n, p}\left(\frac{1}{2}\right)
\end{align*}
$$

We also write

$$
s_{n}=s_{n-1,1}, \quad \sigma_{n}=\sigma_{n-1,1}, \quad a_{n}=a_{n-1,1} .
$$

Properties of $s_{n, p}, \sigma_{n, p}$ and $a_{n, p}$ are discussed in $\S 9$. For the moment, we note only that $s_{n, p}$ can be expressed in $\zeta(k)$, that

$$
\begin{equation*}
s_{n, p}=s_{p, n}, \tag{2.21}
\end{equation*}
$$

which follows from the definition integral (2.1) by partial integration, and that

$$
\begin{equation*}
s_{n}=\zeta(n), \quad \sigma_{n}=\left(1-2^{1-n}\right) \zeta(n), \tag{2.22}
\end{equation*}
$$

which follows from (2.5), using well-known properties of the Riemann zeta function.
3. Some analytical properties of $S_{n, p}(z), L_{n, p}(z)$, and $M_{n, p}(z)$. With the general definition of the logarithm function, $S_{n, p}(z), L_{n, p}(z)$, and $M_{n, p}(z)$ are multi-valued functions of $z$. By restricting $\log \zeta$ to its principal sheet, using (1.4), and cutting the $z$-plane appropriately, we obtain single-valued functions which are holomorphic at all finite points $z$ with the exception of the branch-cuts. In the remainder of this section, we define these cuts along sections of the real axis $z=x$ and describe the behavior of these functions on this axis, in particular on the cuts. These properties will be required later.
3.1. $S_{n, p}(z)$. In this case, we have as branch points $z=1$ and $z=\infty$, and we cut the $z$-plane along the real axis from $x=1$ to $\infty$. For $x \leqq 1, S_{n, p}(x)$ is real. For the behavior on the cut, we have from (1.3) and (1.4)

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0+} S_{n, p}(x-i \varepsilon) & =S_{n, p}(x)  \tag{3.1}\\
\lim _{\varepsilon \rightarrow 0+} S_{n, p}(x+i \varepsilon) & =S_{n, p}^{*}(x)
\end{align*}
$$

where the asterisk denotes the complex conjugate. Therefore, $S_{n, p}(z)$ is, on the cut, continuous from below.
3.2. $\boldsymbol{L}_{n, p}(z)(n>1)$. Because of (2.19), we can make the restriction $n>1$. As branch points, we find $z=0, z=1$ and $z=\infty$, and we cut the $z$-plane along the real axis from $x=1$ to $\infty$, and from $x=0$ to $-\infty$. For $0 \leqq x \leqq 1, L_{n, p}(x)$ is real. On the cuts, we have from (2.16),

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0+} L_{n, p}(x+i \varepsilon) & =L_{n, p}(x),  \tag{3.2}\\
\lim _{\varepsilon \rightarrow 0+} L_{n, p}(x-i \varepsilon) & =L_{n, p}^{*}(x), \quad(x<0),
\end{align*}
$$

and

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0+} L_{n, p}(x-i \varepsilon) & =L_{n, p}(x), \quad(x>1),
\end{align*}
$$

so that $L_{n, p}(z)$ is continuous from above for $x<0$, and continuous from below for $x>1$.
3.3. $\boldsymbol{M}_{n, p}(z)$. From (2.19) and (3.1), we find for $n=1$ that the branch points are $z=-1$ and $z=\infty$, and we cut the $z$-plane from $x=-1$ to $-\infty$. On the cut, we have

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0+} M_{1, p}(x+i \varepsilon) & =M_{1, p}(x),  \tag{3.4}\\
\lim _{\varepsilon \rightarrow 0+} M_{1, p}(x-i \varepsilon) & =M_{1, p}^{*}(x), \quad(x<-1),
\end{align*}
$$

so that $M_{1, p}(z)$ is continuous from above for $x<-1$. For $x \geqq-1, M_{1, p}(x)$ is real.
For $n>1$, we find from (2.18)

$$
\lim _{\varepsilon \rightarrow 0+} M_{n, p}(x \pm i \varepsilon)=(-1)^{p} \sum_{j=0}^{n-1} \frac{(-1)^{j} \log ^{j}(x \pm i \varepsilon)}{j!} S_{n-j, p}(-x \mp i \varepsilon) .
$$

Because of (1.4) and (3.1), it follows that $M_{n, p}(z)$ has branch points at $z=0$ and $z=\infty$, and we cut the $z$-plane from $x=0$ to $-\infty$. Then

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0+} M_{n, p}(x+i \varepsilon) & =M_{n, p}(x), \quad(x<0) .  \tag{3.5}\\
\lim _{\varepsilon \rightarrow 0+} M_{n, p}(x-i \varepsilon) & =M_{n, p}^{*}(x),
\end{align*}
$$

For $x \geqq 0, M_{n, p}(x)$ is real. Thus, $M_{n, p}(z)$ is continuous from above for $x<0(n \geqq 1, p \geqq$ 1).
4. A lemma. In order to establish some of the functional relations for the generalized polylogarithms, Nielsen needs the following

Lemma. Let the complex quantities $x_{j}, y_{j}(j=1, \cdots, n)$, and $\alpha$, for $n=1,2,3, \cdots$, be related by

$$
\begin{equation*}
x_{n}=\sum_{j=0}^{n-1} \frac{\alpha^{j}}{j!} y_{n-j} . \tag{4.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
y_{n}=\sum_{j=0}^{n-1}(-1)^{j} \frac{\alpha^{j}}{j!} x_{n-j} \tag{4.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=0}^{n-1} \frac{\alpha^{j}}{j!}\binom{n+r-j-1}{r} y_{n+r-j}=\sum_{m=0}^{r}(-1)^{m} \frac{\alpha^{m}}{m!}\binom{n+r-m-1}{r-m} x_{n+r-m} \tag{4.1b}
\end{equation*}
$$

Proof. The first result (4.1a) is well known. Nielsen obtains (4.1a) by using relations between integrals (see Lewin [17, p. 266]), but mentions that it can be proved directly. An elementary proof follows from the well-known binomial inversion theorem [21, p. 45], namely

$$
a_{n}=\sum_{j=0}^{n}\binom{n}{j} b_{n-j}, \quad b_{n}=\sum_{j=0}^{n}(-1)^{j}\binom{n}{j} a_{n-j},
$$

by setting $a_{0}=b_{0}=0$ and

$$
a_{k}=k!\alpha^{-k} x_{k}, \quad b_{k}=k!\alpha^{-k} y_{k} .
$$

Note that, for fixed $p, L_{n, p}(x), S_{n, p}(x)$, and $M_{n, p}(x),(-1)^{p} S_{n, p}(-x)$ are, according to (2.15)-(2.18) pairs of functions related by this lemma.

In order to prove (4.1b), Nielsen uses a form of Vandermonde's convolution theorem (see, for example, Riordan [21, pp. 8-10]), namely

$$
\begin{equation*}
\sum_{m=0}^{r}(-1)^{m}\binom{j}{m}\binom{n+r-m-1}{r-m}=\binom{n-j+r-1}{r} \tag{4.2}
\end{equation*}
$$

in particular

$$
\begin{equation*}
\sum_{m=0}^{r}(-1)^{m}\binom{n+k}{m}\binom{n+r-m-1}{r-m}=0, \quad(0 \leqq k \leqq r-1) \tag{4.3}
\end{equation*}
$$

Denoting the left-hand side of (4.1b) by $A_{n, r}$, we obtain, using (4.2),

$$
\begin{align*}
A_{n, r} & =\sum_{j=0}^{n-1} \frac{\alpha^{j}}{j!} \sum_{m=0}^{r}(-1)^{m}\binom{j}{m}\binom{n+r-m-1}{r-m} y_{n+r-j}  \tag{4.4}\\
& =\sum_{m=0}^{r}(-1)^{m} \frac{\alpha^{m}}{m!}\binom{n+r-m-1}{r-m}^{n-m-1} \sum_{j=0}^{n-\frac{\alpha^{j}}{j!}} y_{n+r-m-j} .
\end{align*}
$$

From (4.1), we have

$$
\begin{equation*}
\sum_{j=0}^{n-m-1} \frac{\alpha^{j}}{j!} y_{n+r-m-j}=x_{n+r-m}-\alpha^{n-m} \sum_{k=0}^{r-1} \frac{\alpha^{k}}{(n-m+k)!} y_{r-k} . \tag{4.5}
\end{equation*}
$$

Substituting (4.5) into (4.4), we find as coefficient for $y_{r-k}$ the expression

$$
-\frac{\alpha^{n+k}}{(n+k)!} \sum_{m=0}^{r}(-1)^{m}\binom{n+k}{m}\binom{n+r-m-1}{r-m}, \quad(0 \leqq k \leqq r-1)
$$

which vanishes by (4.3). The result (4.1b) follows immediately.
5. The transformations $z \rightarrow 1-z$ and $z \rightarrow 1 / z$. Nielsen was able to find many formulae relating the functions $S_{n, p}(z), L_{n, p}(z)$, and $M_{n, p}(z)$ for different arguments. He proved these relations mainly by considering indefinite integrals for $L_{n, p}(z)$ and $M_{n, p}(z)$, for example by writing

$$
L_{n, p}(z)=\frac{(-1)^{n+p-1}}{(n-1)!p!} \int \log ^{n-1} z \log ^{p}(1-z) \frac{d z}{z}+C
$$

and fixing the constant in the resulting expression by considering special values.
In the following, we shall prove these formulae of Nielsen by using the definitions (2.13) and (2.14) of $L_{n, p}(z)$ and $M_{n, p}(z)$. We start with
5.1. The reflection $\boldsymbol{z} \rightarrow \mathbf{1}-\boldsymbol{z}$. We split the range of integration in (2.13), and obtain by partial integration, for $\operatorname{Im} z \neq 0$, using (2.20),

$$
\begin{aligned}
L_{n, p}(z)= & s_{n, p}+\frac{(-1)^{n+p-1}}{(n-1)!p!} \int_{1}^{z} \log ^{n-1} t \log ^{p}(1-t) \frac{d t}{t} \\
= & s_{n, p}+\frac{(-1)^{n+p-1}}{n!p!} \log ^{n} z \log ^{p}(1-z) \\
& -\frac{(-1)^{n+p-1}}{(p-1)!n!} \int_{0}^{1-z} \log ^{p-1} t \log ^{n}(1-t) \frac{d t}{t},
\end{aligned}
$$

which gives

$$
\begin{equation*}
L_{n, p}(z)+L_{p, n}(1-z)=s_{n, p}-\frac{(-1)^{n+p}}{n!p!} \log ^{n} z \log ^{p}(1-z) \tag{5.1}
\end{equation*}
$$

as the reflection formula for the function $L_{n, p}(z)$. Using (2.15) yields

$$
\begin{equation*}
S_{n, p}(z)=\sum_{j=0}^{n-1} \frac{\log ^{j} z}{j!}\left\{s_{n-j, p}-L_{p, n-j}(1-z)-\frac{(-1)^{n+p-j}}{(n-j)!p!} \log ^{n-j} z \log ^{p}(1-z)\right\} \tag{5.2}
\end{equation*}
$$

whence, using (2.16) and a well-known property of the binomial coefficients,

$$
\begin{align*}
S_{n, p}(z)= & \sum_{j=0}^{n-1} \frac{\log ^{j} z}{j!}\left\{s_{n-j, p}-\sum_{k=0}^{p-1} \frac{(-1)^{k} \log ^{k}(1-z)}{k!} S_{p-k, n-j}(1-z)\right\}  \tag{5.3}\\
& +\frac{(-1)^{p}}{n!p!} \log ^{n} z \log ^{p}(1-z)
\end{align*}
$$

Equation (5.3) is the reflection formula for the generalized polylogarithms. In the case of polylogarithms ( $p=1$ ), this equation reduces to

$$
\begin{equation*}
S_{n}(z)=\sum_{j=0}^{n-2} \frac{\log ^{j} z}{j!}\left\{s_{n-j}-S_{1, n-j-1}(1-z)\right\}-\frac{1}{(n-1)!} \log ^{n-1} z \log (1-z) \tag{5.4}
\end{equation*}
$$

Note that the reflection $z \rightarrow 1-z$ for $S_{n, p}(z)$ as expressed by (5.3) remains within the set of generalized polylogarithms (apart from known constants and logarithms). Equation (5.4) shows, however, that it is not possible to represent the reflection for the polylogarithms within the set of these functions if $n \geqq 3$. Thus, for the trilogarithm, one
has

$$
\begin{equation*}
S_{3}(z)=s_{3}-S_{1,2}(1-z)+\log z\left[s_{2}-S_{2}(1-z)\right]-\frac{1}{2} \log ^{2} z \log (1-z) . \tag{5.5}
\end{equation*}
$$

This relation contains the function $S_{1,2}(1-z)$ which is not a polylogarithm. It is interesting to note, however, that the reflection formula provides an expression for the particular generalized polylogarithms $S_{1, p}(z)$ in terms of ordinary polylogarithms, since we have

$$
\begin{align*}
S_{1, p}(z)= & \frac{(-1)^{p}}{p!} \int_{0}^{1} \log ^{p}(1-z t) \frac{d t}{t}=s_{p+1}+\frac{(-1)^{p}}{p!} \log z \log ^{p}(1-z)  \tag{5.6}\\
& -\sum_{k=0}^{p-1}(-1)^{k} \log ^{k} \frac{(1-z)}{k!} S_{p-k+1}(1-z) .
\end{align*}
$$

We now consider the case $z=x$ real. By setting $z=x+i \varepsilon$ it follows from (3.2), (3.3) and (1.4) that, for $x<0$, (5.1) remains unchanged, while for $x>1$, both sides must be replaced by their complex conjugate. From this and the fact that $L_{n, p}(x)$ is real for $0 \leqq x \leqq 1$, we see that (5.1) remains valid, as it stands, for arbitrary real $z=x$. By a similar argument, this is also true for (5.3) relating $S_{n, p}(z)$ to $S_{\nu, \rho}(1-z)$, and for the special case (5.4). Therefore, the restriction $\operatorname{Im} z \neq 0$ made above is no longer necessary.
5.2. The inversion $\boldsymbol{z} \rightarrow \mathbf{1} / \boldsymbol{z}$. This case is more complicated. We follow Nielsen in first establishing an inversion formula for $M_{n, p}(z)$ but instead of considering indefinite integrals for $M_{n, p}(z)$ and $M_{n, p}(1 / z)$ as he does, we start with thie definition integral (2.14), which gives for $\operatorname{Im} z \neq 0$, using (2.20),

$$
\begin{aligned}
M_{n, p}(z)= & \sigma_{n, p}+\frac{(-1)^{n-1}}{(n-1)!p!} \int_{1}^{z} \log ^{n-1} t \log ^{p}(1+t) \frac{d t}{t} \\
= & \sigma_{n, p}-\frac{1}{(n-1)!p!} \int_{1}^{1 / z} \log ^{n-1} t[\log (1+t)-\log t]^{p} \frac{d t}{t} \\
= & \sigma_{n, p}-\frac{1}{(n-1)!p!} \sum_{k=0}^{p-1}(-1)^{k}\binom{p}{k} \int_{1}^{1 / z} \log ^{n+k-1} t \log ^{p-k}(1+t) \frac{d t}{t} \\
& \quad-\frac{(-1)^{p}}{(n-1)!p!} \int_{1}^{1 / z} \log ^{n+p-1} t \frac{d t}{t} \\
= & \sigma_{n, p}-(-1)^{n} \sum_{k=0}^{p-1}\binom{n+k-1}{k} \sigma_{n+k, p-k} \\
& +(-1)^{n} \sum_{k=0}^{p-1}\binom{n+k-1}{k} M_{n+k, p-k}\left(\frac{1}{z}\right)-\frac{(-1)^{n}}{(n+p)(n-1)!p!} \log ^{n+p} z .
\end{aligned}
$$

Denoting the constant part by $C_{n, p}$, we have

$$
\begin{equation*}
M_{n, p}(z)=C_{n, p}+(-1)^{n} \sum_{k=0}^{p-1}\binom{n+k-1}{k} M_{n+k, p-k}\left(\frac{1}{z}\right)-\frac{(-1)^{n}}{(n+p)(n-1)!p!} \log ^{n+p} z \tag{5.7}
\end{equation*}
$$

$$
(\operatorname{Im} z \neq 0, \text { or } \operatorname{Im} z=0 \text { and } \operatorname{Re} z \geqq 0) .
$$

Formula (5.7) is also valid for real $z=x \geqq 0$, in which case it is real. For $x<0$, we set $z=x+i \varepsilon$ and obtain with the help of (1.4) and (3.5) the relation

$$
\begin{align*}
M_{n, p}(x)=C_{n, p} & +(-1)^{n} \sum_{k=0}^{p-1}\binom{n+k-1}{k} M_{n+k, p-k}^{*}\left(\frac{1}{x}\right)  \tag{5.8}\\
& -\frac{(-1)^{n}}{(n+p)(n-1)!p!} \log ^{n+p} x, \quad(x \text { real })
\end{align*}
$$

This equation enables us to express the constants (where the sum is zero for $p=1$ )

$$
\begin{equation*}
C_{n, p}=\left(1-(-1)^{n}\right) \sigma_{n, p}-(-1)^{n} \sum_{k=1}^{p-1}\binom{n+k-1}{k} \sigma_{n+k, p-k} \tag{5.9}
\end{equation*}
$$

in terms of known constants. This will be discussed further in $\S 7$.
In order to establish the inversion formula for the generalized polylogarithms $S_{n, p}(z)$, we start from (5.7) and write, using (2.17)

$$
\begin{align*}
(-1)^{p} S_{n, p}(-z)= & \sum_{j=0}^{n-1} \frac{\log ^{j} z}{j!}(-1)^{n-j} \sum_{k=0}^{p-1}\binom{n-j+k-1}{k} M_{n-j+k, p-k}\left(\frac{1}{z}\right)  \tag{5.10}\\
& -\frac{1}{p!} \log ^{n+p} z \sum_{j=0}^{n-1} \frac{(-1)^{n-j}}{(n-j+p)(n-j-1)!j!}+\sum_{j=0}^{n-1} \frac{\log ^{j} z}{j!} C_{n-j, p} .
\end{align*}
$$

The coefficient of $\log ^{n+p} z$ can be written as [8, No. 3.191 3]

$$
\begin{align*}
-\frac{1}{p!} \sum_{j=0}^{n-1} \frac{(-1)^{n-j}}{(n-j+p)(n-j-1)!j!} & =\frac{1}{p!(n-1)!} \int_{0}^{1} \sum_{j=0}^{n-1}(-1)^{n-j}\binom{n-1}{j} u^{n-j+p-1} d u  \tag{5.11}\\
& =\frac{1}{p!(n-1)!} \int_{0}^{1} u^{p}(1-u)^{n-1} d u=\frac{1}{(n+p)!} .
\end{align*}
$$

We now apply Lemma (4.1b) and write, remembering that $M_{n, p}(z)$ and ( -1$)^{p} S_{n, p}(-z)$ are related through (4.1),

$$
\begin{aligned}
& \sum_{j=0}^{n-1}(-1)^{j} \frac{\log ^{j} z}{j!}\binom{n-j+k-1}{k} M_{n-j+k, p-k}\left(\frac{1}{z}\right) \\
& \quad=(-1)^{p-k} \sum_{m=0}^{k} \frac{\log ^{m} z}{m!}\binom{n+k-m-1}{k-m} S_{n+k-m, p-k}\left(-\frac{1}{z}\right)
\end{aligned}
$$

whence, replacing $z$ by $-z$ in (5.10)

$$
\begin{align*}
S_{n, p}(z)= & (-1)^{n} \sum_{k=0}^{p-1}(-1)^{k} \sum_{m=0}^{k} \frac{\log ^{m}(-z)}{m!}\binom{n+k-m-1}{k-m} S_{n+k-m, p-k}\left(\frac{1}{z}\right)  \tag{5.12}\\
& +(-1)^{p}\left\{\sum_{j=0}^{n-1} \frac{\log ^{j}(-z)}{j!} C_{n-j, p}+\frac{1}{(n+p)!} \log ^{n+p}(-z)\right\}
\end{align*}
$$

It is easy to see that (5.12) is also valid for real $z=x$ if $x \leqq 0$. In this case it contains only real functions. For $x>0$, we proceed analogously to the case of $M_{n, p}(z)$, set $z=x+i \varepsilon$ and obtain, using (1.4) and (3.1),
(5.13)

$$
\begin{aligned}
S_{n, p}(x)=(-1)^{n} & \sum_{k=0}^{p-1}(-1)^{k} \sum_{m=0}^{k} \frac{\log ^{m}(-x)}{m!}\binom{n+k-m-1}{k-m} S_{n+k-m, p-k}^{*}\left(\frac{1}{x}\right) \\
& +(-1)^{p}\left\{\sum_{j=0}^{n-1} \frac{\log ^{j}(-x)}{j!} C_{n-j, p}+\frac{1}{(n+p)!} \log ^{n+p}(-x)\right\} \quad(x \text { real }) .
\end{aligned}
$$

Note that the imaginary parts cancel for $0 \leqq x \leqq 1$. Further, since $S_{\nu, \rho}(1 / x)$ is real for $x \geqq 1$, it follows that the imaginary part of $S_{n, p}(x)$ for $x \geqq 1$ comes only from $\log (-x)$. Using (1.4) in (5.13) and taking the imaginary part (with empty sums equal to zero) gives ${ }^{1}$

$$
\begin{align*}
\frac{1}{\pi} \operatorname{Im} S_{n, p}(x)= & (-1)^{n} \sum_{k=1}^{p-1}(-1)^{k} \sum_{m=1}^{k}\binom{n+k-m-1}{k-m} S_{n+k-m, p-k}\left(\frac{1}{x}\right)  \tag{5.14}\\
& \times \sum_{j=0}^{[(m-1) / 2]}(-1)^{j} \frac{\pi^{2 j}}{(2 j+1)!(m-2 j-1)!} \log ^{m-2 j-1} x \\
& +(-1)^{p} \sum_{m=1}^{n-1} C_{n-m, p} \sum_{j=0}^{[(m-1) / 2]}(-1)^{j} \frac{\pi^{2 j}}{(2 j+1)!(m-2 j-1)!} \log ^{m-2 j-1} x \\
& +(-1)^{p} \sum_{j=0}^{[(n+p-1) / 2]}(-1)^{j} \frac{\pi^{2 j}}{(2 j+1)!(n+p-2 j-1)!} \log ^{n+p-2 j-1} x .
\end{align*}
$$

Equation (5.14) shows that, for $p>1, \operatorname{Im} S_{n, p}(x)$ is expressible, apart from logarithms and (known) constants, in terms of $S_{\nu, \rho}(\xi)(n \leqq \nu \leqq n+p-2,1 \leqq \rho \leqq p-1)$ in the interval $0<\xi \leqq 1$.

For the polylogarithms, we obtain as a special case from (5.12), (5.9) and (2.22)

$$
\begin{align*}
S_{n}(z)+ & (-1)^{n} S_{n}\left(\frac{1}{z}\right)  \tag{5.15}\\
& =-\frac{1}{n!} \log ^{n}(-z)-\sum_{j=0}^{n-2} \frac{1}{j!}\left(1+(-1)^{n-j}\right)\left(1-2^{1-n+j}\right) s_{n-j} \log ^{j}(-z)
\end{align*}
$$

where for real $z=x, S_{n}(1 / x)$ has to be replaced by $S_{n}^{*}(1 / x)$.
As in the case of reflection, the inversion (5.12) has the remarkable property of remaining within the set of generalized polylogarithms. In contrast to the case of reflection, the inversion (5.15) for the polylogarithms also remains within the set of these functions.

[^107]6. Bilinear transformations of the argument. If we consider the reflection $P_{1}(z)=$ $1-z$ and the inversion $P_{2}(z)=1 / z$ as belonging to the group of bilinear transformations
$$
P(z)=\frac{\alpha z+\beta}{\gamma z+\delta}
$$
with real coefficients and $\alpha \delta-\beta \gamma \neq 0$, we see that they generate a subgroup
$$
P_{j}(z)=z, \quad 1-z, \quad \frac{1}{z}, \quad \frac{1}{1-z}, \quad \frac{z-1}{z}, \quad \frac{z}{z-1}
$$
$(j=0,1, \cdots, 5)$. By repeated use of (5.3) and (5.12) it is then possible to find formulae for
$$
S_{n, p}\left(\frac{1}{1-z}\right), \quad S_{n, p}\left(\frac{z-1}{z}\right), \quad S_{n, p}\left(\frac{z}{z-1}\right)
$$
which will contain, apart from logarithms and known constants, only generalized polylogarithms. These formulae become soon very complicated, and we leave a more systematic investigation to further research. By the above procedure one can, in principle, find a (complicated) expression for $S_{2,2}(z)$ in terms of polylogarithms. Lewin [17, p. 204] has given a formula from which such an expression can be derived.

Nielsen also discusses the following bilinear transformations of the argument of the function $L_{n, p}(z)$.
6.1. The transformation $z \rightarrow \mathbf{1} /(1+z)$. From the definition integral (2.13) we find, for $\operatorname{Im} z \neq 0$,

$$
\begin{align*}
L_{n, p}\left(\frac{1}{1+z}\right) & =\frac{(-1)^{n+p-1}}{(n-1)!p!} \int_{0}^{1 /(1+z)} \log ^{n-1} t \log ^{p}(1-t) \frac{d t}{t}  \tag{6.1}\\
& =s_{n, p}-\frac{1}{(n-1)!p!} \int_{0}^{z} \log ^{n-1}(1+t)[\log (1+t)-\log t]^{p} \frac{d t}{1+t} \\
& =s_{n, p}-\frac{1}{(n-1)!p!} \sum_{k=0}^{p}(-1)^{k}\binom{p}{k} \int_{0}^{z} \log ^{n+p-k-1}(1+t) \log ^{k} t \frac{d t}{1+t} .
\end{align*}
$$

Using (2.14), and taking into account that

$$
\frac{\binom{p}{k}}{(n-1)!p!(n+p-k)}=\frac{\binom{n+p-k-1}{n-1}\binom{n+p}{k}}{(n+p)!}
$$

yields, after integration by parts,

$$
\begin{gather*}
L_{n, p}\left(\frac{1}{1+z}\right)=s_{n, p}-\frac{1}{(n+p)!} \sum_{k=0}^{p}(-1)^{k}\binom{n+p-k-1}{n-1}\binom{n+p}{k} \log ^{k} z \log ^{n+p-k}(1-z)  \tag{6.2}\\
-\sum_{k=1}^{p}\binom{n+p-k-1}{n-1} M_{k, n+p-k}(z) \quad(\operatorname{Im} z \neq 0, \text { or } \operatorname{Im} z=0 \text { and } \operatorname{Re} z \geqq-1) .
\end{gather*}
$$

Both sides of formula (6.2) are real for $z=x \geqq 0$. Further, it follows from (1.4) and (3.3) that (6.2) remains valid for real $z=x$ if $-1 \leqq x \leqq 0$. For $z=x<-1$, however, we see from (3.2) that $L_{n, p}(1 /(1+z))$ has to be replaced by $L_{n, p}^{*}(1 /(1+z))$.
6.2. The transformation $z \rightarrow z /(1+z)$. In this case, we have from (2.13) for $\operatorname{Im} z \neq 0$ and $n>1$

$$
\begin{aligned}
L_{n, p}\left(\frac{z}{1+z}\right)=\frac{(-1)^{n+p-1}}{(n-1)!p!} & \int_{0}^{z /(1+z)} \log ^{n-1} t \log ^{p}(1-t) \frac{d t}{t} \\
=\frac{1}{(n-1)!p!}\{ & \int_{0}^{z}[\log (1+t)-\log t]^{n-1} \log ^{p}(1+t) \frac{d t}{t} \\
& \left.-\int_{0}^{z}[\log (1+t)-\log t]^{n-1} \log ^{p}(1+t) \frac{d t}{1+t}\right\} .
\end{aligned}
$$

Hence by comparison with (6.1),

$$
\begin{aligned}
L_{n, p}\left(\frac{z}{1+z}\right)= & L_{p+1, n-1}\left(\frac{1}{1+z}\right)-s_{p+1, n-1} \\
& +\frac{1}{(n-1)!p!} \sum_{k=0}^{n-1}(-1)^{k}\binom{n-1}{k} \int_{0}^{z} \log ^{n+p-k-1}(1+t) \log ^{k} t \frac{d t}{t}
\end{aligned}
$$

and, using (2.14) and (2.21),

$$
\begin{align*}
L_{n, p}\left(\frac{z}{1+z}\right)-L_{p+1, n-1}\left(\frac{1}{1+z}\right)=-s_{n-1, p+1}+ & \sum_{k=0}^{n-1}\binom{n+p-k-1}{p} M_{k+1, n+p-k-1}(z)  \tag{6.3}\\
& (\operatorname{Im} z \neq 0, \text { or } \operatorname{Im} z=0 \text { and } \operatorname{Re} z \geqq-1) .
\end{align*}
$$

For $n=1$, we have directly from (2.13):

$$
\begin{align*}
L_{1, p}\left(\frac{z}{1+z}\right) & =\frac{1}{p!}\left\{\int_{0}^{z} \log ^{p}(1+t) \frac{d t}{t}-\int_{0}^{z} \log ^{p}(1+t) \frac{d t}{1+t}\right\}  \tag{6.4}\\
& =M_{1, p}(z)-\frac{1}{(p+1)!} \log ^{p+1}(1+z)
\end{align*}
$$

or, by (2.19),

$$
\begin{align*}
S_{1, p}\left(\frac{z}{1+z}\right)=(-1)^{p} S_{1, p}(-z)- & \frac{1}{(p+1)!} \log ^{p+1}(1+z)  \tag{6.5}\\
& (\operatorname{Im} z \neq 0, \text { or } \operatorname{Im} z=0 \text { and } \operatorname{Re} z \geqq-1) .
\end{align*}
$$

As in the case of formula (6.2), we see by setting $z=x+i \varepsilon$ and using (1.4), (3.2) and (3.3) that the left-hand side of (6.2) must be replaced, for real $z=x<-1$, by

$$
L_{n, p}^{*}\left(\frac{z}{1+z}\right)-L_{p+1, n-1}^{*}\left(\frac{1}{1+z}\right)
$$

Since $L_{1, p}(z /(1+z))=S_{1, p}(z /(1+z))$ is real for $x \geqq-1$, the formula obtained by replacing the left-hand sides of (6.4) and (6.5) by their conjugates are valid for all real $z=x$.
6.3. The transformation $z \rightarrow(a+z) /(b+z)$. This transformation is a generalization of the transformation $z \rightarrow z /(1+z)$. The formula obtained by Nielsen [20, §13(7)] is incorrect, and, as we shall see in $\S 9$, it was this error which led him to wrong conclusions on the nature of the special values $\sigma_{n, p}=(-1)^{p} S_{n, p}(-1)$.

We have from the definition integral (2.13) for $a \neq b, \operatorname{Im} z \neq 0$, and $n>1$,

$$
\begin{aligned}
L_{n, p}\left(\frac{a+z}{b+z}\right)= & \frac{(-1)^{n+p-1}}{(n-1)!p!} \int_{0}^{(a+z) /(b+z)} \log ^{n-1} t \log ^{p}(1-t) \frac{d t}{t} \\
= & s_{n, p}+\frac{(-1)^{n+p}}{(n-1)!p!}(b-a) \int_{z}^{\infty} \log ^{n-1}\left(\frac{a+t}{b+t}\right) \log ^{p}\left(\frac{b-a}{b+t}\right) \frac{d t}{(a+t)(b+t)} \\
= & s_{n, p}+\frac{(-1)^{n+p}}{(n-1)!p!}\left\{\int_{z}^{\infty} \log ^{n-1}\left(\frac{a+t}{b+t}\right) \log ^{p}\left(\frac{b-a}{b+t}\right) \frac{d t}{a+t}\right. \\
& \left.\quad-\int_{z}^{\infty} \log ^{n-1}\left(\frac{a+t}{b+t}\right) \log ^{p}\left(\frac{b-a}{b+t}\right) \frac{d t}{b+t}\right\}
\end{aligned}
$$

Denoting the integrals by $J_{1}$ and $J_{2}$, and substituting $\tau=(b-a) /(a+t)$ and $\tau=$ $(b-a) /(b+t)$ in $J_{1}$ and $J_{2}$, respectively, we obtain, using (2.14),

$$
\begin{aligned}
J_{1} & =(-1)^{n+p-1} \int_{0}^{(b-a) /(a+z)} \log ^{n-1}(1+\tau) \log ^{p}\left(\frac{1+\tau}{\tau}\right) \frac{d \tau}{\tau} \\
& =(-1)^{n+p-1} \sum_{k=0}^{p}(-1)^{k}\binom{p}{k} \int_{0}^{(b-a) /(a+z)} \log ^{n+p-k-1}(1+\tau) \log ^{k} \tau \frac{d \tau}{\tau} \\
& =(-1)^{n+p-1} p!(n-1)!\sum_{k=0}^{p}\binom{n+p-k-1}{n-1} M_{k+1, n+p-k-1}\left(\frac{b-a}{a+z}\right) .
\end{aligned}
$$

Similarly, by (2.13),

$$
\begin{aligned}
J_{2} & =\int_{0}^{(b-a) /(b+z)} \log ^{n-1}(1-\tau) \log ^{p} \tau \frac{d \tau}{\tau} \\
& =(-1)^{n+p-1} p!(n-1)!L_{p+1, n-1}\left(\frac{b-a}{b+z}\right)
\end{aligned}
$$

Therefore

$$
\begin{array}{r}
L_{n, p}\left(\frac{a+z}{b+z}\right)=s_{n, p}-\sum_{k=0}^{p}\binom{n+p-k-1}{n-1} M_{k+1, n+p-k-1}\left(\frac{b-a}{a+z}\right)+L_{p+1, n-1}\left(\frac{b-a}{b+z}\right)  \tag{6.6}\\
(\operatorname{Im} z \neq 0) .
\end{array}
$$

This formula corrects Nielsen's formula [20, §13(7)], in which

$$
\text { the term } \quad L_{p+1, n-1}\left(\frac{b-a}{b+z}\right) \quad \text { reads } \quad L_{n, p}\left(\frac{b-a}{b+z}\right) .
$$

For real $z=x$, formula (6.6) has to be adjusted in accordance with the results of $\S 3$. This will depend on the values of $a$ and $b$.

Comparing formula (6.3) with (6.6) for $a=0$ and $b=1$, we obtain a relation between $M_{\nu, \rho}(z)$ and $M_{\nu, \rho}(1 / z)$, namely $(n>1)$

$$
\begin{align*}
& \sum_{k=0}^{n-1}\binom{n+p-k-1}{p} M_{k+1, n+p-k-1}(z)  \tag{6.7}\\
& \quad+\sum_{k=0}^{p}\binom{n+p-k-1}{n-1} M_{k+1, n+p-k-1}\left(\frac{1}{z}\right)=s_{n, p}+s_{n-1, p+1} \\
& \quad(\operatorname{Im} z \neq 0, \text { or } \operatorname{Im} z=0 \text { and } \operatorname{Re} z \geqq 0) .
\end{align*}
$$

For real $z=x<0, M_{k+1, n+p-k-1}(1 / z)$ has to be replaced by $M_{k+1, n+p-k-1}^{*}(1 / z)$.
6.4. A sum containing $L_{n, p}(z /(1+z))$. Nielsen closes his section on bilinear transformations of the argument by considering a sum containing $L_{\nu, \rho}(z /(1+z))$. This sum can be expressed in terms of (ordinary) polylogarithms. To avoid divergent integrals, we introduce the functions $(0<\varepsilon<1)$

$$
\left.\begin{array}{r}
L_{n, p}^{\varepsilon}(z)  \tag{6.8}\\
(-1)^{p} M_{n, p}^{\varepsilon}(z)
\end{array}\right\}=\frac{(-1)^{n+p-1}}{(n-1)!p!} \int_{\varepsilon}^{z} \log ^{n-1} t \log ^{p}(1 \mp t) \frac{d t}{t}
$$

and write

$$
(-1)^{j} k!L_{k-j+1, j}^{\varepsilon}(\zeta)=(-1)^{j} k!\frac{(-1)^{k}}{(k-j)!j!} \int_{\varepsilon}^{\zeta} \log ^{k-j} t \log ^{j}(1-t) \frac{d t}{t}
$$

Thus, by summation,

$$
\begin{aligned}
\sum_{j=0}^{k}(-1)^{j} L_{k-j+1, j}^{\varepsilon}(\zeta) & =\frac{(-1)^{k}}{k!} \sum_{j=0}^{k}(-1)^{j}\binom{k}{j} \int_{\varepsilon}^{\zeta} \log ^{k-j} t \log ^{j}(1-t) \frac{d t}{t} \\
& =\frac{(-1)^{k}}{k!} \int_{\varepsilon}^{\zeta} \log ^{k}\left(\frac{t}{1-t}\right) \frac{d t}{t}
\end{aligned}
$$

Setting $\zeta=z /(1+z)$, and making the substitution $\tau=t /(1-t)$, we obtain, with $\varepsilon^{\prime}=$ $\varepsilon /(1-\varepsilon)$,

$$
\begin{aligned}
\sum_{j=0}^{k}(-1)^{j} L_{k-j+1, j}^{\varepsilon}\left(\frac{z}{1+z}\right) & =\frac{(-1)^{k}}{k!} \int_{\varepsilon^{\prime}}^{z} \log ^{k} \tau \frac{d \tau}{\tau(1+\tau)} \\
& =\frac{(-1)^{k}}{(k+1)!}\left[\log ^{k+1} z-\log ^{k+1} \varepsilon^{\prime}\right]-\frac{(-1)^{k}}{k!} \int_{\varepsilon^{\prime}}^{z} \log ^{k} \tau \frac{d \tau}{1+\tau}
\end{aligned}
$$

By partial integration, using (6.8)

$$
\int_{\varepsilon^{\prime}}^{z} \log ^{k} \tau \frac{d \tau}{1+\tau}=\log ^{k} z \log (1+z)-\log ^{k} \varepsilon^{\prime} \log \left(1+\varepsilon^{\prime}\right)+(-1)^{k} k!M_{k, 1}^{\varepsilon^{\prime}}(z)
$$

Further, from (6.8),

$$
L_{k+1,0}^{\varepsilon}\left(\frac{z}{1+z}\right)=\frac{(-1)^{k}}{(k+1)!}\left[\log ^{k+1}\left(\frac{z}{1+z}\right)-\log ^{k+1} \varepsilon\right]
$$

Collecting these results, we see that the divergent parts cancel for $\varepsilon \rightarrow 0$, and we obtain

$$
\begin{align*}
\sum_{j=1}^{k}(-1)^{j} L_{k-j+1, j}\left(\frac{z}{1+z}\right)= & \frac{(-1)^{k}}{(k+1)!}\left[\log ^{k+1} z-\log ^{k+1}\left(\frac{z}{1+z}\right)\right]  \tag{6.9}\\
& -\frac{(-1)^{k}}{k!} \log ^{k} z \log (1+z)-M_{k, 1}(z)
\end{align*}
$$

or, using (2.18) and replacing $k$ by $n-1$,

$$
\begin{align*}
\sum_{m=0}^{n-2}(-1)^{m} L_{n-m-1, m+1}\left(\frac{z}{1+z}\right)= & \frac{(-1)^{n}}{n!}\left[\log ^{n} z-\log ^{n}\left(\frac{z}{1+z}\right)\right]  \tag{6.10}\\
& -\sum_{j=0}^{n-1} \frac{(-1)^{j} \log ^{j} z}{j!} S_{n-j}(-z)
\end{align*}
$$

As in the case of formula (6.2), the left-hand side of (6.10) has to be replaced by its conjugate for real $z=x<-1$.
7. The constants $C_{n, p}$. We now return to the constants $C_{n, p}$ defined by (5.9). Because no relation seems to be known which expresses $\sigma_{n, p}=(-1)^{p} S_{n, p}(-1)$ for arbitrary $n \geqq 1, p \geqq 1$ in terms of known constants, Nielsen did not, apart from giving a formula for $C_{2 n-1,2}$ in terms of $\zeta(q)$, investigate relation (5.9) further. For some small values of $n$ or $p$, however, expressions for $C_{n, p}$ are known [12] in addition to $C_{2 n-1,2}$, namely

$$
\begin{align*}
& C_{1, p}=\zeta(p+1), \quad(p=1,2,3,4), \\
& C_{2 n, 1}=0, \quad(n \geqq 1), \\
& C_{3,1}=-C_{2,2}=\frac{7}{4} \zeta(4)=\frac{7}{360} \pi^{4},  \tag{7.1}\\
& C_{2,3}=-C_{3,2}=-\zeta(2) \zeta(3)-\zeta(5) .
\end{align*}
$$

The question arises whether it is possible to express $C_{n, p}$ for all $n$ and $p$, in terms of known constants. This is indeed the case, as is shown by the following

Theorem 1. Let $\delta_{i j}$ be the Kronecker symbol; let $\varepsilon_{m}=1$ if $m$ is even, $\varepsilon_{m}=0$ if $m$ is odd, and let $s_{\nu, \rho}=S_{\nu, \rho}(1)$. Then, for integer $n, p(n \geqq 1, p \geqq 1)$

$$
\begin{align*}
C_{n, p}= & (-1)^{n+p-1} \sum_{k=0}^{p-1}(-1)^{k}\left(1-(-1)^{n} \delta_{k 0}\right)\binom{n+k-1}{k}  \tag{7.2}\\
& \times \sum_{j=0}^{[(n+k-1) / 2]}(-1)^{j} \frac{\pi^{2 j}}{(2 j)!} s_{n+k-2 j, p-k} \\
& +(-1)^{[(n+p) / 2]+n} \varepsilon_{n+p} \frac{\pi^{n+p}}{(n+p)(n-1)!p!} .
\end{align*}
$$

Proof. We set $x=-1$ in (5.8) and obtain, using (1.4),

$$
C_{n, p}=M_{n, p}(-1)-(-1)^{n} \sum_{k=0}^{p-1}\binom{n+k-1}{k} M_{n+k, p-k}^{*}(-1)+(-1)^{n} \frac{(i \pi)^{n+p}}{(n+p)(n-1)!p!} .
$$

From (2.18), we have

$$
\begin{equation*}
M_{n, p}(-1)=(-1)^{p} \sum_{j=0}^{n-1} \frac{(-i \pi)^{j}}{j!} s_{n-j, p} \tag{7.3}
\end{equation*}
$$

Therefore

$$
\begin{align*}
& C_{n, p}=(-1)^{n+p-1}\left\{\begin{array}{c}
\sum_{k=0}^{p-1}(-1)^{k}\binom{n+k-1}{k}
\end{array} \sum_{j=0}^{n+k-1} \frac{(i \pi)^{j}}{j!} s_{n+k-j, p-k}\right.  \tag{7.4}\\
&\left.-(-1)^{n} \sum_{j=0}^{n-1}(-1)^{j} \frac{(i \pi)^{j}}{j!} s_{n-j, p}\right\} \\
&+(-1)^{n} \frac{(i \pi)^{n+p}}{(n+p)(n-1)!p!} .
\end{align*}
$$

On taking the real part of (7.4), Theorem 1 follows. In addition, we obtain from the imaginary part a relation between the $s_{\nu, \rho}$, namely

$$
\begin{aligned}
& \sum_{k=0}^{p-1}(-1)^{k}\left(1+(-1)^{n} \delta_{k 0}\right)\binom{n+k-1}{k} \sum_{j=0}^{[(n+k-2) / 2]}(-1)^{j} \frac{\pi^{2 j+1}}{(2 j+1)!} s_{n+k-2 j-1, p-k} \\
&+(-1)^{[(n+p-1) / 2]+p}\left(\varepsilon_{n+p}-1\right) \frac{\pi^{n+p}}{(n+p)(n-1)!p!}=0
\end{aligned}
$$

It has been shown in [12], [13], [20] that $s_{\nu, \rho}$ can be expressed by a homogeneous polynomial in $s_{q}=\zeta(q)(2 \leqq q \leqq \nu+\rho)$, with rational coefficients, where $\zeta(q)$ is the Riemann zeta function. This polynomial is of degree $\nu+\rho$, if $\zeta(q)$ is defined to be of degree $q$ and if the degree of a product is the sum of the degree of its factors. Since even powers of $\pi$ can, through [8, No. 9.616]

$$
\pi^{2 m}=\frac{(2 m)!\xi(2 m)}{2^{2 m-1}\left|B_{2 m}\right|}
$$

be expressed in terms of $\zeta(q)$ and the Bernoulli numbers $B_{2 m}$, one has the remarkable fact that $C_{n, p}$ can be expressed by a polynomial in $\zeta(q)(2 \leqq q \leqq n+p)$ which is of the same type as the polynomial for $s_{n, p}$.

A short table of $C_{n, p}(1 \leqq n \leqq 5,1 \leqq p \leqq 5)$ is given in Table 1. This table has been computed by REDUCE [10] from the expressions for $s_{r, m}$ given in [13]. For the special case $n=1$, we find from (5.9) and Theorem 3 in $\S 9$ that

$$
\begin{equation*}
C_{1, p}=2 \sigma_{1, p}+\sum_{k=1}^{p-1} \sigma_{k+1, p-k}=\zeta(p+1), \quad(p \geqq 1) \tag{7.5}
\end{equation*}
$$

which gives, with (7.2), another relation between the $s_{\nu, \rho}$.

Table 1

$$
\begin{aligned}
& C_{1,1}=\zeta(2)=\frac{\pi^{2}}{6} \quad C_{2,1}=0 \\
& C_{1,2}=\zeta(3) \quad C_{2,2}=-6 \zeta^{2}(2)+\frac{53}{4} \zeta(4)=-\frac{7}{360} \pi^{4} \\
& C_{1,3}=\zeta(4)=\frac{\pi^{4}}{90} \quad C_{2,3}=-\zeta(2) \zeta(3)-\zeta(5) \\
& C_{1,4}=\zeta(5) \quad C_{2,4}=-\frac{25}{6} \zeta^{3}(2)+\frac{21}{2} \zeta(2) \zeta(4)-\frac{1}{2} \zeta^{2}(3)-\frac{163}{48} \zeta(6) \\
& C_{1,5}=\zeta(6)=\frac{\pi^{6}}{945} \quad C_{2,5}=-\frac{5}{2} \zeta^{2}(2) \zeta(3)-\zeta(2) \zeta(5)+\frac{21}{4} \zeta(3) \zeta(4)-2 \zeta(7) \\
& C_{3,1}=6 \zeta^{2}(2)-\frac{53}{4} \zeta(4)=\frac{7}{360} \pi^{4} \\
& C_{3,2}=\zeta(2) \zeta(3)+\zeta(5) \\
& C_{3,3}=\frac{25}{6} \zeta^{3}(2)-12 \zeta(2) \zeta(4)+\frac{1}{2} \zeta^{2}(3)+\frac{191}{24} \zeta(6) \\
& C_{3.4}=\frac{17}{2} \zeta^{2}(2) \zeta(3)+2 \zeta(2) \zeta(5)-\frac{37}{2} \zeta(3) \zeta(4)+3 \zeta(7) \\
& C_{3,5}=\frac{23}{8} \zeta^{4}(2)-\frac{17}{2} \zeta^{2}(2) \zeta(4)+\frac{1}{2} \zeta(2) \zeta^{3}(3)+\frac{531}{16} \zeta(2) \zeta(6)+2 \zeta(3) \zeta(5)-\frac{175}{8} \zeta^{2}(4)-\frac{939}{64} \zeta(8) \\
& C_{4,1}=0 \\
& C_{4,2}=3 \zeta(2) \zeta(4)-\frac{73}{8} \zeta(6)=-\frac{31}{7560} \pi^{6} \\
& C_{4,3}=-12 \zeta^{2}(2) \zeta(3)-2 \zeta(2) \zeta(5)+\frac{53}{2} \zeta(3) \zeta(4)-2 \zeta(7) \\
& C_{4,4}=-2 \zeta^{4}(2)+\frac{35}{4} \zeta^{2}(2) \zeta(4)-\zeta(2) \zeta^{2}(3)-\frac{205}{4} \zeta(2) \zeta(6)-2 \zeta(3) \zeta(5)+\frac{131}{4} \zeta^{2}(4)+\frac{1357}{64} \zeta(8) \\
& C_{4,5}=-\frac{25}{3} \zeta^{3}(2) \zeta(3)-23 \zeta^{2}(2) \zeta(5)+\frac{45}{2} \zeta(2) \zeta(3) \zeta(4)-5 \zeta(2) \zeta(7)-\frac{1}{3} \zeta^{3}(3)-\frac{545}{48} \zeta(3) \zeta(6)+\frac{201}{4} \zeta(4) \zeta(5)-\frac{23}{3} \zeta(9) \\
& C_{5,1}=-\frac{3}{2} \zeta(2) \zeta(4)+\frac{73}{16} \zeta(6)=\frac{31}{15120} \pi^{6} \\
& C_{5,2}=6 \zeta^{2}(2) \zeta(3)+\zeta(2) \zeta(5)-\frac{53}{4} \zeta(4)+\zeta(7) \\
& C_{5,3}=\zeta^{4}(2)-\frac{35}{8} \zeta^{2}(2) \zeta(4)+\frac{1}{2} \zeta(2) \zeta^{2}(3)+\frac{755}{16} \zeta(2) \zeta(6)+\zeta(3) \zeta(5)-\frac{281}{8} \zeta^{2}(4)-\frac{1261}{64} \zeta(8) \\
& C_{5,4}=\frac{25}{6} \zeta^{3}(2) \zeta(3)+\frac{53}{2} \zeta^{2}(2) \zeta(5)-15 \zeta(2) \zeta(3) \zeta(4)+5 \zeta(2) \zeta(7)+\frac{1}{6} \zeta^{3}(3)+\frac{205}{12} \zeta(3) \zeta(6)-\frac{233}{4} \zeta(4) \zeta(5)+\frac{19}{3} \zeta(9) \\
& C_{5,5}=\frac{73}{120} \zeta^{5}(2)+\frac{109}{24} \zeta^{3}(2) \zeta(4)+\frac{41}{4} \zeta^{2}(2) \zeta^{2}(3)+\frac{4405}{96} \zeta^{2}(2) \zeta(6)+4 \zeta(2) \zeta(3) \zeta(5)-62 \zeta(2) \zeta^{2}(4) \\
& +\frac{1659}{32} \zeta(2) \zeta(8)-\frac{45}{2} \zeta^{2}(3) \zeta(4)+5 \zeta(3) \zeta(7)-\frac{3385}{96} \zeta(4) \zeta(6)+\frac{5}{2} \zeta^{2}(5)-\frac{22177}{640} \zeta(10)
\end{aligned}
$$

8. Some integrals involving $S_{n, p}(z)$. We now consider some integrals containing $S_{n, p}(z)$ in the integrand which were discussed by Nielsen. From the differentiation rule (2.11) for $S_{n, p}(x)$ we see immediately that

$$
\begin{equation*}
\int S_{n-1, p}(z) S_{n, p}(z) \frac{d z}{z}=\frac{1}{2} S_{n, p}^{2}(z), \quad(n \geqq 2) . \tag{8.1}
\end{equation*}
$$

By repeated partial integration we obtain for $k<n-1$, (note the misprints in Nielsen's formulae [20, p. 190])

$$
\begin{aligned}
\int S_{n-1, p}(z) S_{n, p}(z) \frac{d z}{z}= & \sum_{j=1}^{k}(-1)^{j-1} S_{n-j, p}(z) S_{n+j, p}(z) \\
& +(-1)^{k} \int S_{n-k-1, p}(z) S_{n+k, p}(z) \frac{d z}{z} .
\end{aligned}
$$

## Therefore

(8.2)

$$
\begin{aligned}
(-1)^{k} \int S_{n-k-1, p}(z) S_{n+k, p}(z) \frac{d z}{z} & =\frac{1}{2} S_{n, p}^{2}(z)+\sum_{j=1}^{k}(-1)^{j} S_{n-j, p}(z) S_{n+j, p}(z) \\
& =\frac{1}{2}(-1)^{k} \sum_{j=0}^{2 k}(-1)^{j} S_{n-k+j, p}(z) S_{n+k-j, p}(z)
\end{aligned}
$$

Using the definitions (2.6) of $S_{0}(z)$ and $S_{1}(z)$, and rule (2.12), we obtain, by repeated partial integration, for $\alpha \neq 1$ and $|z|<1$,

$$
\begin{align*}
\int z^{\alpha} S_{n}(z) d z= & z^{\alpha+1} \sum_{j=0}^{n-1}(-1)^{j} \frac{S_{n-j}(z)}{(\alpha+1)^{j+1}}+\frac{(-1)^{n}}{(\alpha+1)^{n}} \int \frac{z^{\alpha+1}}{1-z} d z  \tag{8.3}\\
= & z^{\alpha+1} \sum_{j=0}^{n-2} \frac{(-1)^{j} S_{n-j}(z)}{(\alpha+1)^{j+1}}+\frac{(-1)^{n}}{(\alpha+1)^{n}}\left(z^{\alpha+1}-1\right) \log (1-z) \\
& +\frac{(-1)^{n-1}}{(\alpha+1)^{n}} \int \frac{1-z^{\alpha+1}}{1-z} d z
\end{align*}
$$

and hence, using [8, No. 8.361 7], we obtain the definite integral

$$
\begin{equation*}
\int_{0}^{1} x^{\alpha-1} S_{n}(x) d x=\sum_{j=0}^{n-2} \frac{(-1)^{j} s_{n-j}}{\alpha^{j+1}}+\frac{(-1)^{n-1}}{\alpha^{n}}[\psi(\alpha+1)+\gamma], \quad(\operatorname{Re} \alpha>-1) \tag{8.4}
\end{equation*}
$$

where $\psi(x)$ is the logarithmic derivative of the gamma function and $\gamma$ is Euler's constant. In particular, for $\alpha=m>0$ an integer,

$$
\begin{equation*}
\int_{0}^{1} x^{m-1} S_{n}(x) d x=\sum_{j=0}^{n-2} \frac{(-1)^{j} s_{n-j}}{m^{j+1}}+\frac{(-1)^{n-1}}{m^{n}} \sum_{k=1}^{m} \frac{1}{k} . \tag{8.5}
\end{equation*}
$$

Lewin [17, p. 308] gives (8.4) and (8.5) for $n=2$.
Equation (8.5), together with the power series expansion (2.5), allows us to compute

$$
\begin{equation*}
\phi(x)=\int_{0}^{1} S_{q}(t x) S_{n}(t) \frac{d t}{t}=\sum_{m=1}^{\infty} \frac{x^{m}}{m^{q}} \int_{0}^{1} t^{m-1} S_{n}(t) d t \tag{8.6}
\end{equation*}
$$

Using (8.5) and the series (2.5) and (2.9), we obtain

$$
\begin{align*}
\phi(x) & =\sum_{j=0}^{n-2}(-1)^{j} s_{n-j} \sum_{m=1}^{\infty} \frac{x^{m}}{m^{q+j+1}}-(-1)^{n} \sum_{m=1}^{\infty}\left(\sum_{k=1}^{m} \frac{1}{k}\right) \frac{x^{m}}{m^{q+n}}  \tag{8.7}\\
& =\sum_{j=0}^{n-2}(-1)^{j} s_{n-j} S_{q+j+1}(x)-(-1)^{n}\left(S_{n+q+1}(x)+S_{n+q-1,2}(x)\right) .
\end{align*}
$$

Some other integrals containing $S_{n}(x)$ can be found in [12] and [15].

## 9. Values of $S_{n, p}(z)$ for special arguments $z$.

9.1. The integrals $\boldsymbol{s}_{n, p}=\boldsymbol{S}_{n, p}(\mathbf{1})$. As has been shown in [13], the homogeneous polynomial in $\zeta(q)$ for the integrals

$$
\begin{equation*}
s_{n, p}=\frac{(-1)^{n+p-1}}{(n-1)!p!} \int_{0}^{1} \log ^{n-1} t \log ^{p}(1-t) \frac{d t}{t} \tag{9.1}
\end{equation*}
$$

can be written in the form

$$
s_{n, p}=(-1)^{n+p-1} \sum_{\nu=0}^{n-1} b_{n-\nu-1} \sum_{\rho=0}^{p}\binom{\nu+\rho+1}{\rho} b_{p-\rho} a_{\nu+\rho+1}
$$

where [8, No. 8.321]

$$
a_{k}=-\frac{1}{k} \sum_{m=1}^{k}(-1)^{m} \zeta(m) a_{k-m}, \quad b_{k}=\frac{1}{k} \sum_{m=1}^{k}(-1)^{m} \zeta(m) b_{k-m},
$$

are the coefficients in the power series for $1 / \Gamma(1+x)$ and $\Gamma(1+x)$ respectively, and where $a_{0}=b_{0}=1$ and $\zeta(1) \equiv \gamma$ by definition. In order to derive this expression, the well-known relation [8, No. 9.122 1]

$$
\begin{equation*}
{ }_{2} F_{1}(\alpha, \beta ; \beta+1 ; 1)=\frac{\Gamma(1-\alpha) \Gamma(1+\beta)}{\Gamma(1-\alpha+\beta)} \tag{9.2}
\end{equation*}
$$

is essential.
9.2. The integrals $\sigma_{n, p}=(-1)^{p} S_{n, p}(-1)$. The problem of evaluating

$$
\begin{equation*}
\sigma_{n, p}=\frac{(-1)^{n-1}}{(n-1)!p!} \int_{0}^{1} \log ^{n-1} t \log ^{p}(1+t) \frac{d t}{t} \tag{9.3}
\end{equation*}
$$

seems to be far more difficult. This difficulty is related to the apparent nonexistence of a relation for ${ }_{2} F_{1}(\alpha, \beta ; \beta+1 ;-1)$ similar to (9.2). Nielsen claimed that he had succeeded in representing $\sigma_{n, p}$ by $\zeta(q)$ if $n+p$ is odd, but, as we shall see, his proof is erroneous. Those relations between $\sigma_{n, p}$ and $s_{n, p}$ which can be deduced from relations given in the previous sections are of such a special nature that it is not easy to see how they could be used, for example, to derive an expression for $\sigma_{n, p}$ in terms of $\zeta(k)$. On the contrary, it seems likely that, in the general case, no such relations exist. (Barlow [4] states, without giving a reference, that " $S_{n, p}(-1), S_{n, p}\left(\frac{1}{2}\right)$ and $S_{n, p}(1)$ are easily evaluated analytically from equation [(2.1)]".)

Nielsen did, however, find a closed formula for the case $p=2, n$ odd, which seems to be the most general result known for $\sigma_{n, p}$. He proved the following

Theorem 2. Let $\zeta(k)$ be the Riemann zeta function for integer argumnent. Then for $n \geqq 0$

$$
\begin{align*}
\sigma_{2 n+1,2}= & \frac{1}{2(2 n)!} \int_{0}^{1} \log ^{2 n} t \log ^{2}(1+t) \frac{d t}{t}  \tag{9.4}\\
= & \frac{1}{2}\left[1-(2 n+1)\left(1-2^{-2 n-2}\right)\right] \zeta(2 n+3) \\
& +\sum_{j=1}^{n}\left(1-2^{1-2 j}\right) \zeta(2 j) \zeta(2 n-2 j+3) .
\end{align*}
$$

The sum is zero if $n=0$.

Proof. Nielsen's proof, which is full of misprints, starts from the inversion formula (5.12) for $z=1$ and $p=2$. After applying Lemma (4.1a), he obtains an expression for $C_{2 n-1,2}$. He then takes the real part and compares his result with the power series expansion of both sides of the relation

$$
\pi \csc \pi x=\pi \cot \pi x \cos \pi x+\pi \sin \pi x
$$

Theorem 1 allows us to shorten this proof. From (5.9), we have

$$
\sigma_{2 n-1,2}=\frac{1}{2}\left[C_{2 n-1,2}-(2 n-1) \sigma_{2 n+1}\right] .
$$

Hence, for $n=1$, using (7.1) and (2.22),

$$
\sigma_{1,2}=\frac{1}{2}\left(C_{1,2}-\sigma_{3}\right)=\frac{1}{2}\left(s_{3}-\sigma_{3}\right)=\frac{1}{8} \zeta(3) .
$$

For $n \geqq 2$, we obtain, using (7.2),

$$
\begin{align*}
& \sigma_{2 n-1,2}=\frac{1}{2}\left\{2 \sum_{j=0}^{n-1}(-1)^{j} \frac{\pi^{2 j}}{(2 j)!} s_{2 n-2 j-1,2}\right.  \tag{9.5}\\
&\left.-(2 n-1) \sum_{j=0}^{n-1}(-1)^{j} \frac{\pi^{2 j}}{(2 j)!} s_{2 n-2 j+1}-(2 n-1) \sigma_{2 n+1}\right\} .
\end{align*}
$$

With the help of [13], [20],

$$
\begin{align*}
& s_{m, 2}=\frac{1}{2}\left[(m+1) s_{m+2}-\sum_{k=2}^{m} s_{k} s_{m-k+2}\right], \quad(m \geqq 2)  \tag{9.6}\\
& s_{1,2}=s_{3}
\end{align*}
$$

(9.5) can be written as

$$
\begin{aligned}
\sigma_{2 n-1,2}= & \frac{1}{2}\{- \\
& \sum_{j=0}^{n-1}(-1)^{j} \frac{\pi^{2 j}}{2 j(2 j-2)!} s_{2 n-2 j+1} \\
& \left.-\sum_{j=0}^{n-2}(-1)^{j} \frac{\pi^{2 j}}{(2 j)!} \sum_{k=2}^{2 n-2 j-1} s_{k} s_{2 n-2 j-k+1}+s_{2 n+1}-(2 n-1) \sigma_{2 n+1}\right\} .
\end{aligned}
$$

Noting the symmetry in the double sum, and reordering, gives

$$
\begin{aligned}
\sigma_{2 n-1,2}=\frac{1}{2}\left\{\sum _ { j = 1 } ^ { n - 1 } \left[(-1)^{j-1} \frac{\pi^{2 j}}{2 j(2 j-2)!}\right.\right. & \left.-2 \sum_{k=0}^{j-1}(-1)^{k} \frac{\pi^{2 k}}{(2 k)!} s_{2 j-2 k}\right] \\
& \left.\times s_{2 n-2 j+1}+s_{2 n+1}-(2 n-1) \sigma_{2 n+1}\right\} .
\end{aligned}
$$

Referring to (7.2), we see that the expression in square brackets equals $C_{2 j-1,1}=2 \sigma_{2 j}$, hence

$$
\begin{equation*}
\sigma_{2 n-1,2}=\sum_{j=1}^{n-1} \sigma_{2 j} s_{2 n-2 j+1}+\frac{1}{2}\left[s_{2 n+1}-(2 n-1) \sigma_{2 n+1}\right] \tag{9.7}
\end{equation*}
$$

and Theorem 2 follows on replacing $n$ by $n+1$ and using (2.22).

Formula (9.4) shows that $\sigma_{2 n+1,2}$ can be expressed by a homogeneous polynomial of degree $2 n+3$ in $\zeta(q)(2 \leqq q \leqq 2 n+3)$, with rational coefficients. In contrast to the expressions for $s_{n, p}$ and $C_{n, p}$, however, all coefficients of terms which contain more than two factors vanish. A short table of $\sigma_{2 n+1,2}$ is given in Table 2.

Table 2
Let

$$
I_{n}=\sigma_{2 n+1,2}=\frac{1}{2(2 n)!} \int_{0}^{1} \log ^{2 n} t \log ^{2}(1+t) \frac{d t}{t}
$$

Then

$$
\begin{aligned}
& I_{0}=\frac{1}{8} \zeta(3) \\
& I_{1}=\frac{1}{2} \zeta(2) \zeta(3)-\frac{29}{32} \zeta(5) \\
& I_{2}=\frac{1}{2} \zeta(2) \zeta(5)+\frac{7}{8} \zeta(3) \zeta(4)-\frac{251}{128} \zeta(7) \\
& I_{3}=\frac{1}{2} \zeta(2) \zeta(7)+\frac{31}{32} \zeta(3) \zeta(6)+\frac{7}{8} \zeta(4) \zeta(5)-\frac{1529}{512} \zeta(9) \\
& I_{4}=\frac{1}{2} \zeta(2) \zeta(9)+\frac{127}{128} \zeta(3) \zeta(8)+\frac{7}{8} \zeta(4) \zeta(7)+\frac{31}{32} \zeta(5) \zeta(6)-\frac{8183}{2048} \zeta(11) \\
& I_{5}=\frac{1}{2} \zeta(2) \zeta(11)+\frac{511}{512} \zeta(3) \zeta(10)+\frac{7}{8} \zeta(4) \zeta(9)+\frac{127}{128} \zeta(5) \zeta(8)+\frac{31}{32} \zeta(6) \zeta(7)-\frac{40949}{8192} \zeta(13)
\end{aligned}
$$

For a discussion of Nielsen's work on $\sigma_{n, p}$ for other values of $n$ and $p$, it is perhaps useful to quote his monograph [20, pp. 199-202, translated from the German]. He starts with formula (2.22) for $\sigma_{n}$ and continues that
a similar result is not available for the more general numbers $\sigma_{n, p} \cdots$, if $p>1$. On the contrary, it seems that these numbers cannot, in general, be expressed in closed form by the numbers $s_{k}$. In any case, I have found such an expression only when $n+p$ is odd.

## After having proved Theorem 2, he continues

On the values $\sigma_{n, p}$, we still have to prove that, for $n \geqq 2$,

$$
\begin{equation*}
\sigma_{p, n}=(-1)^{p-1}\binom{n+p-1}{n} \sigma_{1, n+p-1}+\sum_{q=0}^{p-2}(-1)^{q}\binom{n+q}{n} s_{n+q+1, p-q-1} . \tag{N1}
\end{equation*}
$$

For this purpose, we set $x=1$ in $\left({ }^{2}\right)$ and obtain

$$
\begin{equation*}
s_{n, p}=\sum_{q=0}^{p}\binom{n+p-q-1}{n-1} \sigma_{q+1, n+p-q-1}, \tag{N2}
\end{equation*}
$$

which easily gives formula ( N 1 ) by induction. Setting $n=2$ and $p=2 n-1$ in ( N 1 ) yields

$$
\begin{equation*}
\sigma_{2 n-1,2}=\binom{2 n+1}{2} \sigma_{1,2 n}+\sum_{q=0}^{2 n-3}(-1)^{q}\binom{q+2}{q} s_{q+3,2 n-q-2} . \tag{N3}
\end{equation*}
$$

Therefore, because of $[(9.4)]$ and $(\mathrm{N} 1)$, we can deduce the following theorem:
For $n+p$ odd, the value $\sigma_{n, p}$ is a homogeneous polynomial of degree $n+p$ in $s_{2}, s_{3}, \cdots, s_{n+p}$ with rational coefficients, provided $s_{r}$ is of degree $r$.

In order to find the numbers $\sigma_{n, p}$ also for $n+p$ even, one needs only to express the numbers $\sigma_{1,2 n-1}$ by $s_{r}$, in which I did not succeed.

A numerical check for small $n$ and $p$ shows, however, that ( N 2 ) cannot be correct as it stands. In addition, formula (N2), which represents, for given $n+p$, a system of $n+p-1$ linear equations in the $n+p-1$ unknowns $\sigma_{\nu, \rho}$, is not symmetric with respect

[^108]to $n$ and $p$, as it should be according to (2.21). Further, for $n=1$ it contains a quantity $\sigma_{n+p .0}$ which is undefined. However, it is easy to see the origin of (N2) in spite of the misprint in the equation number referenced. It lies in Nielsen's incorrect equation corresponding to (6.6), which gives, for $a=0, b=1, z=1$, the relation (N2) as a special case.

A correct relation between $s_{n, p}$ and $\sigma_{\nu, \rho}$ is given by the following
Theorem 3. The numbers $s_{n, p}=S_{n, p}(1)$ and $\sigma_{\nu, \rho}=(-1)^{\rho} S_{\nu, \rho}(-1)$ are linearly related through

$$
\begin{equation*}
s_{n, p}=\sum_{j=1}^{n}\binom{n+p-j-1}{p-1} \sigma_{j, n+p-j}+\sum_{j=1}^{p}\binom{n+p-j-1}{n-1} \sigma_{j, n+p-j} . \tag{9.8}
\end{equation*}
$$

Proof. From (5.1), we obtain for $z=\frac{1}{2}$

$$
L_{n, p}\left(\frac{1}{2}\right)+L_{p, n}\left(\frac{1}{2}\right)=s_{n, p}-\frac{\log ^{n+p} 2}{n!p!}
$$

and from (6.2) for $z=1$, using (2.21),

$$
\begin{aligned}
L_{n, p}\left(\frac{1}{2}\right)+L_{p, n}\left(\frac{1}{2}\right)= & 2 s_{n, p}-\left[\binom{n+p-1}{n-1}+\binom{n+p-1}{p-1}\right] \frac{\log ^{n+p} 2}{(n+p)!} \\
& -\sum_{j=1}^{n}\binom{n+p-j-1}{p-1} \sigma_{j, n+p-j}-\sum_{j=1}^{p}\binom{n+p-j-1}{n-1} \sigma_{j, n+p-j}
\end{aligned}
$$

Theorem 3 follows by comparison.
Note that (9.8) is symmetric in $n$ and $p$. This relation for $s_{n, p}$ was given in [12] without proof. Note also that setting $z=1$ in formula (6.7), derived from the correct equation (6.6) merely yields an equation equivalent to equation (9.8), as can be seen from elementary properties of binomial coefficients.

It seems puzzling that Nielsen should have published such an obviously incorrect equation as (N2), when the correct relation follows easily from his relations for $L_{n, p}(z) .{ }^{3}$ However, by introducing (N1) into (N2) and performing some manipulations with binomial coefficients, it can be shown that ( N 1 ) is indeed the solution of the linear system (N2) for $\sigma_{\nu, \rho}$. This suggests that the more special formula (N3) for $\sigma_{1,2 n}$ is also incorrect, a fact which is easily verified by a numerical check using small values of $n$, after correcting an obvious misprint in (N3).

By comparing ( N 2 ) and ( 9.8 ), we see that Nielsen was misled by the (wrong) triangular structure of ( N 2 ), which enabled him to solve his system in closed form. On the other hand, the correct system (9.8) does not allow a solution $\sigma_{n, p}$ in terms of $s_{\nu, \rho}$ (and therefore of $\zeta(q)$ ). For $n+p \geqq 4$, the system (9.8) consists of $[(n+p) / 2]$ equations with either $n+p-2$ ( $n+p$ even) or $n+p-3$ ( $n+p$ odd) unknowns, so that for $n+p \geqq 6$ there are more unknowns than equations. The cases $n+p=4$ and $n+p=5$, where one has as many equations as unknowns, namely two, result in a vanishing determinant, yielding the single equations

$$
\begin{equation*}
2 \sigma_{1,3}+\sigma_{2,2}=\frac{\pi^{4}}{720}, \quad 2 \sigma_{1,4}+\sigma_{2,3}=\frac{31}{32} \zeta(5)-\frac{1}{2} \zeta(2) \zeta(3) . \tag{9.9}
\end{equation*}
$$

The cases $n+p=2$ and $n+p=3$ are trivial.

[^109]When examining other relations of $\S \S 5$ and 6 , one realizes that there seems to be an inherent difficulty in getting relations which could be used to compute $\sigma_{n, p}$ in terms of $s_{\nu, \rho}$. This is true in particular for the (singular) system (5.9) of linear equations for the unknowns $\sigma_{\nu, \rho}$. Therefore, it seems likely that, not only are Nielsen's relations (N1) and (N3) incorrect, but that no such relation exists. An unsuccessful computer search through relations of the form

$$
\left.\left\lvert\, \begin{array}{l}
\left|\sigma_{1,4}\right| \\
\left|\sigma_{2,3}\right|
\end{array}\right.\right\}=\frac{p_{1}}{p_{2}} \zeta(2) \zeta(3)+\frac{p_{3}}{p_{4}} \zeta(5)
$$

with integers $p_{i}$ in the range $-50 \leqq p_{1} \leqq 50,1 \leqq p_{2} \leqq 50,0 \leqq p_{3} \leqq 50,1 \leqq p_{4} \leqq 50$ supports this conclusion.
9.3. The integrals $a_{n, p}=S_{n, p}\left(\frac{1}{2}\right)$. The problem of evaluating

$$
\begin{equation*}
a_{n, p}=\frac{(-1)^{n+p-1}}{(n-1)!p!} \int_{0}^{1} \log ^{n-1} t \log ^{p}\left(1-\frac{1}{2} t\right) \frac{d t}{t} \tag{9.10}
\end{equation*}
$$

apparently faces obstacles similar to those found for the evaluation of $\sigma_{n, p}$; in particular, because no closed expression seems to be known for ${ }_{2} F_{1}\left(\alpha, \beta ; \beta+1 ; \frac{1}{2}\right)$. A result which can easily be obtained from formulae treated in the previous sections is the following

Theorem 4. For $n \geqq 1$ and $p \geqq 1$, the numbers $a_{n, p}$ can be expressed in terms of $\sigma_{\nu, \rho}$ and $\log 2$, through the relation

$$
\begin{equation*}
a_{n, p}=\sum_{j=0}^{n-1}(-1)^{j} \frac{\log ^{j} 2}{j!} \sum_{k=1}^{n-j}\binom{n+p-j-k-1}{p-1} \sigma_{k, n+p-j-k}+(-1)^{n} \frac{\log ^{n+p} 2}{(n+p)!} . \tag{9.11}
\end{equation*}
$$

Proof. From (6.2) with $z=1$ and (2.16) with $z=\frac{1}{2}$ it follows that

$$
\begin{aligned}
\sum_{i=0}^{n-1} \frac{\log ^{j} 2}{j!} a_{n-j, p}= & s_{n, p}-\frac{1}{(n+p)!}\binom{n+p-1}{n-1} \log ^{n+p} 2 \\
& -\sum_{k=1}^{\infty}\binom{n+p-k-1}{n-1} \sigma_{k, n+p-k} .
\end{aligned}
$$

Applying Lemma (4.1a) and using (5.11) yields

$$
\begin{align*}
a_{n, p}= & \sum_{j=0}^{n-1} \frac{(-1)^{j} \log ^{j} 2}{j!}\left\{s_{n-j, p}-\sum_{k=1}^{p}\binom{n+p-j-k-1}{n-j-1} \sigma_{k, n+p-j-k}\right\}  \tag{9.12}\\
& +(-1)^{n} \frac{\log ^{n+p} 2}{(n+p)!} .
\end{align*}
$$

Replacing $s_{n-j, p}$ by (9.8) gives Theorem 4.
As a special case, we obtain for $p=1$,

$$
\begin{equation*}
a_{n}=\sum_{j=0}^{n-2} \frac{(-1)^{j} \log ^{j} 2}{j!} \sum_{k=1}^{n-j-1} \sigma_{k, n-j-k}-(-1)^{n} \frac{\log ^{n} 2}{n!}, \quad(n \geqq 2) \tag{9.13}
\end{equation*}
$$

In particular, for $n=2$,

$$
\begin{equation*}
a_{2}=-\int_{0}^{1} \log \left(1-\frac{1}{2} t\right) \frac{d t}{t}=\sigma_{1,1}-\frac{1}{2} \log ^{2} 2=\frac{\pi^{2}}{12}-\frac{1}{2} \log ^{2} 2, \tag{9.14}
\end{equation*}
$$

which is a well-known formula due to Euler (attributed to Landen by Lewin [17, p. 6]); and for $n=3$,

$$
\begin{equation*}
a_{3}=\int_{0}^{1} \log t \log \left(1-\frac{1}{2} t\right) \frac{d t}{t}=\frac{7}{8} \zeta(3)-\frac{\pi^{2}}{12} \log 2+\frac{1}{6} \log ^{3} 2 . \tag{9.15}
\end{equation*}
$$

For $n=4$, we have, using (9.9),

$$
\begin{equation*}
a_{4}=\frac{\pi^{4}}{90}+\frac{\pi^{2}}{24} \log ^{2} 2-\frac{7}{8} \zeta(3) \log 2-\frac{1}{24} \log ^{4} 2-\sigma_{1,3} . \tag{9.16}
\end{equation*}
$$

The appearance of the quantity $\sigma_{1,3}$, for which no closed formula seem to be known, makes it impossible to compute

$$
a_{4}=-\frac{1}{2} \int_{0}^{1} \log ^{2} t \log \left(1-\frac{1}{2} t\right) \frac{d t}{t}
$$

from (9.13).
From the power series (2.5) we have

$$
\begin{equation*}
a_{n}=\sum_{j=1}^{\infty} \frac{1}{2^{j} j^{n}} . \tag{9.17}
\end{equation*}
$$

Therefore

$$
\begin{gather*}
a_{2}=\sum_{j=1}^{\infty} \frac{1}{2^{j} j^{2}}=\frac{\pi^{2}}{12}-\frac{1}{2} \log ^{2} 2  \tag{9.18}\\
a_{3}=\sum_{j=1}^{\infty} \frac{1}{2^{j} j^{3}}=\frac{7}{8} \zeta(3)-\frac{\pi^{3}}{12} \log 2+\frac{1}{6} \log ^{3} 2 \tag{9.19}
\end{gather*}
$$

and, trivially, $a_{0}=1, a_{1}=\log 2$. Formula (9.19) had been found by Legendre.
It seems puzzling that ( 9.17 ) should exist in closed form only for $n=0,1,2,3$. Knowing $a_{4}$ for example would allow us to obtain, from (9.16) and (9.9), expressions for $\sigma_{1,3}$ and $\sigma_{2,2}$. This in turn, together with a knowledge of $a_{5}$, would make possible a computation of $\sigma_{1,4}$ and $\sigma_{2,3}$ from (9.12), (9.4) and (9.9). Levine et al. [15] and Gastmans and Troost [7] therefore consider $a_{4}$ and $a_{5}$ as "new" constants. This makes it possible to express more kinds of logarithmic integrals in "closed" form.

Another special case is $n=1$. Here we find from (9.11) that

$$
\begin{equation*}
a_{1, p}=\frac{(-1)^{p}}{p!} \int_{0}^{1} \log ^{p}\left(1-\frac{1}{2} t\right) \frac{d t}{t}=\sigma_{1, p}-\frac{\log ^{p+1} 2}{(p+1)!} . \tag{9.20}
\end{equation*}
$$

Note that Nielsen's remark [20, p. 203] that $a_{1,2 p}$ can be expressed in terms of $\log 2$ and $\zeta(q)(2 \leqq q \leqq 2 p+1)$, is probably incorrect, being a consequence of the incorrect formula (N3).

From (2.7), (9.4) and (9.20), one finds

$$
\begin{aligned}
a_{1,2} & =\sum_{j=0}^{\infty} \frac{(-1)^{j} S_{j+2}^{(2)}}{(j+2)!(j+2)} \frac{1}{2^{j+2}} \\
& =\sum_{j=2}^{\infty} \frac{1}{2^{j j^{2}}}\left(1+\frac{1}{2}+\cdots+\frac{1}{j-1}\right)=\frac{1}{8} \zeta(3)-\frac{1}{6} \log ^{3} 2
\end{aligned}
$$

or

$$
\begin{equation*}
\int_{0}^{1} \log ^{2}\left(1-\frac{1}{2} t\right) \frac{d t}{t}=\frac{1}{4} \zeta(3)-\frac{1}{3} \log ^{3} 2 . \tag{9.21}
\end{equation*}
$$

Nielsen also gave two relations between $a_{1, n}$ and $a_{\nu, 1}$. From (5.1) and (2.16), we obtain for $z=\frac{1}{2}$,

$$
\begin{equation*}
a_{1, n}=s_{n+1}-\sum_{j=0}^{n-1} \frac{\log ^{j} 2}{j!} a_{n-j+1}-\frac{1}{n!} \log ^{n+1} 2 \tag{9.22}
\end{equation*}
$$

With the help of Lemma (4.1a) and a well-known relation for the binomial coefficients, (9.22) can be inverted to give

$$
\begin{equation*}
a_{n}=\sum_{j=0}^{n-2} \frac{(-1)^{j} \log ^{j} 2}{j!}\left(s_{n-j}-a_{1, n-j-1}\right)-(-1)^{n} \frac{\log ^{n} 2}{(n-1)!} . \tag{9.23}
\end{equation*}
$$
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# p-ARY SEQUENCY AND ORDERINGS OF THE CHRESTENSON FUNCTIONS* 
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#### Abstract

A physical interpretation of the concept of the $p$-ary sequency is presented. A definition of $p$-ary sequency is given according to the interpretation. Expressions of $p$-ary natural (generalized Hadamard), $p$-ary sequency, and $p$-adic ordered Chrestenson functions are established in a systematic way, and they are related to the $p$-adic code and the $p$-ary Gray code. Mutual mappings of different ordered Chrestenson functions are discussed.
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1. Introduction. Much interest in multiple-valued devices, logic, and digital circuits has been evidenced in the past decade. The Chrestenson functions [1], which take multiple complex values, are compatible with $p$-ary numerical systems, and they have been applied to the design and optimization of multiple-valued logic networks [2], [3], [4]. In order to introduce the Chrestenson functions well to engineering, where $p$-ary digital techniques are employed, the present author showed that the sums of the real and imaginary parts of the Chrestenson functions also form a set of complete orthogonal functions [5]. We call them the RMV Walsh functions. Because the RMV Walsh functions take real multiple values, they are readily represented by physical means, e.g., voltage levels, as is necessary for system implementation. S-H Chang and T. Joseph [6] introduced the generalized concept of symmetry and sequence for the Chrestenson functions, and they presented orderings of the functions according to the symmetry and sequency. However, further development is necessary.
2. The p-ary sequency. For the Walsh functions the sequency, which is generalized frequency, is defined as "one-half the average number of zero crossings per unit of time" [7]. However, the definition is not applicable to the Chrestenson functions. In [6] sequency is generalized as the measure of oriented phase shift, but the physical interpretation of the concept is not given. The phase number or sequency number has not so obvious a meaning as the number of zero crossings.

It is known that for a given natural number $m$ the Chrestenson functions [1] $\mathrm{CH}_{w}^{p}(t)$ are defined as

$$
\begin{equation*}
\mathbf{C H}_{w}^{p}(t)=\exp \left(2 \pi i p^{-1} \mathbf{w}^{T} \mathbf{t}\right) \tag{1}
\end{equation*}
$$

where

$$
\begin{gathered}
w=0,1, \cdots, p^{m-1}, \quad w=\sum_{s=0}^{m-1} w_{s} p^{m-1-s}, \quad \mathbf{w}=\left[w_{0} w_{1} \cdots w_{m-1}\right]^{T} ; \\
t \in[0,1), \quad t=\sum_{s=0}^{\infty} t_{s} p^{-s-1}, \quad \mathbf{t}=\left[t_{0} t_{1} \cdots t_{m-1}\right]^{T}, \quad i^{2}=-1 ; \\
J_{p}=\{0,1, \cdots, p-1\}, \quad t_{s}, w_{s} \in J_{p}, \quad p \text { is a fixed integer, } \quad p>1 .
\end{gathered}
$$

[^110]We would interpret variable $t$ as time measured in seconds. To interpret the concept of sequency for Chrestenson functions, we begin by considering the physical interpretation of frequency for the exponential and trigonometric functions. Speaking more generally, we view that these functions are intimately related to the circular motions of particles, with which Newtonian (classical) mechanics deals. The exponential functions $\exp (2 \pi i w t), w=0,1,2, \cdots$, mathematically describe circular motion of a unit vector around the origin in the complex plane, as shown in Fig. 1. The unit vector projected onto the real axis yields $\cos (2 \pi w t)$, while the projection onto the imaginary axis yields $\sin (2 \pi w t)$. Whenever one uses the term frequency and angular shift of $\exp (2 \pi i w t), \sin (2 \pi w t)$ and $\cos (2 \pi w t)$, one refers implicitly to the circular motion described by these functions. The usual physical interpretation of frequency is the "number of cycles per unit time"" [7]. It is just the definition of frequency, and its unit is "cps" or Hz. Note that the motion of the unit vector described by the exponential functions is continuous and differentiable, and the motion can be understood with the aid of Newtonian mechanics, which deals with forces, masses and motions of particles. The time $t$ (function variable) is interpreted as the topology of continuum just as shown in the expressions for exponential functions. In other words, $t$ has the same topology as the real numbers. From the point of view of mathematics the exponential functions represent a mapping of the real number $t$ on the number axis in the interval $[0,1)$ onto the unit circle in the complex plane as shown in Fig. 1. The time $t$ in the expressions for exponential functions is a continuous (analogue) variable.


FIG. 1. The motion of the unit vector described by the exponential functions.
Similarly the Chrestenson functions may be said to describe mathematically the circular motion of a unit vector around the origin in the complex plane; but the circular motion described by the Chrestenson functions cannot be understood with the aid of Newtonian mechanics, if we view the motion as that of a particle. The unit vector transitionally moves discontinuously around the origin while the variable $t$ increases from 0 to 1 . The angular shift $\theta$ (in radians) of the position occupied by the unit vector is only an integer times the basis $\theta=2 \pi / p$, i.e., $\boldsymbol{\theta}=0,2 \pi / p, 2 \times 2 \pi / p, \cdots$. For example, if $p=3$ the three positions which the unit vector can occupy are shown in Fig. 2.

It is clear that the positions occupied by the unit vector are quantized. The unit vector moves instantaneously from one position to another without spending any time. The motion of the unit vector can be interpreted with the aid of quantum mechanics, which shows us that the transition from one position, form, or state to another is possible. The Chrestenson functions represent another mapping of the real number $t$ on the number axis in the inverval $[0,1$ ) onto the unit circle, but in the expression for


Fig. 2. The three positions of the unit vector.
Chrestenson functions the continuous time variable $t$, which has been quantized in the $p$-ary numerical system, becomes a digital variable. The discontinuous and transitional motion of the unit vector is related to the idea that the time $t$ is regarded as having a $p$-adic topology for the Chrestenson functions.

The "cycle" for the Chrestenson functions thus has an obvious meaning according to the above interpretation. We interpret the sequency of a Chrestenson function as the "average number of cycles made by the rotating unit vector, the motion of which is described by the Chrestenson function, per unit of time". It is also the definition of $p$-ary sequency. The concept of $p$-ary sequency, which has a broader meaning, is applicable to the trigonometric, exponential, Walsh, and RMV Walsh functions if the function describing the motion of the unit vector is a corresponding function. The unit of $p$-ary sequency is the same as the one of frequency, i.e., "cps" or Hz. It is easy to see that $p$-ary sequency is a generalized concept of frequency and sequency.

We now show how the notion of $p$-ary sequency applies to the Walsh functions ( $p=2$ ). Because $p=2$, the unit vector occupies only two positions, which are $\theta_{1}=2 n \pi$ and $\theta_{2}=(2 n+1) \pi, n=0,1,2, \cdots$. With $\theta_{1}$ the value of the Walsh function equals 1 , and with $\theta_{2}$ its value is -1 . If a Walsh function has one sign change (from 1 to -1 or the reverse) at $t_{1}, t_{1} \in[0,1)$, the corresponding angular shift of the unit vector equals $\pi$ at $t_{1}$. Suppose $N$ is the average number of sign changes (zero crossings) of the Walsh function per unit of time: according to the definition of $p$-ary sequency the sequency of the Walsh function would be

$$
\begin{equation*}
S=N \pi / 2 \pi=N / 2 \tag{2}
\end{equation*}
$$

It is just "one-half the average number of zero crossings per unit of time". Therefore, with $p=2$ the $p$-ary sequency and the sequency for the Walsh functions are identical.

It will be proved later that if $w=\left(w=0,1, \cdots, p^{m}-1\right)$ is the index of a $p$-ary sequency ordered Chrestenson function, the $p$-ary sequency $s$ of the Chrestenson function is

$$
\begin{equation*}
S=[(p-1) w / p]^{*} \tag{3}
\end{equation*}
$$

where $[a]^{*}$ denotes the least integer $\geqq a$.
3. Orderings of the Chrestenson functions. The question about the ordering of Walsh functions has been investigated by some authors [8], [9]. The merits and disadvantages of different orderings are discussed by Yuen [10]. There are three orderings for the Chrestenson functions, which correspond to the dyadic (Paley), natural
(Hadamard), and sequency (Walsh) ordering of Walsh functions. They are p-adic, $p$-ary natural (generalized Hadamard), and $p$-ary sequency.

Suppose $w_{H}, w_{G}$, and $w_{P}$ express the indexes of the generalized Hadamard, $p$-ary sequency, and $p$-adic ordered Chrestenson functions respectively, and their $p$-adic code, $p$-ary Gray code [11], and bit-reversed $p$-adic code are represented as ( $w_{0} w_{1} \ldots$ $\left.w_{m-1}\right),\left(g_{0} g_{1} \cdots g_{m-1}\right)$, and $\left(h_{0} h_{1} \cdots h_{m-1}\right)$, respectively. Then

$$
\begin{equation*}
h_{s}=w_{m-1-s}, \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
w_{s}=\sum_{k=0}^{s} g_{k} \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
g_{s}=w_{s} \ominus w_{s-1}, \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
w_{A}=\sum_{s=0}^{m-1} w_{s} p^{m-1-s} \tag{7}
\end{equation*}
$$

where $\Theta$ denotes subtraction modulo $p$ and $\sum$ denotes summation modulo $p$.

$$
A \in\{H, G, P\} \quad \text { and }-w_{A}=0,1, \cdots p^{m}-1
$$

3.1. Generalized Hadamard ordering. The generalized Hadamard ordering is the one which was originally employed by H. E. Chrestenson [1]. The generalized Hadamard ordered Chrestenson functions $\mathrm{CH}_{w_{H}}^{p}(t)$ are expressible by using the bit-reversed $p$-adic code $\left(h_{0} h_{1} \cdots h_{m-1}\right)$ of $w_{H}$ as

$$
\begin{equation*}
\mathrm{CH}_{w_{H}}^{p}(t)=\exp \left((2 \pi i / p) \sum_{s=0}^{m-1} h_{m-1-s} t_{s}\right) . \tag{8}
\end{equation*}
$$

Substituting (4) in (8), we find

$$
\begin{equation*}
\mathrm{CH}_{w_{H}}^{p}(t)=\exp \left((2 \pi i / p) \sum_{s=0}^{m-1} w_{s} t_{s}\right) . \tag{9}
\end{equation*}
$$

If $\left[\mathrm{CH}_{m}\right]$ denotes the matrix whose $w_{H}$ th row is $\left[\mathrm{CH}_{w_{H}}^{p}(0) \mathrm{CH}_{w_{H}}^{p}\left(p^{-m}\right) \cdots\right.$ $\left.\mathrm{CH}_{w_{H}}^{p}\left(\left(p^{m}-1\right) p^{-m}\right)\right]$ for $w_{H}=0,1, \cdots, p^{m}-1$, it is easily shown that [6]

$$
\begin{equation*}
\left[\mathrm{CH}_{m}\right]=\left[\mathrm{H}_{m}\right], \tag{10}
\end{equation*}
$$

where $\left[\mathrm{H}_{m}\right.$ ] is the generalized Hadamard matrix of order $m$

$$
\begin{align*}
{\left[\mathrm{H}_{1}\right] } & =\left[\begin{array}{llll}
r^{0} & r^{0} & \cdots & r^{0} \\
r^{0} & r^{1} & \cdots & r^{p-1} \\
\cdots & & & \\
r^{0} & r^{p-1} & \cdots & r^{1}
\end{array}\right],  \tag{11}\\
{\left[\mathrm{H}_{2}\right] } & =\left[\mathrm{H}_{1}\right] \otimes\left[\mathrm{H}_{1}\right],  \tag{12}\\
{\left[\mathrm{H}_{m}\right] } & =\left[\mathrm{H}_{m-1}\right] \otimes\left[\mathrm{H}_{1}\right] \tag{13}
\end{align*}
$$

where $\otimes$ denotes the Kronecker product and $r=\exp (2 \pi i / p)$.
3.2. p-Ary sequency ordering. The sequency ordered Chrestenson functions $\mathrm{CH}_{w_{G}}^{p}(t)$ are defined by using the $p$-ary Gray code $\left(g_{0} g_{1} \cdots g_{m-1}\right)$ of $w_{G}$ as

$$
\begin{equation*}
\mathrm{CH}_{w_{G}}^{p}(t)=\exp \left((2 \pi i / p) \sum_{s=0}^{m-1} g_{m-1-s} t_{s}\right) . \tag{14}
\end{equation*}
$$

Substituting (5) in (14), we get

$$
\begin{equation*}
\mathrm{CH}_{w_{G}}^{p}(t)=\exp \left((2 \pi i / p) \sum_{s=0}^{m-1}\left(w_{m-1-s} \ominus w_{m-2-s}\right) t_{s}\right) \tag{15}
\end{equation*}
$$

Now we prove that the Chrestenson functions defined by (14) are ordered according to the $p$-ary sequency. As already mentioned, the $p$-ary sequency $S$ of a Chrestenson function equals the angular shift (measured in radians) of the unit vector, the motion of which is described by the Chrestenson function over $[0,1)$, divided by $2 \pi$. For $\mathrm{CH}_{w_{G}}^{p}(t)$, the angular shift $\theta$ over $[0,1)$ is determined by

$$
\begin{equation*}
\theta=\sum_{q=0}^{p^{m}-2}(2 \pi / p)\left(\sum_{s=0}^{m-1} g_{m-1-s} t_{q+1, s} \ominus \sum_{s=0}^{m-1} g_{m-1-s} t_{q, s}\right)+\phi \tag{16}
\end{equation*}
$$

where $q=\sum_{s=0}^{m-1} t_{q, s} p^{m-1-s}, t_{q, s} \in J_{p}$ and $\phi$ is the angular shift at $t=0$. We have

$$
\begin{equation*}
\boldsymbol{\theta}=(2 \pi / p) \sum_{q=0}^{p^{m}-2}\left[\sum_{s=0}^{m-1} g_{m-1-s}\left(t_{q+1, s} \ominus t_{q, s}\right)\right]+\phi . \tag{17}
\end{equation*}
$$

According to the construction of the $p$-adic code of $t$, as shown in Table 1 for $p=3$, $m=3$, it is not difficult to see that

$$
\begin{align*}
& \theta=(2 \pi / p)\left[\left(p^{m}-p^{m-1}\right)\right. g_{0}+\left(p^{m-1}-p^{m-2}\right)\left(g_{0} \oplus g_{1}\right) \\
&\left.+\cdots+(p-1)\left(g_{0} \oplus g_{1} \oplus 2 / \oplus g_{m-1}\right)\right]+\phi \tag{18}
\end{align*}
$$

where $\oplus$ denotes addition modulo $p$. Substituting (6) in (18), we have

$$
\begin{align*}
\boldsymbol{\theta} & =(2 \pi / p)(p-1)\left(p^{m-1} w_{0}+p^{m-2} w_{1}+\cdots+w_{m-1}\right)+\phi  \tag{19}\\
& =(2 \pi / p)(p-1) \sum_{s=0}^{m-1} w_{s} p^{m-1-s}+\phi \tag{20}
\end{align*}
$$

By (7),

$$
\begin{equation*}
\theta=2 \pi(p-1) w_{G} / p+\phi \tag{21}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
S=\theta / 2 \pi=(p-1) w_{G} / p+\phi / 2 \pi . \tag{22}
\end{equation*}
$$

Table 1
The values of $\left(t_{q+1} \ominus s t_{q, s}\right)$ for $p=3, m=3$.

| $t, q$ | $t_{0}$ | $t_{1}$ | $t_{2}$ | $\left(t_{q+1} \ominus t_{q, s}\right)$ |  |  | $t, q$ | $t_{0}$ | $t_{1}$ | $t_{2}$ | $\left(t_{q+1} \ominus t_{q, s}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $s=0$ | 1 | 2 |  |  |  |  | $s=0$ | 1 | 2 |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 14 | 1 | 1 | 2 | 0 | 1 | 1 |
| 1 | 0 | 0 | 1 | 0 | 0 | 1 | 15 | 1 | 2 | 0 | 0 | 0 | 1 |
| 2 | 0 | 0 | 2 | 0 | 1 | 1 | 16 | 1 | 2 | 1 | 0 | 0 | 1 |
| 3 | 0 | 1 | 0 | 0 | 0 | 1 | 17 | 1 | 2 | 2 | 1 | 1 | 1 |
| 4 | 0 | 1 | 1 | 0 | 0 | 1 | 18 | 2 | 0 | 0 | 0 | 0 | 1 |
| 5 | 0 | 1 | 2 | 0 | 1 | 1 | 19 | 2 | 0 | 1 | 0 | 0 | 1 |
| 6 | 0 | 2 | 0 | 0 | 0 | 1 | 20 | 2 | 0 | 2 | 0 | 1 | 1 |
| 7 | 0 | 2 | 1 | 0 | 0 | 1 | 21 | 2 | 1 | 0 | 0 | 0 | 1 |
| 8 | 0 | 2 | 2 |  | 1 | 1 | 22 | 2 | 1 | 1 | 0 | 0 | 1 |
| 9 | 1 | 0 | 0 | 0 | 0 | 1 | 23 | 2 | 1 | 2 | 0 | 1 | 1 |
| 10 | 1 | 0 | 1 | 0 | 0 | 1 | 24 | 2 | 2 | 0 | 0 | 0 | 1 |
| 11 | 1 | 0 | 2 | 0 | 1 | 1 | 25 | 2 | 2 | 1 | 0 | 0 | 1 |
| 12 | 1 | 1 | 0 | 0 | 0 | 1 | 26 | 2 |  | 2 |  |  |  |
| 13 | 1 | 1 | 1 | 0 | 0 | 1 |  |  |  |  |  |  |  |

The angular shift $\phi$ at $t=0$ would be determined, while the Chrestenson function is extended with period 1, i.e.,

$$
\begin{equation*}
\mathrm{CH}_{w_{G}}^{p}(t)=\mathrm{CH}_{w_{G}}^{p}(t+1) . \tag{23}
\end{equation*}
$$

It is easy to see that the $\phi$ is the angle shift from $\theta_{1}$ (corresponding to $\mathrm{CH}_{w_{G}}^{p}\left(1-p^{-m}\right)$ ) to $\theta_{2}$ (corresponding to $\mathrm{CH}_{w_{G}}^{p}(0)$ ). So

$$
\begin{equation*}
S=\left[(p-1) w_{G} / p\right]^{*} . \tag{24}
\end{equation*}
$$

The formula (24) shows that the larger the index $w_{G}$, the larger the corresponding $p$-ary sequency, and the $\mathrm{CH}_{w_{G}}^{p}(t)\left(w_{G}=0,1, \cdots, p^{m}-1\right)$ are ordered according to the $p$-ary sequency. The $p$-ary sequencies of the Chrestenson functions for $p=3, m=3$, are shown in Table 2.

Table 2
The p-ary sequencies of the Chrestenson functions for $p=3, m=3$.

| $w_{G}$ | $p$-ary Gray <br> code | $(\theta-\phi)$ <br> $(\pi)$ | $S$ | $w_{G}$ | $p$-ary Gray <br> code | $(\theta-\phi)$ <br> $(\pi)$ | $S$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 000 | 0 | 0 | 14 | 101 | 28 | 10 |
| 1 | 001 | 2 | 1 | 15 | 111 | 30 | 10 |
| 2 | 002 | 4 | 2 | 16 | 112 | 32 | 11 |
| 3 | 012 | 6 | 2 | 17 | 110 | 34 | 12 |
| 4 | 010 | 8 | 3 | 18 | 210 | 36 | 12 |
| 5 | 011 | 10 | 4 | 19 | 211 | 38 | 13 |
| 6 | 021 | 12 | 4 | 20 | 212 | 40 | 14 |
| 7 | 022 | 14 | 5 | 21 | 222 | 42 | 14 |
| 8 | 020 | 16 | 6 | 22 | 220 | 44 | 15 |
| 9 | 120 | 18 | 6 | 23 | 221 | 46 | 16 |
| 10 | 121 | 20 | 7 | 24 | 201 | 48 | 16 |
| 11 | 122 | 22 | 8 | 25 | 202 | 50 | 17 |
| 12 | 102 | 24 | 8 | 26 | 200 | 52 | 18 |
| 13 | 100 | 26 | 9 |  |  |  |  |

3.3. $\boldsymbol{p}$-Adic ordering. Using the $p$-adic code $\left(w_{0} w_{1} \cdots w_{m-1}\right)$ of index $w_{p}$, we define the $p$-adic ordered Chrestenson functions $\mathrm{CH}_{w_{p}}^{p}(t)$ as

$$
\begin{equation*}
\mathrm{CH}_{w_{P}}^{p}(t)=\exp \left((2 \pi i / p) \sum_{s=0}^{m-1} w_{m-1-s} t_{s}\right) . \tag{25}
\end{equation*}
$$

S-H Chang and T. Joseph [6] pointed out that the $p$-adic code $\left(w_{0} w_{1} \cdots w_{m-1}\right)$ is the $p$-ary symmetry index for the $\mathrm{CH}_{w_{p}}^{p}(t)$, and that the vector

$$
\left[\mathrm{CH}_{w_{p}}^{p}(0) \mathrm{CH}_{w_{p}}^{p}\left(p^{-m}\right) \cdots \mathrm{CH}_{w_{p}}^{p}\left(\left(p^{m}-1\right) p^{-m}\right)\right]
$$

can be written from left to right by using the $p$-ary symmetry index without referring to any other member of the set of Chrestenson functions. In [6] the $p$-adic ordered Chrestenson functions are called ordered according to the $p$-ary symmetry. We note that for the otherwise ordered Chrestenson functions the $p$-ary symmetry holds true, but the symmetry index is indifferent. The symmetry index of the generalized Hadamard ordered Chrestenson functions is the bit-reversed $p$-adic code, and the $p$-ary Gray code corresponds to the $p$-ary symmetry index of $p$-ary sequency ordered Chrestenson functions.
4. Mutual mappings of differently ordered Chrestenson functions. The exponential functions $\exp (2 \pi i w t)$ are a character group of the topologic group of the real numbers. Since we may consider real numbers to be points on the real line which has only one dimension, the exponential functions have one ordering. On the other hand, the Chrestenson functions are a character group of the $p$-adic group, and the $p$-tuple vectors which belong to the $p$-adic group form a space which has $p$ dimensions. Therefore, the Chrestenson functions can be ordered in many different ways.

Now we give a representation of the Chrestenson functions, ordering them according to the parameter matrix $Q_{A}$

$$
\begin{equation*}
\mathbf{C H}_{w_{A}}^{p}(t)=\exp \left((2 \pi i / p) \mathbf{w}_{A}^{T} Q_{A} \mathbf{t}\right) \tag{26}
\end{equation*}
$$

where $A_{A}$ is an invertible symmetric matrix,

$$
\begin{aligned}
& Q_{A}=\left[q_{i j}\right], \quad i, j=0, \cdots, m-1, \quad q_{i j} \in J_{P} ; \\
& w_{A}=\sum_{s=0}^{m-1} w_{s} p^{m-1-s}, \quad \mathbf{w}_{A}=\left[w_{0} w_{1} \cdots w_{m-1}\right]^{T}, \quad \mathbf{t}=\left[t_{0} t_{1} \cdots t_{m-1}\right]^{T} .
\end{aligned}
$$

All multiplication and addition operations in the calculation of $\mathbf{w}_{A}^{T} Q_{A} \mathbf{t}$ are performed modulo $p$. The ordering of the Chrestenson functions is determined by the matrix $Q_{A}$; the three matrices corresponding to the $p$-ary sequency, $p$-adic, and generalized Hadamard orderings are shown in Table 3.

Table 3
The matrices corresponding to the three orderings.

It is easy to see that the conversion from one ordering to another order is the same as the conversion from one code to the other code. Suppose $\mathbf{w}_{H}, \mathbf{w}_{G}$, and $\mathbf{w}_{P}$ are vectors formed by the $p$-adic code $\left(w_{0} w_{1} \cdots w_{m-1}\right)$ of the indices $w_{H}, w_{G}$, and $w_{P}$, respectively. For example, if the $p$-adic code of $w_{H}$ is (211), $\mathbf{w}_{H}=[211]^{T}$. The mutual mappings of the three orderings are represented as

$$
\begin{equation*}
\mathbf{w}_{B}^{T}=\mathbf{w}_{A}^{T} Q_{A} Q_{B}^{-1}, \tag{27}
\end{equation*}
$$

where $A, B \in\{H, G, P\}$.
For example, let $p=3, m=3$; then

$$
Q_{H}=\left[\begin{array}{lll}
1 & & \\
& 1 & \\
& & 1
\end{array}\right], \quad Q_{G}=\left[\begin{array}{lll} 
& 2 & 1 \\
2 & 1 & \\
1 & &
\end{array}\right], \quad Q_{P}=\left[\begin{array}{lll} 
& & 1 \\
& 1 & \\
1 & &
\end{array}\right]
$$

and

$$
Q_{H}^{-1}=Q_{H}, \quad Q_{P}^{-1}=Q_{P}, \quad Q_{G}^{-1}=\left[\begin{array}{ccc} 
& & 1 \\
1 & 1 \\
1 & 1 & 1
\end{array}\right] .
$$

Suppose $w_{H}=8$; then $\mathbf{w}_{H}=[022]^{T}$,

$$
\begin{aligned}
& \mathbf{w}_{G}^{T}=[022] \times\left[\begin{array}{lll}
1 & & \\
& 1 & \\
& & 1
\end{array}\right] \times\left[\begin{array}{lll} 
& & 1 \\
& 1 & 1 \\
1 & 1 & 1
\end{array}\right]=\left[\begin{array}{lll} 
& & 1 \\
& 1 & 1 \\
1 & 1 & 1
\end{array}\right]=[211], \\
& \mathbf{w}_{P}^{T}=[022] \times\left[\begin{array}{lll}
1 & & \\
& 1 & \\
& & 1
\end{array}\right] \times\left[\begin{array}{lll} 
& 1 & 1 \\
1 & &
\end{array}\right]=[220] .
\end{aligned}
$$

Using (7), we have $w_{G}=22, w_{P}=24$.
The mutual mappings of other Chrestenson functions are analogous to the mutual mappings of the foregoing three ordered functions.
5. Discussion. The Chrestenson functions correspond to the discontinuous circular motion of the unit vector around the origin in the complex plane. The $p$-ary sequency of the Chrestenson functions is analogous to frequency. Among the orderings of the functions there are three important orderings, which are generalized Hadamard, $p$-ary sequency and $p$-adic. The merits and disadvantages of the three orderings are analogous to those of the Walsh functions [10]. It is convenient to use the $p$-adic ordered Chrestenson functions for mathematical discussions, while the generalized Hadamard ordered functions are applicable to fast transform. p-Ary sequency ordered Chrestenson functions, the indices of which have a transparent physical interpretation, would be applied to communication engineering, $p$-ary sequency filtering, and so on, just as sequency ordered Walsh functions [7].
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#### Abstract

Using Askey and Wilson's $q$-beta type integral, a $q$-extension of Selberg's $n$-dimensional integral is given as a conjecture and is proved for $n=2$.
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1. Introduction. In a little-known paper published in a Norwegian journal, A. Selberg [14] gave the following important result:

$$
\begin{align*}
& \int_{-1}^{1} \cdots \int_{-1}^{1} \prod_{i=1}^{n}\left(1-x_{i}\right)^{\alpha}\left(1+x_{i}\right)^{\beta} \prod_{1 \leqq i \leqq j \leqq n}\left|x_{j}-x_{i}\right|^{2 \gamma} d x_{1} \cdots d x_{n}  \tag{1.1}\\
& \quad=\prod_{j=1}^{n} 2^{\alpha+\beta+1+(n-1) \gamma} \frac{\Gamma(\alpha+1+(j-1) \gamma) \Gamma(\beta+1+(j-1) \gamma) \Gamma(j \gamma+1)}{\Gamma(\alpha+\beta+2+(n+j-2) \gamma) \Gamma(\gamma+1)}, \\
& \quad \operatorname{Re} \alpha>-1, \quad \operatorname{Re} \beta>-1, \quad \operatorname{Re} \gamma>-\left[\frac{1}{n}, \frac{\operatorname{Re}(\alpha+1)}{n-1}, \frac{\operatorname{Re}(\beta+1)}{n-1}\right], \quad n \geqq 2 .
\end{align*}
$$

In view of the particular extension we wish to propose, we have expressed the integrals on the interval $[-1,1]$ instead of $[0,1]$ and this explains an additional factor $2^{\alpha+\beta+1+(n-1) \gamma}$ on the right-hand side.

Once an important result is found, it is natural to look for extensions. Selberg's integral is a mutidimensional beta integral, so there may be extensions in each of the ways that Euler's beta integral has been extended. One way to extend the beta integral is as a sum, either like the hypergeometric distribution on an equally spaced set of points, or on a set of points whose ratio is constant. Included in the latter is Thomae's $q$-integral representation of the $q$-gamma function and Ramanujan's ${ }_{1} \psi_{1}$ sum. See [15], [2]. Askey [3] discovered some extensions of Selberg's integral of this type, and was able to prove some of them in two dimensions. In a different direction, Macdonald [8] conjectured some constant term identities that are truncated versions of some of his earlier identities, Morris [9] made some further conjectures, and Macdonald reformulated Morris' conjectures so they made sense for the affine root systems [8]. For affine $B C_{n}$ Macdonald's conjecture is equivalent to an integral with an absolutely continuous measure that extends Selberg's integral. For $B C_{1}$ Askey [4] proved this conjecture and the related integral was a new extension of Euler's integral. There is a

[^111]similar extension of Euler's integral with four free parameters in addition to $q$, which was found by Askey and Wilson [5]:
(1.2)
\[

$$
\begin{aligned}
& \int_{-1}^{1} \frac{h(x ; 1) h(x ;-1) h\left(x ; q^{1 / 2}\right) h\left(x ;-q^{1 / 2}\right)}{h(x ; a) h(x ; b) h(x ; c) h(x ; d)} \frac{d x}{\sqrt{1-x^{2}}} \\
& \quad=\frac{2 \pi(a b c d ; q)_{\infty}}{(q ; q)_{\infty}(a b ; q)_{\infty}(a c ; q)_{\infty}(a d ; q)_{\infty}(b c ; q)_{\infty}(b d ; q)_{\infty}(c d ; q)_{\infty}} \\
& \quad=\kappa(a, b, c, d), \text { say, }
\end{aligned}
$$
\]

where

$$
\begin{equation*}
(a ; q)_{\infty}=\prod_{n=0}^{\infty}\left(1-a q^{n}\right), \quad|q|<1 \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
h(x ; a)=\prod_{n=0}^{\infty}\left(1-2 a x q^{n}+a^{2} q^{2 n}\right)=\left(a e^{i \theta} ; q\right)_{\infty}\left(a e^{-i \theta} ; q\right)_{\infty}, \quad x=\cos \theta \tag{1.4}
\end{equation*}
$$

the parameters being subject to the restriction

$$
\begin{equation*}
\max (|q|,|a|,|b|,|c|,|d|)<1 . \tag{1.5}
\end{equation*}
$$

It is natural to ask if this can be used to extend the Selberg integral. That (1.2) is an extension of Euler's integral can be seen by specializing the parameters in a number of different ways and then taking the limit $q \rightarrow 1$. Following Askey and Wilson [5], we take

$$
\begin{equation*}
0<q<1, \quad a=q^{\alpha / 2+1 / 4}, \quad b=a q^{1 / 2}, \quad c=-q^{\beta / 2+1 / 4}, \quad d=c q^{1 / 2}, \quad \alpha, \beta>-1 . \tag{1.6}
\end{equation*}
$$

Then, using the notation

$$
\begin{equation*}
(a ; q)_{\alpha}=\frac{(a ; q)_{\infty}}{\left(a q^{\alpha} ; q\right)_{\infty}} \tag{1.7}
\end{equation*}
$$

(1.2) can be written as

$$
\begin{align*}
& \int_{-1}^{1}\left|\left(e^{i \theta} ; q\right)_{\alpha / 2+1 / 4}\left(e^{i \theta} q^{1 / 2} ; q\right)_{\alpha / 2+1 / 4}\left(-e^{i \theta} ; q\right)_{\beta / 2+1 / 4}\left(-e^{i \theta} q^{1 / 2} ; q\right)_{\beta / 2+1 / 4}\right|^{2} \frac{d x}{\sqrt{1-x^{2}}}  \tag{1.8}\\
&=\frac{2 \pi\left(-q^{1 / 2} ; q\right)_{(\alpha+\beta) / 2}(-q ; q)_{(\alpha+\beta) / 2}^{2}\left(-q^{1 / 2} ; q\right)_{(\alpha+\beta+2) / 2}}{\Gamma_{q}^{2}(1 / 2)} \frac{\Gamma_{q}(\alpha+1) \Gamma_{q}(\beta+1)}{\Gamma_{q}(\alpha+\beta+2)} .
\end{align*}
$$

In (1.8) we have used the identity

$$
\begin{equation*}
\left(q^{1 / 2} ; q\right)_{\infty}\left(-q^{1 / 2} ; q\right)_{\infty}(-q ; q)_{\infty}=1 \tag{1.9}
\end{equation*}
$$

and the $q$-gamma function

$$
\begin{equation*}
\Gamma_{q}(x)=\frac{(q ; q)_{\infty}}{\left(q^{x} ; q\right)_{\infty}}(1-q)^{1-x}, \quad \lim _{q \rightarrow 1} \Gamma_{q}(x)=\Gamma(x), \quad 0<q<1 . \tag{1.10}
\end{equation*}
$$

Observing that $\lim _{q \rightarrow 1}(z ; q)_{a}=\lim _{q \rightarrow 1} \sum_{n=0}^{\infty}\left(q^{-a} ; q\right)_{n}\left(z q^{a}\right)^{n} /(q ; q)_{n}=(1-z)^{a}$, and so

$$
\begin{equation*}
\lim _{q \rightarrow 1}\left|\left(e^{i \theta} ; q\right)_{a}\right|^{2}=2^{a}(1-\cos \theta)^{a}, \quad \lim _{q \rightarrow 1}\left(-q^{a} ; q\right)_{b}=2^{b} \tag{1.11}
\end{equation*}
$$

it is easily seen that (1.8) goes to the familiar beta integral in the limit $q \rightarrow 1$.
One can also see by similar arguments that

$$
\begin{equation*}
\lim _{q \rightarrow 1}\left|\left(q^{1 / 2} e^{i \theta+i \phi} ; q\right)_{\gamma}\left(q^{1 / 2} e^{i \theta-i \phi} ; q\right)_{\gamma}\right|^{2}=2^{2 \gamma}|\cos \theta-\cos \phi|^{2 \gamma}, \tag{1.12}
\end{equation*}
$$

where $\gamma$ is a real number. This provides the important clue to a possible extension of the discriminant $\prod_{1 \leqq i<j \leqq n}\left|x_{j}-x_{i}\right|^{2 \gamma}$ in (1.1). Note that the limit on the right-hand side of (1.12) would be the same if we replaced $q^{1 / 2}$ by an arbitrary power of $q$. It turns out, however, that the integrals do not reduce to a compact formula without the $q^{1 / 2}$. It seems reasonable, therefore, to start with the following $q$-extension of the left-hand side of (1.1)

$$
\begin{align*}
\int_{-1}^{1} \cdots & \int_{-1}^{1}  \tag{1.13}\\
& \prod_{j=1}^{n} w\left(x_{j} ; a, a q^{1 / 2}, b, b q^{1 / 2}\right) \\
& \cdot \prod_{1 \leqq k<l \leqq n}\left|\left(q^{1 / 2} e^{i \theta_{k}+i \theta_{l}} ; q\right)_{\gamma}\left(q^{1 / 2} e^{i \theta_{k}-i \theta_{l}} ; q\right)_{\gamma}\right|^{2} d x_{1} \cdots d x_{n}
\end{align*}
$$

where

$$
\begin{align*}
& w\left(x_{j} ; a, a q^{1 / 2}, b, b q^{1 / 2}\right)  \tag{1.14}\\
& \quad=\frac{h\left(x_{j} ; 1\right) h\left(x_{j} ;-1\right) h\left(x_{j} ; 1^{1 / 2}\right) h\left(x_{j} ;-q^{1 / 2}\right)}{h\left(x_{j} ; a\right) h\left(x_{j} ; a q^{1 / 2}\right) h\left(x_{j} ; b\right) h\left(x_{j} ; b q^{1 / 2}\right)}\left(1-x_{j}^{2}\right)^{-1 / 2}, \quad x_{j}=\cos \theta_{j} .
\end{align*}
$$

At the moment we are unable to handle the integral for a $\gamma$ that is not a nonnegative integer. So we shall assume that $\gamma=N, N=0,1,2, \cdots$. We will show that

$$
\begin{align*}
& \int_{-1}^{1} \int_{-1}^{1} w\left(x ; a, a q^{1 / 2}, b, b q^{1 / 2}\right) w\left(y ; a, a q^{1 / 2}, b, b q^{1 / 2}\right)  \tag{1.15}\\
& \cdot\left|\left(q^{1 / 2} e^{i \theta+i \phi} ; q\right)_{N}\left(q^{1 / 2} e^{i \theta-i \phi} ; q\right)_{N}\right|^{2} d x d y \\
&= \prod_{j=1}^{2} \frac{2 \pi}{(q ; q)_{\infty}^{2}(1-a b)\left(a b q^{1 / 2+(j-1) N} ; q\right)_{\infty}^{2}\left(a b q^{1+(j-1) N} ; q\right)_{\infty}^{2}} \\
& \cdot \prod_{j=1}^{2} \frac{\left(a^{2} b^{2} q^{j N+1} ; q\right)_{\infty}\left(q^{N+1} ; q\right)_{\infty}(q ; q)_{\infty}}{\left(a^{2} q^{1 / 2+(j-1) N} ; q\right)_{\infty}\left(b^{2} q^{1 / 2+(j-1) N} ; q\right)_{\infty}\left(q^{j N+1} ; q\right)_{\infty}}
\end{align*}
$$

where $x=\cos \theta, y=\cos \phi$.
We shall carry out the computations in two steps. In §2 we shall do integration over $y$ and complete the second integration over $x$ in $\S 3$. In $\S 4$ we shall state the $n$-dimensional result as a conjecture and examine the situation when we replace the
parameters as in (1.6) but also replace $e^{i \theta_{j}}$ by $q^{i x_{j}}$ in the integrand and then take the limit $q \rightarrow 1$.
2. Evaluation of a single integral. We shall start by computing a somewhat more general integral

$$
\begin{array}{r}
\int_{-1}^{1} w(y ; a, b, c, d)\left(z q^{1 / 2} e^{i \phi} ; q\right)_{r}\left(z q^{1 / 2} e^{-i \phi} ; q\right)_{r}\left(q^{1 / 2} e^{i \phi} / z ; q\right)_{s}\left(q^{1 / 2} e^{-i \phi} / z ; q\right)_{s} d y  \tag{2.1}\\
=S_{r, s}(z ; a, b, c, d), \text { say }
\end{array}
$$

where $z$ is arbitrary and $r, s$ are nonnegative integers. The formulas that we shall immediately need are the $q$-integral representations of Sears' summation formula [12], [1], [7]

$$
\begin{align*}
& \int_{a}^{b} \frac{(q u / a ; q)_{\infty}(q u / b ; q)_{\infty}(c u ; q)_{\infty}}{(f u ; q)_{\infty}(g u ; q)_{\infty}(h u ; q)_{\infty}} d_{q} u  \tag{2.2}\\
& \quad=\frac{b(1-q)(q ; q)_{\infty}(b q / a ; q)_{\infty}(a / b ; q)_{\infty}(c / f ; q)_{\infty}(c / g ; q)_{\infty}(c / h ; q)_{\infty}}{(a f ; q)_{\infty}(a g ; q)_{\infty}(a h ; q)_{\infty}(b f ; q)_{\infty}(b g ; q)_{\infty}(b h ; q)_{\infty}}
\end{align*}
$$

where $c=a b f g h$, and of Bailey's formula [6, 8.5(3)] for the sum of two balanced and nonterminating balanced ${ }_{4} \phi_{3}$ 's in terms of a very well-poised ${ }_{8} \phi_{7}$ :

$$
\begin{align*}
& \int_{a}^{b} \frac{(q u / a ; q)_{\infty}(q u / b ; q)_{\infty}(c u ; q)_{\infty}(d u ; q)_{\infty}}{(e u ; q)_{\infty}(f u ; q)_{\infty}(g u ; q)_{\infty}(h u ; q)_{\infty}} d_{q} u  \tag{2.3}\\
&= \frac{b(1-q)(q ; q)_{\infty}(b q / a ; q)_{\infty}(a / b ; q)_{\infty}}{(a e ; q)_{\infty}(a f ; q)_{\infty}(a g ; q)_{\infty}} \\
& \quad \frac{(c d / e h ; q)_{\infty}(c d / f h ; q)_{\infty}(c d / g h ; q)_{\infty}(b c ; q)_{\infty}(b d ; q)_{\infty}}{(b e ; q)_{\infty}(b f ; q)_{\infty}(b g ; q)_{\infty}(b h ; q)_{\infty}(b c d / h ; q)_{\infty}} \\
& \quad \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
b c d / h q, q(b c d / h q)^{1 / 2},-q(b c d / h q)^{1 / 2}, b e, b f, b g, c / h, d / h \\
(b c d / h q)^{1 / 2},-(b c d / h q)^{1 / 2}, c d / e h, c d / f h, c d / g h, b d, b c
\end{array} ; q, \frac{c d}{b e f g}\right],
\end{align*}
$$

where $c d=a b e f g h$; see also [7, (3.25)].
The $q$-integrals in (2.2) and (2.3) are defined by

$$
\begin{align*}
& \int_{0}^{a} f(u) d_{q} u=a(1-q) \sum_{n=0}^{\infty} f\left(a q^{n}\right) q^{n}  \tag{2.4}\\
& \int_{a}^{b} f(u) d_{q} u=\int_{0}^{b} f(u) d_{q} u-\int_{0}^{a} f(u) d_{q} u
\end{align*}
$$

and the basic hypergeometric series ${ }_{r+1} \phi_{r}$ by

$$
{ }_{r+1} \boldsymbol{\phi}_{r}\left[\begin{array}{c}
a_{1}, a_{2}, \cdots, a_{r+1}  \tag{2.5}\\
b_{1}, \cdots, b_{r}
\end{array} ; q, z\right]=\sum_{n=0}^{\infty} \frac{\left(a_{1} ; q\right)_{n}\left(a_{2} ; q\right)_{n} \cdots\left(a_{r+1} ; q\right)_{n}}{(q ; q)_{n}\left(b_{1} ; q\right)_{n} \cdots\left(b_{r} ; q\right)_{n}} z^{n},
$$

provided $|z|<1$ if the series does not terminate.

A third formula that we shall find useful is the integral representation of an ${ }_{8} \phi_{7}$ found by Nassrallah and Rahman [10]

$$
\begin{align*}
& \int_{-1}^{1}(w ; \lambda, \mu, \nu, \rho) \frac{h(x ; \tau)}{h(x ; \sigma)} d x  \tag{2.6}\\
&= \frac{2 \pi(\lambda \mu \nu \rho ; q)_{\infty}(\lambda \mu \nu \sigma ; q)_{\infty}(\lambda \tau ; q)_{\infty}}{(q ; q)_{\infty}(\lambda \mu ; q)_{\infty}(\lambda \nu ; q)_{\infty}(\lambda \rho ; q)_{\infty}(\lambda \sigma ; q)_{\infty}(\mu \nu ; q)_{\infty}(\mu \rho ; q)_{\infty}} \\
& \cdot \frac{(\mu \tau ; q)_{\infty}(\nu \tau ; q)_{\infty}}{(\mu \sigma ; q)_{\infty}(\nu \rho ; q)_{\infty}(\nu \sigma ; q)_{\infty}(\lambda \mu \nu \tau ; q)_{\infty}} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
\lambda \mu \nu \tau q^{-1}, q\left(\lambda \mu \nu \tau q^{-1}\right)^{1 / 2},-q\left(\lambda \mu \nu \tau q^{-1}\right)^{1 / 2}, \lambda \mu, \lambda \nu, \mu \nu, \tau \rho^{-1}, \tau \sigma^{-1} \\
\left(\lambda \mu \nu \tau q^{-1}\right)^{1 / 2},-\left(\lambda \mu \nu \tau q^{-1}\right)^{1 / 2}, \nu \tau, \mu \tau, \lambda \tau, \lambda \mu \nu \rho, \lambda \mu \nu \sigma
\end{array} ; q, \rho \sigma\right],
\end{align*}
$$

see also [11].
Using (2.2), we find that

$$
\begin{align*}
& \frac{h\left(y ; q^{1 / 2} / z\right)}{h(y ; d) h\left(y ; f q^{1 / 2} / z\right)}  \tag{2.7}\\
& \quad=\frac{\left(f^{-1} ; q\right)_{\infty}\left(q^{1 / 2} / z d ; q\right)_{\infty}}{f q^{1 / 2} z^{-1}(1-q)(q ; q)_{\infty}\left(d z / f q^{1 / 2} ; q\right)_{\infty}\left(f q^{3 / 2} / d z ; q\right)_{\infty}\left(d f q^{1 / 2} / z ; q\right)_{\infty}} \\
& \quad \cdot \int_{d}^{f q^{1 / 2} / z} \frac{(q u / d ; q)_{\infty}\left(u z q^{1 / 2} / f ; q\right)_{\infty}\left(u q^{1 / 2} / z ; q\right)_{\infty}}{(u / d f ; q)_{\infty} h(y ; u)} d_{q} u .
\end{align*}
$$

Hence

$$
\begin{array}{rl}
\int_{-1}^{1} & w(y ; a, b, c, d)\left(z e^{i \phi} q^{1 / 2} ; q\right)_{r}\left(z e^{-i \phi} q^{1 / 2} ; q\right)_{r} \frac{h\left(y ; q^{1 / 2} / z\right)}{h\left(y ; f q^{1 / 2} / z\right)} d y  \tag{2.8}\\
= & \frac{\left(f^{-1} ; q\right)_{\infty}\left(q^{1 / 2} / d z ; q\right)_{\infty}}{f q^{1 / 2} z^{-1}(1-q)(q ; q)_{\infty}\left(d z / f q^{1 / 2} ; q\right)_{\infty}\left(f q^{3 / 2} / d z ; q\right)_{\infty}\left(d f q^{1 / 2} / z ; q\right)_{\infty}} \\
& \cdot \int_{d}^{f q^{1 / 2} / z} \frac{(q u / d ; q)_{\infty}\left(u z q^{1 / 2} / f ; q\right)_{\infty}\left(u q^{1 / 2} / z ; q\right)_{\infty}}{(u / d f ; q)_{\infty}} d_{q} u \\
& \cdot \int_{-1}^{1} w(y ; a, b, c, u) \frac{h\left(y ; z q^{1 / 2}\right)}{h\left(y ; z q^{r+1 / 2}\right)} d y .
\end{array}
$$

By (2.6) we can now express the $y$-integral on the right-hand side as a very well-poised ${ }_{8} \phi_{7}$ which terminates because of the assumption that $r$ is a nonnegative integer, and consequently expressible as a balanced and terminating ${ }_{4} \phi_{3}$ via Watson's formula $[6,8.5(2)]$. Thus the $y$-integral on the right of (2.8) simplifies to

$$
\begin{gather*}
\frac{2 \pi\left(a z q^{1 / 2} ; q\right)_{r}\left(z q^{1 / 2} / a ; q\right)_{r}(a b c u ; q)_{\infty}}{(q ; q)_{\infty}(a b ; q)_{\infty}(a c ; q)_{\infty}(b c ; q)_{\infty}(a u ; q)_{\infty}(b u ; q)_{\infty}(c u ; q)_{\infty}}  \tag{2.9}\\
\cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-r}, a b, a c, a u \\
a z q^{1 / 2}, a q^{1 / 2-r} / z, a b c u
\end{array} ; q, q\right] .
\end{gather*}
$$

Substituting this into (2.8) the right-hand side becomes

$$
\begin{align*}
& \frac{2 \pi\left(f^{-1} ; q\right)_{\infty}\left(q^{1 / 2} / d z ; q\right)_{x}\left(a z q^{1 / 2}: q\right)_{r}\left(z q^{1 / 2 / a ; q)_{r}}\right.}{f q^{1 / 2} z^{-1}(1-q)(q ; q)_{\infty}^{2}(a b ; q)_{\infty}(a c ; q)_{\infty}(b c ; q)_{\infty}\left(d z / f q^{1 / 2} ; q\right)_{\infty}\left(f q^{3 / 2} / d z: q\right)_{\infty}\left(d f q^{1 / 2 / z ; q)_{\infty}}\right.}  \tag{2.10}\\
& \cdot \sum_{j=0}^{r} \frac{\left(q^{-r} ; q\right)_{j}(a b ; q)_{j}(a c ; q)_{j}}{(q ; q)_{j}\left(a z q^{1 / 2} ; q\right)_{j}\left(a q^{1 / 2-r} / z ; q\right)_{j}} q^{j} \\
& \cdot \int_{d}^{f q^{1 / 2} / z} \frac{(q u / d ; q)_{\infty}\left(u z q^{1 / 2} / f ; q\right)_{\infty}\left(u q^{1 / 2} / z ; q\right)_{\infty}\left(a b c u q^{j} ; q\right)_{\infty}}{(b u ; q)_{\infty}(c u ; q)_{\infty}(u / d f ; q)_{\infty}\left(a u q^{j} ; q\right)_{\infty}} d_{q} u \\
& =\frac{2 \pi\left(b q^{1 / 2} / z ; q\right)_{\infty}\left(c q^{1 / 2} / z ; q\right)_{\infty}\left(q f / z^{2} ; q\right)_{\infty}}{(q ; q)_{\infty}(a b ; q)_{\infty}(a c ; q)_{\infty}(b c ; q)_{\infty}(c d ; q)_{\infty}} \\
& \cdot \frac{\left(b c d f q^{1 / 2} / z ; q\right)_{\infty}\left(a z q^{1 / 2} ; q\right)_{r}\left(z q^{1 / 2} / a ; q\right)_{r}}{\left(d f q^{1 / 2 / z ; q)_{\infty}\left(b f q^{1 / 2} / z ; q\right)_{\infty}\left(c f q^{1 / 2} / z ; q\right)_{\infty}\left(b c f q / z^{2} ; q\right)_{\infty}}\right.} \\
& \cdot \sum_{j=0}^{r} \frac{\left(q^{-r} ; q\right)_{j}(a b ; q)_{j}(a c ; q)_{j}\left(a b c f q^{1 / 2+j} / z ; q\right)_{\infty}}{(q ; q)_{j}\left(a z q^{1 / 2} ; q\right)_{j}\left(a q^{1 / 2-r} / z ; q\right)_{j}\left(a f q^{1 / 2+j} / z ; q\right)_{\infty}} q^{j} \\
& \cdot{ }_{8} \phi_{7}\left[b c f / z^{2}, q\left(b c f / z^{2}\right)^{1 / 2},-q\left(b c f / z^{2}\right)^{1 / 2}, b f q^{1 / 2 / z,}\right. \\
& \left(b c f / z^{2}\right)^{1 / 2},-\left(b c f / z^{2}\right)^{1 / 2}, c q^{1 / 2 / z, b q^{1 / 2} / z,} \\
& \left.c f q^{1 / 2 / z, q^{1 / 2} / d z, b c, q^{1 / 2-j} / a z} ; q, a d q^{j}\right], \\
& \left.b c d f q^{1 / 2 / z, q f / z^{2}, a b c f q^{1 / 2+j}}\right]
\end{align*}
$$

by (2.3). We now replace $f$ by $q^{s}$, use $[6,8.5(3)]$ and simplify to get

$$
\begin{align*}
& S_{r, s}(z ; a, b, c, d)  \tag{2.11}\\
&= \kappa(a, b, c, d) \frac{\left(a z q^{1 / 2} ; q\right)_{r}\left(z q^{1 / 2} / a ; q\right)_{r}\left(b q^{1 / 2} / z ; q\right)_{s}\left(c q^{1 / 2} / z ; q\right)_{s}(a d ; q)_{s}}{(a b c d ; q)_{s}} \\
& \cdot \sum_{j=0}^{r} \frac{\left(q^{-r} ; q\right)_{j}(a b ; q)_{j}(a c ;)_{j}\left(a d q^{s} ; q\right)_{j}}{(q ; q)_{j}\left(a z q^{1 / 2} ; q\right)_{j}\left(a q^{1 / 2-r} / z ; q\right)_{j}\left(a b c d q^{s} ; q\right)_{j}} q^{i} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-s}, b c, q^{1 / 2} / d z, q^{1 / 2-j} / a z \\
b q^{1 / 2} / z, c q^{1 / 2} / z, q^{1-j-s} / a d
\end{array} ; q, q\right] .
\end{align*}
$$

The ${ }_{4} \phi_{3}$ series on the right is balanced and terminating, so we may apply Sears' transformation formula [13]
${ }_{4} \phi_{3}\left[\begin{array}{c}q^{-n}, a, b, c \\ d, e, f\end{array} ; q, q\right]$

$$
=\frac{\left(a q^{1-n} / e ; q\right)_{n}\left(a q^{1-n} / f ; q\right)_{n}}{(e ; q)_{n}(f ; q)_{n}}\left(\frac{b c}{d}\right)^{n}{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-n}, a, d / b, d / c \\
d, a q^{1-n} / e, a q^{1-n} / f
\end{array} ; q, q\right],
$$

$d e f=a b c q^{1-n}$, as often as necessary. Application of this formula twice in an order that should be obvious from the reduction, yields the following:

$$
\begin{gather*}
{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-s}, b c, q^{1 / 2} / d z, q^{1 / 2-j} / a z \\
b q^{1 / 2} / z, c q^{1 / 2} / z, q^{1-j-s} / a d
\end{array} ; q, q\right]  \tag{2.13}\\
=\frac{\left(a q^{1 / 2+j} / z ; q\right)_{s}\left(q^{1 / 2} / a z ; q\right)_{s}\left(a z q^{1 / 2} ; q\right)_{j}\left(a b c d q^{j} ; q\right)_{s}}{\left(b q^{1 / 2} / z ; q\right)_{s}\left(c q^{1 / 2} / z ; q\right)_{s}\left(a z q^{1 / 2-s} ; q\right)_{j}\left(a d q^{j} ; q\right)_{s}} q^{-j s} \\
\cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-s}, a b q^{j}, a c q^{j}, a d q^{j} \\
a b c d q^{j}, a q^{1 / 2+j} / z, a z q^{1 / 2-s+j}
\end{array} ; q, q\right] .
\end{gather*}
$$

Substituting this into (2.11) and simplifying the coefficients, we obtain

$$
\begin{align*}
& S_{r, s}(z ; a, b, c, d)  \tag{2.14}\\
& =\kappa(a, b, c, d)\left(a z q^{1 / 2} ; q\right)_{r}\left(z q^{1 / 2} / a ; q\right)_{r}\left(a q^{1 / 2} / z ; q\right)_{s}\left(q^{1 / 2} / a z ; q\right)_{s} \\
& \cdot \sum_{j=0}^{r} \sum_{k=0}^{s} \frac{\left(q^{-r} ; q\right)_{j}\left(q^{-s} ; q\right)_{k}\left(a q^{1 / 2+s} / z ; q\right)_{j}(a b ; q)_{j+k}(a c ; q)_{j+k}(a d ; q)_{j+k}}{(q ; q)_{j}(q ; q)_{k}\left(a q^{1 / 2-r} / z ; q\right)_{j}(a b c d ; q)_{j+k}\left(a q^{1 / 2} / z ; q\right)_{j+k}\left(a z q^{1 / 2-s} ; q\right)_{j+k}} \\
& \cdot q^{j+k-j s} .
\end{align*}
$$

We now transform the summation variables by setting $j+k=l, k=l-j$. The double sum in (2.14) becomes

$$
\begin{align*}
& \sum_{l=0}^{r+s} \frac{\left(q^{-s} ; q\right)_{l}(a b ; q)_{l}(a c ; q)_{l}(a d ; q)_{l}}{(q ; q)_{l}(a b c d ; q)_{l}\left(a q^{1 / 2} / z ; q\right)_{l}\left(a z q^{1 / 2-s} ; q\right)_{l}} q_{3}^{l} \phi_{2}\left[\begin{array}{c}
q^{-l}, q^{-r}, a q^{1 / 2+s} / z \\
a q^{1 / 2-r} / z, q^{1+s-l} ; q, q
\end{array}\right]  \tag{2.15}\\
& \quad=\sum_{l=0}^{r+s} \frac{\left(q^{-s} ; q\right)_{l}(a b ; q)_{l}(a c ; q)_{l}(a d ; q)_{l}}{(q ; q)_{l}(a b c d ; q)_{l}\left(a q^{1 / 2} / z ; q\right)\left(a z q^{1 / 2-s} ; q\right)_{l}} q^{l} \frac{\left(a q^{1 / 2} / z ; q\right)_{l}\left(q^{-r-s} ; q\right)_{l}}{\left(a q^{1 / 2-r} / z ; q\right)_{l}\left(q^{-s} ; q\right)_{l}} \\
& \quad={ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-r-s}, a b, a c, a d \\
a b c d, a q^{1 / 2-r} / z, a z q^{1 / 2-s} ; q, q
\end{array}\right],
\end{align*}
$$

by Jackson's formula $[6,8.4(1)]$ for the sum of a balanced and terminating ${ }_{3} \phi_{2}$ series. Thus we have

$$
\begin{align*}
S_{r, s} & (z ; a, b, c, d)  \tag{2.16}\\
= & \kappa(a, b, c, d)\left(a z q^{1 / 2} ; q\right)_{r}\left(z q^{1 / 2} / a ; q\right)_{r}\left(a q^{1 / 2} / z ; q\right)_{s}\left(q^{1 / 2} / a z ; q\right)_{s} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-r-s}, a b, a c, a d \\
a b c d, a q^{1 / 2-r} / z, a z q^{1 / 2-s} ; q, q
\end{array}\right] .
\end{align*}
$$

Reversing the series on the right and simplifying, we find

$$
\begin{align*}
S_{r, s}(z ; a, b, c, d)= & \kappa(a, b, c, d) \frac{(a b ; q)_{r+s}(a c ; q)_{r+s}(a d ; q)_{r+s}}{(a b c d ; q)_{r+s}} a^{-r-s} z^{r-s} q^{(r+s) / 2-r s}  \tag{2.17}\\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-r-s}, q^{1-r-s} / a b c d, z q^{1 / 2-s} / a, q^{1 / 2-r} / a z \\
q^{1-r-s} / a b, q^{1-r-s} / a c, q^{1-r-s} / a d
\end{array} ; q, q\right] \\
= & \kappa(a, b, c, d) \frac{(a b ; q)_{r+s}(b c ; q)_{r+s}}{(a b c d ; q)_{r+s}}(b d ; q)_{r+s} b^{-r-s} z^{r-s} q^{(r+s) / 2-r s} \\
& \cdot{ }_{\phi 3}\left[\begin{array}{c}
q^{-r-s}, q^{1-r-s} / a b c d, z q^{1 / 2-s} / b, q^{1 / 2-r} / b z \\
q^{1-r-s} / b a, q^{1-r-s} / b c, q^{1-r-s} / b d
\end{array} ; q, q\right],
\end{align*}
$$

the last line following from the previous one by (2.12). Replacing $b, c, d$ by $a q^{1 / 2}, b$, $b q^{1 / 2}$, respectively, we finally obtain

$$
\begin{align*}
& S_{r, s}\left(z ; a, a q^{1 / 2}, b, b q^{1 / 2}\right)  \tag{2.18}\\
&= \kappa\left(a, a q^{1 / 2}, b, b q^{1 / 2}\right) \frac{\left(a^{2} q^{1 / 2} ; q\right)_{r+s}\left(a b q^{1 / 2} ; q\right)_{r+s}(a b q ; q)_{r+s}}{\left(a^{2} b^{2} q ; q\right)_{r+s}} a^{-r-s} z^{r-s} q^{-r s} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-r-s}, q^{-r-s} / a^{2} b^{2}, z q^{-s} / a, q^{-r} / a z \\
q^{1} z-r-s / a^{2}, q^{1 / 2-r-s} / a b, q^{-r-s} / a b
\end{array} ; q, q\right] .
\end{align*}
$$

The ${ }_{4} \phi_{3}$ series on the right of (2.18) has a structure that enables us to apply a quadratic transformation formula due to Askey and Wilson [5, (4.22)]

$$
{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-2 n}, a^{2} q^{2 n}, b^{2} q, c^{2}  \tag{2.19}\\
-a,-a q, b^{2} c^{2} q^{2}
\end{array} ; q^{2}, q^{2}\right]={ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-n}, a q^{n}, b^{2} q, c^{2} \\
-a, b c q,-b c q
\end{array} ; q, q\right] .
$$

Use of this in (2.18) followed by yet another application of (2.12) and some simplifications leads to

$$
\begin{align*}
& S_{r, s}\left(z ; a, a q^{1 / 2}, b, b q^{1 / 2}\right)  \tag{2.20}\\
&= \kappa\left(a, a q^{1 / 2}, b, b q^{1 / 2}\right) \frac{\left(a^{2} q^{1 / 2} ; q\right)_{r+s}\left(a b q^{1 / 2} ; q\right)_{r+s}(a b q ; q)_{r+s}}{\left(a^{2} b^{2} q ; q\right)_{r+s}} \\
& \cdot \frac{\left(b q^{1 / 4} ; q^{1 / 2}\right)_{r+s}\left(-q^{1 / 2} ; q^{1 / 2}\right)_{r+s}}{\left(-a q^{1 / 4} ; q^{1 / 2}\right)_{r+s}\left(a b q^{(r+s+1) / 2} ; q^{1 / 2}\right)_{r+s}} z^{r-s} q^{(r+s)^{2} / 4-r s} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-(r+s) / 2},-q^{-(r+s) / 2} / a b, q^{1 / 4+(s-r) / 2 / z, z q^{1 / 4+(r-s) / 2}} \\
-q^{1 / 2}, q^{1 / 4-(r+s) / 2} / a, q^{1 / 4-(r+s) / 2} / b
\end{array} q^{1 / 2}, q^{1 / 2}\right] .
\end{align*}
$$

3. Proof of (1.15). It should be clear from (2.1) and (1.15) that we now need to evaluate the integral

$$
\begin{equation*}
\int_{-1}^{1} w\left(x ; a, a q^{1 / 2}, b, b q^{1 / 2}\right) S_{N, N}\left(e^{i \theta} ; a, a q^{1 / 2}, b, b q^{1 / 2}\right) d x \equiv I_{N}, \quad \text { say. } \tag{3.1}
\end{equation*}
$$

From (2.20) we have
$S_{N, N}\left(e^{i \theta} ; a, a q^{1 / 2}, b, b q^{1 / 2}\right)=\kappa\left(a, a q^{1 / 2}, b, b q^{1 / 2}\right)$

$$
\begin{aligned}
& \frac{\left(a^{2} q^{1 / 2}, q\right)_{2 N}\left(a b q^{1 / 2} ; q\right)_{2 N}(a b q ; q)_{2 N}\left(b q^{1 / 4} ; q^{1 / 2}\right)_{2 N}\left(-q^{1 / 2} ; q^{1 / 2}\right)_{2 N}}{\left(a^{2} b^{2} q ; q\right)_{2 N}\left(-a q^{1 / 4} ; q^{1 / 2}\right)_{2 N}\left(a b q^{N+1 / 2} ; q^{1 / 2}\right)_{2 N}} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-N},-q^{-N} / a b, q^{1 / 4} e^{i \theta}, q^{1 / 4} e^{-i \theta} \\
q^{1 / 4-N} / a, q^{1 / 4-N} / b,-q^{1 / 2}
\end{array} ; q^{1 / 2}, q^{1 / 2}\right] .
\end{aligned}
$$

So we need to consider the integral

$$
\begin{gather*}
\int_{-1}^{1} w\left(x ; a, a q^{1 / 2}, b, b q^{1 / 2}\right)\left(q^{1 / 4} e^{i \theta} ; q^{1 / 2}\right)_{m}\left(q^{1 / 4} e^{-i \theta} ; q^{1 / 2}\right)_{m} d x  \tag{3.3}\\
\equiv T_{m}, \quad \text { say }, \quad m=0,1,2, \cdots, N .
\end{gather*}
$$

Using the identity

$$
\begin{equation*}
(a ; q)_{2 n}=\left(a ; q^{2}\right)_{n}\left(a q ; q^{2}\right)_{n}, \tag{3.4}
\end{equation*}
$$

we find that when $m$ is even

$$
\begin{equation*}
\left|\left(q^{1 / 4} e^{i \theta} ; q^{1 / 2}\right)_{m}\right|^{2}=\left|\left(q^{1 / 2} e^{i \theta} ; q\right)_{m / 2}\left(q^{3 / 4} e^{i \theta} ; q\right)_{m / 2}\right|^{2} \tag{3.5}
\end{equation*}
$$

and when $m$ is odd

$$
\begin{equation*}
\left|\left(q^{1 / 4} e^{i \theta} ; q^{1 / 2}\right)_{m}\right|^{2}=\left|\left(q^{1 / 4} e^{i \theta} ; q\right)_{(m+1) / 2}\left(q^{3 / 4} e^{i \theta} ; q\right)_{(m-1) / 2}\right|^{2} \tag{3.6}
\end{equation*}
$$

Using (2.20), (3.4) and the identity

$$
\begin{equation*}
\left(a^{2} ; q^{2}\right)_{n}=(a ; q)_{n}(-a ; q)_{n}, \tag{3.7}
\end{equation*}
$$

we can easily show that
(3.8) $T_{m}=S_{m / 2, m / 2}\left(q^{-1 / 4} ; a, a q^{1 / 2}, b, b q^{1 / 2}\right), \quad m$ even

$$
\begin{aligned}
& =S_{(m+1) / 2,(m-1) / 2}\left(q^{-1 / 4} ; a, a q^{1 / 2}, b, b q^{1 / 2}\right), \quad m \text { odd } \\
& =\kappa\left(a, a q^{1 / 2}, b, b q^{1 / 2}\right)\left(a q^{1 / 4} ; q^{1 / 2}\right)_{m}\left(b q^{1 / 4} ; q^{1 / 2}\right)_{m}\left(-q^{1 / 2} ; q^{1 / 2}\right)_{m}
\end{aligned}
$$

$$
\left(-a b q^{1 / 2} ; q^{1 / 2}\right)_{m}
$$

From (3.1), (3.2), (3.3) and (3.8) we then have

$$
\begin{align*}
I_{N}= & \kappa^{2}\left(a, a q^{1 / 2}, b, b q^{1 / 2}\right) \frac{\left(a^{2} q^{1 / 2} ; q\right)_{2 N}\left(a b q^{1 / 2} ; q\right)_{2 N}(a b q ; q)_{2 N}}{\left(a^{2} b^{2} q ; q\right)_{2 N}}  \tag{3.9}\\
& \cdot \frac{\left(b q^{1 / 4} ; q^{1 / 2}\right)_{2 N}\left(-q^{1 / 2} ; q^{1 / 2}\right)_{2 N}}{\left(-a q^{1 / 4} ; q^{1 / 2}\right)_{2 N}\left(a b q^{N+1 / 2} ; q^{1 / 2}\right)_{2 N}} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{l}
q^{-N},-q^{-N} / a b, a q^{1 / 4}, b q^{1 / 4} \\
-a b q^{1 / 2}, q^{1 / 4-N} / a, q^{1 / 4-N} / b
\end{array} ; q^{1 / 2}, q^{1 / 2}\right] .
\end{align*}
$$

This ${ }_{4} \phi_{3}$ is summable. We have

$$
\begin{align*}
&{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-N},- \\
-a b q^{1 / 2}, q^{-N} / a b, a q^{1 / 4}, b q^{1 / 4} \\
1 / a, q^{1 / 4-N} / b
\end{array} q^{1 / 2}, q^{1 / 2}\right]  \tag{3.10}\\
&= \frac{\left(a^{2} q^{1 / 2} ; q^{1 / 2}\right)_{2 N}\left(a b q^{1 / 2} ; q^{1 / 2}\right)_{2 N}}{\left(q^{1 / 4-N} / a ; q^{1 / 2}\right)_{2 N}\left(q^{1 / 4-N} / b ; q^{1 / 2}\right)_{2 N}}\left(\frac{q^{-N-1 / 4}}{a^{2} b}\right)^{2 N} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-N}, a^{2} b^{2} q^{N+1 / 2}, a q^{1 / 4},-a q^{1 / 4} \\
a^{2} q^{1 / 2}, a b q^{1 / 2},-a b q^{1 / 2}
\end{array} q^{1 / 2}, q^{1 / 2}\right],  \tag{2.12}\\
&= \frac{\left(a^{2} q^{1 / 2} ; q^{1 / 2}\right)_{2 N}\left(a b q^{1 / 2} ; q^{1 / 2}\right)_{2 N}}{\left(q^{1 / 4-N} / a ; q^{1 / 2}\right)_{2 N}\left(q^{1 / 4-N} / b ; q^{1 / 2}\right)_{2 N}}\left(\frac{q^{-N-1 / 4}}{a^{2} b}\right)^{2 N} \\
& \cdot{ }_{4} \phi_{3}\left[q^{-N}, a^{2} q^{1 / 2}, a^{2} q^{1 / 2}, a^{2} b^{2} q^{N+1 / 2} ; q, q\right]  \tag{2.19}\\
& a^{2} q^{1 / 2}, a^{2} q, a^{2} b^{2} q \\
&= \frac{\left(a^{2} q^{1 / 2} ; q^{1 / 2}\right)_{2 N}\left(a b q^{1 / 2} ; q^{1 / 2}\right)_{2 N}}{\left(q^{1 / 4-N} / a ; q^{1 / 2}\right)_{2 N}\left(q^{1 / 4-N} / b ; q^{1 / 2}\right)_{2 N}}\left(\frac{q^{-N-1 / 4}}{a^{2} b}\right)^{2 N} \\
& \cdot \frac{\left(q^{1 / 2} ; q\right)_{N}\left(q^{1 / 2-N} / b^{2} ; q\right)_{N}}{\left(a^{2} q ; q\right)_{N}\left(q^{-N} / a^{2} b^{2} ; q\right)_{N}} \\
&= \frac{\left(a^{2} q^{1 / 2} ; q^{1 / 2}\right)_{2 N}\left(a b q^{1 / 2} ; q^{1 / 2}\right)_{2 N}}{\left(a q^{1 / 4} ; q^{1 / 2}\right)_{2 N}\left(b q^{1 / 4} ; q^{1 / 2}\right)_{2 N}} \frac{\left(b^{2} q^{1 / 2} ; q\right)_{N}\left(q^{1 / 2} ; q\right)}{\left(a^{2} b^{2} q ; q\right)_{N}\left(a^{2} q ; q\right)_{N}} .
\end{align*}
$$

Substituting this into (3.9), using (3.4), (3.7) and the definition of $\kappa$ given in (1.2), we obtain (1.15).
4. The conjecture for the $\boldsymbol{n}$-dimensional integral and the limiting cases. Our conjecture for the $n$-dimensional integral (1.13) is now clear from the form of (1.15):
(4.1) $\int_{-1}^{1} \cdots \int_{-1}^{1} \prod_{j=1}^{n} w\left(x_{j} ; a, a q^{1 / 2}, b, b q^{1 / 2}\right)$

$$
\begin{aligned}
& \cdot \prod_{1 \leqq k<l \leqq n}\left|\left(q^{1 / 2} e^{i\left(\theta_{k}+\theta_{l}\right)} ; q\right)_{N}\left(q^{1 / 2} e^{i\left(\theta_{k}-\theta_{l}\right)} ; q\right)_{N}\right|^{2} d x_{1} d x_{2} \cdots d x_{n} \\
= & \prod_{j=1}^{n} \frac{2 \pi}{(q ; q)_{\infty}^{2}(1-a b)\left(a b q^{1 / 2+(j-1) N} ; q\right)_{\infty}^{2}\left(a b q^{1+(j-1) N} ; q\right)_{\infty}^{2}} \\
& \cdot \prod_{j=1}^{n} \frac{\left(a^{2} b^{2} q^{1+(n+j-2) N} ; q\right)_{\infty}\left(q^{N+1} ; q\right)_{\infty}(q ; q)_{\infty}}{\left(a^{2} q^{1 / 2+(j-1) N} ; q\right)_{\infty}\left(b^{2} q^{1 / 2+(j-1) N} ; q\right)_{\infty}\left(q^{j N+1} ; q\right)_{\infty}}
\end{aligned}
$$

If we now take $0<q<1$, set $a=q^{\alpha / 2+1 / 4}, b=-q^{\beta / 2+1 / 4}$ and use (1.7), (1.9) and (1.10), we can also express it in the form
(4.2)

$$
\begin{aligned}
& \int_{-1}^{1} \cdots \int_{-1}^{1} \prod_{j=1}^{n}\left|\left(e^{i \theta_{i}} ; q\right)_{\alpha / 2+1 / 4}\left(q^{1 / 2} e^{i \theta} ; q\right)_{\alpha / 2+1 / 4}\left(-e^{i \theta_{j}} ; q\right)_{\beta / 2+1 / 4}\left(-q^{1 / 2} e^{i \theta} ; q\right)_{\beta / 2+1 / 4}\right|^{2}\left(1-x_{j}^{2}\right)^{-1 / 2} \\
& \cdot \prod_{1 \leqq k<l \leqq n}\left|\left(q^{1 / 2} e^{i\left(\theta_{k}+\theta_{l}\right)} ; q\right)_{N}\left(q^{1 / 2} e^{i\left(\theta_{k}-\theta_{l}\right)} ; q\right)_{N}\right|^{2} d x_{1} d x_{2} \cdots d x_{n} \\
& =\prod_{j=1}^{n} \frac{2 \pi\left(-q^{1 / 2} ; q\right)_{N(j-1)+(\alpha+\beta+2) / 2}^{2}(-q ; q)_{N(j-1)+(\alpha+\beta) / 2}^{2}}{\Gamma_{q}^{2}(1 / 2)\left(1+q^{(\alpha+\beta+1) / 2}\right)} \\
& \cdot \prod_{j=1}^{n} \frac{\Gamma_{q}(\alpha+1+(j-1) N) \Gamma_{q}(\beta+1+(j-1) N) \Gamma_{q}(j N+1)}{\Gamma_{q}(\alpha+\beta+2+(n+j-2) N) \Gamma_{q}(N+1)} .
\end{aligned}
$$

In this form it is clear that the limit of (4.2) is the Selberg formula (1.1). It is also clear from (4.2) that we have a conjecture for the constant term in the expansion of

$$
\begin{aligned}
& \prod_{i=1}^{n}\left(x_{i} ; q\right)_{a}\left(1 / x_{i} ; q\right)_{a}\left(-x_{i} ; q\right)_{b}\left(-1 / x_{i} ; q\right)_{b} \\
& \cdot \prod_{1 \leqq i<j \leqq n}\left(q x_{i} x_{j} ; q^{2}\right)_{c}\left(q / x_{i} x_{j} ; q^{2}\right)_{c}\left(q x_{i} / x_{j} ; q^{2}\right)_{c}\left(q x_{j} / x_{i} ; q^{2}\right)_{c} .
\end{aligned}
$$

However, there is no need for us to take $b$ negative. We may, in fact, express the integral on the left of (4.1) in the form

$$
\begin{aligned}
\int_{0}^{\pi} \cdots \int_{0}^{\pi} \prod_{j=1}^{n} \mid & \left.\frac{\left(e^{2 i \theta_{j}} ; q\right)}{\left(a e^{i \theta_{j}} ; q^{1 / 2}\right)_{\infty}\left(b e^{i \theta_{j}} ; q^{1 / 2}\right)_{\infty}}\right|^{2} \\
& \cdot \prod_{1 \leqq j<k \leqq n}\left|\left(q^{1 / 2} e^{i\left(\theta_{j}+\theta_{k}\right)} ; q\right)_{N}\left(q^{1 / 2} e^{i\left(\theta_{j}-\theta_{k}\right)} ; q\right)_{N}\right|^{2} d \theta_{1} d \theta_{2} \cdots d \theta_{n}
\end{aligned}
$$

so that if we now set

$$
\begin{equation*}
a=q^{\alpha / 2+1 / 4}, \quad b=q^{\beta / 2+1 / 4}, \quad 0<q<1, \tag{4.3}
\end{equation*}
$$

and transform the integral by setting $e^{i \theta_{j}}=q^{i x_{j}}$, that is, $\theta_{j}=x_{j} \log q$, then (4.1) gives

$$
\begin{align*}
& (\log q)^{n} \int_{0}^{\pi / \log q} \cdots \int_{0}^{\pi / \log q} \prod_{j=1}^{n}\left|\frac{\left(q^{2 i x_{j}} ; q\right)_{\infty}}{\left(q^{\alpha / 2+1 / 4+i x_{j}} ; q^{1 / 2}\right)_{\infty}\left(q^{\beta / 2+1 / 4+i x_{j}} ; q^{1 / 2}\right)_{\infty}}\right|^{2}  \tag{4.4}\\
& \prod_{1 \leqq j<k \leqq n}\left|\left(q^{1 / 2+i x_{j}+i x_{k}} ; q\right)_{N}\left(q^{1 / 2+i x_{j}-i x_{k}} ; q\right)_{N}\right|^{2} d x_{1} d x_{2} \cdots d x_{n} \\
& \quad=\prod_{j=1}^{n} \frac{2 \pi}{(q ; q)_{\infty}^{2}\left(1-q^{(\alpha+\beta+1) / 2}\right)\left(q^{(\alpha+\beta+2) / 2+(j-1) N} ; q\right)_{\infty}^{2}\left(q^{(\alpha+\beta+3) / 2+(j-1) N} ; q\right)_{\infty}^{2}} \\
& \quad \cdot \prod_{j=1}^{n} \frac{\left(q^{\alpha+\beta+2+(n+j-2) N} ; q\right)_{\infty}\left(q^{N+1} ; q\right)_{\infty}(q ; q)_{\infty}}{\left(q^{\alpha+1+(j-1) N} ; q\right)_{\infty}\left(q^{\beta+1+(j-1) N} ; q\right)_{\infty}\left(q^{j N+1} ; q\right)_{\infty}} .
\end{align*}
$$

Using (1.10), this can alou oe written as

$$
\begin{equation*}
\left(\frac{\log q}{q-1}\right)^{n}(-1)^{n} \int_{0}^{\pi / \log q} \cdots \int_{0}^{\pi / \log q} \tag{4.5}
\end{equation*}
$$

$$
\cdot \prod_{j=1}^{n}\left|\frac{\Gamma_{q}\left(\alpha / 2+1 / 4+i x_{j}\right) \Gamma_{q}\left(\alpha / 2+3 / 4+i x_{j}\right) \Gamma_{q}\left(\beta / 2+1 / 4+i x_{j}\right) \Gamma_{q}\left(\beta / 2+3 / 4+i x_{j}\right)}{\Gamma_{q}\left(2 i x_{j}\right)}\right|^{2}
$$

$$
\begin{gathered}
\cdot \prod_{1 \leqq j<k \leqq n}\left|\frac{\Gamma_{q}\left(N+1 / 2+i x_{j}+i x_{k}\right) \Gamma_{q}\left(N+1 / 2+i x_{j}-i x_{k}\right)}{\Gamma_{q}\left(1 / 2+i x_{j}+i x_{k}\right) \Gamma_{q}\left(1 / 2+i x_{j}-i x_{k}\right)}\right|^{2} d x_{1} d x_{2} \cdots d x_{n} \\
=\prod_{j=1}^{n} \frac{2 \pi(1-q) \Gamma_{q}^{2}((\alpha+\beta+2) / 2+(j-1) N) \Gamma_{q}^{2}((\alpha+\beta+3) / 2+(j-1) N)}{\left(1-q^{(\alpha+\beta+1) / 2}\right)} \\
\quad \cdot \prod_{j=1}^{n} \frac{\Gamma_{q}(\alpha+1+(j-1) N) \Gamma_{q}(\beta+1+(j-1) N) \Gamma_{q}(j N+1)}{\Gamma_{q}(\alpha+\beta+2+(n+j-2) N) \Gamma_{q}(N+1)}
\end{gathered}
$$

If we now take the limit $q \rightarrow 1$ and use the duplication formula for the gamma function, we get the Mellin-Barnes type multiple integral

$$
\begin{array}{r}
\int_{0}^{\infty} \cdots \int_{0}^{\infty} \prod_{j=1}^{n}\left|\frac{\Gamma\left(\alpha+1 / 2+2 i x_{j}\right) \Gamma\left(\beta+1 / 2+2 i x_{j}\right)}{\Gamma\left(2 i x_{j}\right)}\right|^{2}  \tag{4.6}\\
\cdot \prod_{1 \leqq j<k \leqq n}\left|\left(1 / 2+i x_{j}+i x_{k}\right)_{N}\left(1 / 2+i x_{j}-i x_{k}\right)_{N}\right|^{2} d x_{1} d x_{2} \cdots d x_{n} \\
=2^{-2 n(1+(n-1) N)} \prod_{j=1}^{n} \frac{\Gamma^{2}(\alpha+\beta+2+2(j-1) N) \Gamma(\alpha+1+(j-1) N)}{(\alpha+\beta+1) \Gamma(N+1) \Gamma(\alpha+\beta+2+(n+j-2) N)} \\
\frac{\Gamma(\beta+1+(j-1) N) \Gamma(j N+1)}{(\alpha+\beta+1) \Gamma(N+1) \Gamma(\alpha+\beta+2+(n+j-2) N)}
\end{array}
$$

as a conjecture which is true if (4.1) is.
Acknowledgment. I am grateful to Professor R. Askey for making many important suggestions that I have freely used throughout the paper and for sending me a copy of Dyson's translation of Selberg's paper.
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## $q$-WILSON FUNCTIONS OF THE SECOND KIND*
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#### Abstract

The $q$-Wilson function of the second kind is defined as a Hilbert transform of the $q$-Wilson polynomials and is shown to be expressible as a very well-poised ${ }_{8} \phi_{7}$ series. This is used to find the leading terms in the asymptotic expansions of the $q$-Wilson polynomials and functions of the second kind on the interval $-1<x<1$.
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1. Introduction. Let $\left\{p_{n}(x)\right\}_{n=0}^{\infty}$ be a set of polynomials orthogonal with respect to a positive measure $d \alpha(x)$ on the real line having support within a finite interval [ $a, b]$. Then a corresponding function of the second kind is defined by

$$
\begin{equation*}
q_{n}(z)=\int_{a}^{b} \frac{p_{n}(t)}{z-t} d \alpha(t), \quad z \notin[a, b] . \tag{1.1}
\end{equation*}
$$

We are interested in the functions that correspond to the $q$-Wilson polynomials defined by

$$
p_{n} \equiv p_{n}(x ; a, b, c, d)={ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-n}, a b c d q^{n-1}, a e^{i \theta}, a e^{-i \theta}  \tag{1.2}\\
a b, a c, a d
\end{array} ; q, q\right],
$$

where $-1 \leqq x=\cos \theta \leqq 1$, and the basic hypergeometric series on the right is given by

$$
{ }_{r+1} \phi_{r}\left[\begin{array}{c}
a_{1}, a_{2}, \cdots, a_{r+1}  \tag{1.3}\\
b_{1}, \cdots, b_{r}
\end{array} ; q, x\right]=\sum_{k=0}^{\infty} \frac{\left(a_{1}, a_{2}, \cdots, a_{r+1} ; q\right)_{k}}{\left(q, b_{1}, \cdots, b_{r} ; q\right)_{k}} x^{k},
$$

with

$$
\begin{align*}
& \left(a_{1}, a_{2}, \cdots, a_{j} ; q\right)_{k}=\left(a_{1} ; q\right)_{k}\left(a_{2} ; q\right)_{k} \cdots\left(a_{j} ; q\right)_{k},  \tag{1.4}\\
& (a ; q)_{k}=\frac{(a ; q)_{\infty}}{\left(a q^{k} ; q\right)_{\infty}}, \quad(a ; q)_{\infty}=\prod_{n=0}^{\infty}\left(1-a q^{n}\right) . \tag{1.5}
\end{align*}
$$

Askey and Wilson [1] showed that

$$
\begin{equation*}
\int_{-1}^{1} w(x) p_{m}(x) p_{n}(x) d x=h_{n}^{-1} \delta_{m, n}, \tag{1.6}
\end{equation*}
$$

[^112]where
\[

$$
\begin{align*}
& w(x)=\left(1-x^{2}\right)^{-1 / 2} \frac{h(x ; 1) h(x ;-1) h(x ; \sqrt{q}) h(x ;-\sqrt{q})}{h(x ; a) h(x ; b) h(x ; c) h(x ; d)},  \tag{1.7}\\
& h(x ; a)=\prod_{n=0}^{\infty}\left(1-2 a x q^{n}+a^{2} q^{2 n}\right)=\left(a e^{i \theta}, a e^{-i \theta} ; q\right)_{\infty}  \tag{1.8}\\
& h_{n}=\kappa^{-1}(a, b, c, d) \frac{\left(a b c d q^{-1} ; q\right)_{n}\left(1-a b c d q^{2 n-1}\right)(a b, a c, a d ; q)_{n}}{(q ; q)_{n}\left(1-a b c d q^{-1}\right)(c d, b d, b c ; q)_{n}} a^{-2 n}
\end{align*}
$$
\]

with

$$
\begin{equation*}
\kappa(a, b, c, d)=\frac{2 \pi(a b c d ; q)_{\infty}}{(q, a b, a c, a d, b c, b d, c d ; q)_{\infty}} \tag{1.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\max (|q|,|a|,|b|,|c|,|d|)<1 . \tag{1.11}
\end{equation*}
$$

In $\S 2$ we shall compute $q_{n}(z)$ by using (1.2) and $d \alpha(x)=w(x) d x$. Once the computation is done for $z \notin[-1,1]$ we shall be able to define an appropriate $q$-Wilson function of the second kind for $-1<x<1$ by making use of the well-known properties:

$$
\begin{align*}
& q_{n}(x)=\frac{1}{2}\left[q_{n}(x+i 0)+q_{n}(x-i 0)\right]  \tag{1.12}\\
& p_{n}(x) w(x)=-\frac{1}{2 \pi i}\left[q_{n}(x+i 0)-q_{n}(x-i 0)\right] \tag{1.13}
\end{align*}
$$

In $\S 3$ we shall discuss some asymptotic properties of $p_{n}(x)$ and $q_{n}(x)$ when $x \neq \pm 1$.
2. $\boldsymbol{q}$-Wilson function of the second kind. In (1.1) let us replace $z$ by $\frac{1}{2}\left(z+z^{-1}\right)=x$, say, and assume that $|z|<1$. If $t=\cos \phi$, then we may write

$$
\begin{equation*}
x-\cos \phi=\frac{1}{2 z}\left(1-z e^{i \phi}\right)\left(1-z e^{-i \phi}\right)=\frac{1}{2 z} \frac{h(t ; z)}{h(t ; q z)} . \tag{2.1}
\end{equation*}
$$

Hence

$$
\begin{align*}
q_{n}(x) & =2 z \int_{-1}^{1} w(t ; a, b, c, d) \frac{h(t ; q z)}{h(t ; z)} p_{n}(t ; a, b, c, d) d t  \tag{2.2}\\
& =2 z \sum_{k=0}^{n} \frac{\left(q^{-n}, a b c d q^{n-1} ; q\right)_{k} q^{k}}{(q, a b, a c, a d ; q)_{k}} \int_{-1}^{1} w\left(t ; a q^{k}, b, c, d\right) \frac{h(t ; q z)}{h(t ; z)} d t
\end{align*}
$$

By [7, eq. (3.6)]

$$
\begin{array}{rl}
\int_{-1}^{1} & w\left(t ; a q^{k}, b, c, d\right) \frac{h(t ; q z)}{h(t ; z)} d t  \tag{2.3}\\
& =\kappa(a, b, c, d) \frac{(b c d z, b z q, c z q, d z q ; q)_{\infty}}{(b c d z q, b z, c z, d z ; q)_{\infty}} \frac{(a b, a c, a d ; q)_{k}}{(a b c d ; q)_{k}} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
b c d z, q \sqrt{ },-q \sqrt{ }, b c, b d, c d, q, z q^{1-k} / a \\
\sqrt{ },-\sqrt{ }, d z q, c z q, b z q, b c d z, a b c d q^{k} ; a z q^{k}
\end{array}\right],
\end{array}
$$

where the symbol $\sqrt{ }$ indicates a square root over the top left-hand parameter which, in this case, is $b c d z$. After some simplifications and an easily justifiable interchange in the order of summations, (2.2) and (2.3) give

$$
\begin{align*}
q_{n}(x)= & 2 z \kappa(a, b, c, d) \frac{(b c d z, b z q, c z q, d z q ; q)_{\infty}}{(b c d z q, b z, c z, d z ; q)_{\infty}} \sum_{l=0}^{\infty}\left(\frac{1-b c d z q^{2 l}}{1-b c d z}\right)  \tag{2.4}\\
& \cdot \frac{(b c, b d, c d, z q / a ; q)_{l}}{(d z q, c z q, b z q, a b c d ; q)_{l}}(a z)^{l}{ }_{3} \phi_{2}\left[\begin{array}{c}
q^{-n}, a b c d q^{n-1}, a / z \\
a b c d q^{l}, a q^{-1} / z
\end{array} ; q, q\right] .
\end{align*}
$$

The ${ }_{3} \phi_{2}$ series on the right is balanced and terminating and so is summable by Jackson's formula [3, (8.4)] with sum

$$
\frac{\left(q^{1-n+l}, b c d z q^{\prime} ; q\right)}{\left(a b c d q^{l}, z q^{1-n+l} / a ; q\right)_{n}}
$$

which vanishes unless $l \geqq n$. Replacing $l$ by $l+n$ in (2.4) and simplifying, we obtain

$$
\begin{align*}
q_{n}(x)= & 2 z \kappa(a, b, c, d) \frac{(b z q, c z q, d z q ; q)_{\infty}}{(b z, c z, d z ; q)_{\infty}} \frac{(b c, b d, c d ; q)_{n}}{(b z q, c z q, d z q ; q)_{n}}(a z)^{n}  \tag{2.5}\\
& \cdot \frac{(q ; q)_{n}\left(b c d z q^{n} ; q\right)_{n+1}}{(a b c d ; q)_{2 n}} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
b c d z q, q \sqrt{ },-q \sqrt{ }, b d q^{n}, c d q^{n}, q^{n+1}, b c q^{n}, z q / a \\
\sqrt{ },-\sqrt{ }, c z q^{n+1}, b z q^{n+1}, b c d z q^{n}, d z q^{n+1}, a b c d q^{2 n}
\end{array} ; q, z a\right] .
\end{align*}
$$

Using Bailey's two-term transformation formula [4, (4.3)] for a very well-poised ${ }_{8} \phi_{7}$ series, we transform the ${ }_{8} \phi_{7}$ above to the following:

$$
\begin{aligned}
& \frac{\left(b c d z q^{2 n+1}, q z^{2}, a d q^{n}, a b c z q^{n} ; q\right)_{\infty}}{\left(a z, d z q^{n+1}, a b c d q^{2 n}, b c z^{2} q^{n+1} ; q\right)_{\infty}} \\
& \quad \cdot{ }_{8} \phi_{7}\left[\begin{array}{l}
b c z^{2} q^{n}, q \sqrt{ },-q \sqrt{ }, b z, c z, z q / a, z q / d, b c q^{n} \\
\sqrt{ },-\sqrt{ }, c z q^{n+1}, b z q^{n+1}, a b c z q^{n}, b c d z q^{n}, q z^{2}
\end{array} ; q, a d q^{n}\right] .
\end{aligned}
$$

Substituting this in (2.5) and simplifying the coefficients, we get

$$
\begin{gather*}
q_{n}(x)=\frac{4 \pi z\left(q z^{2} ; q\right)_{\infty}}{(a b, a c, a d, a z, b z, c z, d z ; q)_{\infty}} \frac{\left(a b c z q^{n}, b c d z q^{n}, b z q^{n+1}, c z q^{n+1}, a d q^{n} ; q\right)_{\infty}}{\left(b c q^{n}, b d q^{n}, c d q^{n}, q^{n+1}, b c z^{2} q^{n+1} ; q\right)_{\infty}}(a z)^{n}  \tag{2.6}\\
\left.\cdot{ }_{8} \phi_{7}\left[\begin{array}{l}
b c z^{2} q^{n}, q \sqrt{ },-q \sqrt{ }, b z, c z, z q / a, z q / d,, b c q^{n} \\
\sqrt{ },-\sqrt{ }, c z q^{n+1}, b c q^{n+1}, a b c z q^{n}, b c d z q^{n}, q z^{2}
\end{array}\right), a d q^{n}\right] .
\end{gather*}
$$

We now define the $q$-Wilson function of the second kind:

$$
\begin{align*}
Q_{n}(z ; a, b, c, d)= & \frac{1-z^{2}}{4 \pi z} \frac{(a z, b z, c z, d z, a / z, b / z, c / z, d / z ; q)_{\infty}}{\left(z^{2}, z^{-2} ; q\right)_{\infty}}  \tag{2.7}\\
& \cdot \frac{(a b, a c, a d ; q)_{n}}{(b c, b d, c d ; q)_{n}} a^{-n} q_{n}(x)
\end{align*}
$$

$$
\begin{aligned}
= & \frac{\left(a b c z q^{n}, b c d z q^{n}, b z q^{n+1}, c z q^{n+1} ; q\right)_{\infty}(a / z, b / z, c / z, d / z ; q)_{\infty}}{\left(b c, b d, c d, a b q^{n}, a c q^{n}, q^{n+1}, b c z^{2} q^{n+1} ; q\right)_{\infty}\left(z^{-2} ; q\right)_{\infty}} z^{n} \\
& \cdot{ }_{8} \phi_{7}\left[\begin{array}{l}
b c z^{2} q^{n}, q \sqrt{ },-q \sqrt{ }, b z, c z, z q / a, z q / d, b c q^{n} \\
\sqrt{ },-\sqrt{ }, c z q^{n+1}, b z q^{n+1}, a b c z q^{n}, b c d z q^{n}, q z^{2}
\end{array}, q, a d q^{n}\right] .
\end{aligned}
$$

By (1.11), the ${ }_{8} \phi_{7}$ series is convergent for all $z$ and so the second expression on the right side of (2.7) defines $Q_{n}(z ; a, b, c, d)$ for all $z$, excluding the poles. The factors in front of $q_{n}(x)$ in the first expression may appear a bit mysterious at this stage, but the eventual simplifications and symmetries will justify their use. It can be verified through a set of lengthy but straightforward calculations that $Q_{n}(z ; a, b, c, d)$ satisfies the second order divided difference equation of Askey and Wilson [1, (5.16)], implying that it is the right $q$-analogue of the Jacobi function of the second kind.

Now, by Bailey's formula [4, (5.1)],
${ }_{8} \phi_{7}\left[\begin{array}{c}b c z^{2} q^{n}, q \sqrt{ },-q \sqrt{ }, b z, c z, z q / a, z q / d, b c q^{n} \\ \sqrt{ },-\sqrt{ }, c z q^{n+1}, b z q^{n+1}, a b c z q^{n}, b c d z q^{n}, q z^{2}\end{array} ; q, a d q^{n}\right]$

$$
=\frac{\left(b c z^{2} q^{n+1}, b d q^{n}, c d q^{n}, q^{n+1}, z^{-2}, a b, a c, b c ; q\right)_{\infty}}{\left(a b c z, b c d z q^{n}, b z q^{n+1}, c z q^{n+1}, b / z, c / z, a / z, d q^{n} / z ; q\right)_{\infty}}
$$

$$
\cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
a b c z q^{-1}, q \sqrt{ },-q \sqrt{ }, a z, b z, c z, a b c d q^{n-1}, q^{-n} \\
\sqrt{ },-\sqrt{ }, b c, a c, a b, q^{1-n} z / d, a b c z q^{n}
\end{array} ; q / d z\right]
$$

$$
-\frac{\left(b c z^{2} q^{n+1}, a b c q^{n} / z, b c d q^{n} / z, b q^{n+1} / z, c q^{n+1} / z, d z q^{n}, q^{1-n} / d z ; q\right)_{\infty}}{\left(b c q^{n+1} / z^{2}, a b c z q^{n}, b c d z q^{n}, b z q^{n+1}, c z q^{n+1}, d q^{n} / z, z q^{1-n} / d ; q\right)_{\infty}}
$$

$$
\cdot \frac{\left(z^{-2}, q z / d, a z, b z, c z ; q\right)_{\infty}}{\left(z^{2}, q / d z, a / z, b / z, c / z ; q\right)_{\infty}}
$$

$$
\cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
b c q^{n} z^{-2}, q \sqrt{ },-q \sqrt{ }, b / z, c / z, q / a z, q / d z, b c q^{n} \\
\sqrt{ },-\sqrt{ }^{-}, c q^{n+1} / z, b q^{n+1} / z, a b c q^{n} / z, b c d q^{n} / z, q z^{-2}
\end{array} ; q, a d q^{n}\right]
$$

and, by Watson's formula [3, (8.5)],

$$
\begin{gather*}
{ }_{8} \phi_{7}\left[\begin{array}{c}
\left.a b c z q^{-1}, q \sqrt{ },-q \sqrt{ }, a z, b z, c z, a b c d q^{n-1}, q^{-n} ; q, q / d z\right] \\
\left.\sqrt{ },-\sqrt{ }, b c, a c, a b, q^{1-n_{z} / d, a b c z q^{n}}\right] \\
\quad=\frac{\left(a b c z, q^{1-n} / a d ; q\right)_{n}}{\left(b c, q^{1-n} z / d ; a\right)_{n}}{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-n}, a b c d q^{n-1}, a z, a / z \\
a b, a c, a d
\end{array} ; q, q\right] \\
\quad=\frac{(a b c z, a d ; q)_{n}}{(b c, d / z ; q)_{n}}(a z)^{-n} p_{n}(x ; a, b, c, d) .
\end{array} .\right. \tag{2.9}
\end{gather*}
$$

Using (2.8) and (2.9) in (2.7), we get

$$
\begin{equation*}
Q_{n}(z ; a, b, c, d)=\frac{(a b, a c, a d ; q)_{n}}{(b c, b d, c d ; q)_{n}} a^{-n} p_{n}(x ; a, b, c, d)-Q_{n}\left(z^{-1} ; a, b, c, d\right) \tag{2.10}
\end{equation*}
$$

The symmetry of this formula implies that this is valid for both $|z|<1$, and $|z|>1$.
Use of (2.7) in (1.12) and (1.13) now yields

$$
\begin{align*}
& q_{n}(x ; a, b, c, d)=\pi i w(x)\left[Q_{n}\left(e^{i \theta} ; a, b, c, d\right)-Q_{n}\left(e^{-i \theta} ; a, b, c, d\right)\right]  \tag{2.11}\\
& p_{n}(x ; a, b, c, d)=\frac{(b c, b d, c d ; q)_{n}}{(a b, a c, a d ; q)_{n}} a^{n}\left[Q_{n}\left(e^{i \theta} ; a, b, c, d\right)+Q_{n}\left(e^{-i \theta} ; a, b, c, d\right)\right]
\end{align*}
$$

where $x=\cos \theta, 0<\theta<\pi$, and $q_{n}(x ; a, b, c, d)$ is the $q$-Wilson function of the second kind on $-1<x<1$. Note that (2.10) is just the analytic continuation of (2.12) and so it was not really necessary to use (2.8) and (2.9). However, it is interesting to see that Bailey's three-term transformation formula [4, (5.1)] for a very-well-poised ${ }_{8} \phi_{7}$ series produces the same result.

Askey, Koornwinder and Rahman [2] used a special case of $q_{n}(x ; a, b, c, d)$ by defining the $q$-ultraspherical functions of the second kind as follows:

$$
\begin{equation*}
D_{n}(\cos \theta ; \beta \mid q)=\frac{4}{w_{\beta}(\cos \theta \mid q)} \sum_{k=0}^{\infty} b(k, n ; \beta) \cos (n+2 k+1) \theta \tag{2.13}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{\beta}(\cos \theta \mid q)=\csc \theta \prod_{n=0}^{\infty} \frac{1-2\left(2 \cos ^{2} \theta-1\right) q^{n}+q^{2 n}}{1-2\left(2 \cos ^{2} \theta-1\right) \beta q^{n}+\beta^{2} q^{2 n}}, \tag{2.14}
\end{equation*}
$$

$$
\begin{equation*}
b(k, n ; \beta)=\frac{(\beta, \beta q ; q)_{\infty}}{\left(q, \beta^{2} ; q\right)_{\infty}} \frac{\left(\beta^{2} ; q\right)_{n}\left(q \beta^{-1} ; q\right)_{k}(q ; q)_{n+k}}{(q ; q)_{n}(q ; q)_{k}(\beta q ; q)_{n+k}} \beta^{k} . \tag{2.15}
\end{equation*}
$$

Since there is no apparent similarity between (2.13) and the expression on the right of (2.7), it is of interest to see how (2.7) and (2.11) give rise to (2.13) in the ultraspherical case.

Let us set $z=e^{i \theta}, a=-d=\sqrt{q}$ and $b=-c=\beta$ in (2.7) to get

$$
\begin{align*}
& Q_{n}\left(e^{i \theta} ; \sqrt{q}, \beta,-\beta,-\sqrt{q}\right)=\frac{\left(-\beta^{2} e^{i \theta} q^{n+1 / 2}, \beta^{2} e^{i \theta} q^{n+1 / 2}, \beta e^{i \theta} q^{n+1},-\beta e^{i \theta} q^{n+1} ; q\right)_{\infty}}{\left(\beta q^{n+1 / 2},-\beta q^{n+1 / 2}, q^{n+1},-\beta^{2} e^{2 i \theta} q^{n+1} ; q\right)_{\infty}}  \tag{2.16}\\
& \frac{\left(\sqrt{q} e^{-i \theta},-\sqrt{q} e^{-i \theta}, \beta e^{-i \theta},-\beta e^{-i \theta} ; q\right)_{\infty}}{\left(-\beta^{2},-\beta \sqrt{q}, \beta \sqrt{q}, e^{-2 i \theta} ; q\right)_{\infty}} \\
& \cdot e^{i n \theta} \cdot{ }_{X} \phi_{7}\left[\begin{array}{c}
-\beta^{2} e^{2 i \theta} q^{n}, q \sqrt{ },-q \sqrt{ }, \beta e^{i \theta},-\beta e^{i \theta} \cdot \sqrt{q} e^{i \theta},-\sqrt{q} e^{i \theta},-\beta^{2} q^{n} \\
\sqrt{ },-\sqrt{ },-\beta e^{i \theta} q^{n+1}, \beta e^{i \theta} q^{n+1},-\beta^{2} e^{i \theta} q^{n+1 / 2}, \beta^{2} e^{i \theta} q^{n+1 / 2}, q e^{2 i \theta} ; q,-q
\end{array}\right] \\
& =\frac{\left(\beta e^{i \theta} q^{n+1},-\beta e^{i \theta} q^{n+1}, \beta^{2} q^{n}, e^{i \theta} q^{n+3 / 2}, \sqrt{q} e^{-i \theta},-\sqrt{q} e^{-i \theta}, \beta e^{-i \theta},-\beta e^{-i \theta} ; q\right)_{\infty}}{\left(-\beta^{2}, \beta \sqrt{q},-\beta \sqrt{q}, \beta q^{n+1 / 2},-\beta q^{n+1 / 2}, q^{n+1},-q^{n+1}, q^{n+2} e^{2 i \theta}, e^{-2 i \theta} ; q\right)_{\infty}} \\
& \cdot e^{i n \theta} \cdot{ }_{8} \phi_{7}\left[\begin{array}{c}
q^{n+1} e^{2 i \theta}, q \sqrt{ },-q \sqrt{ }, q e^{i \theta} / \beta,-q e^{i \theta} / \beta, q^{n+1}, \sqrt{q} e^{i \theta},-\sqrt{q} e^{i \theta} \\
\sqrt{ },-\sqrt{ }, \beta e^{i \theta} q^{n+1},-\beta e^{i \theta} q^{n+1}, q e^{2 i \theta}, e^{i \theta} q^{n+3 / 2},-e^{i \theta} q^{n+3 / 2}
\end{array} ; q, \beta^{2} q^{n}\right],
\end{align*}
$$

by [4, (4.3)]. Now we shall need to use the following quadratic transformation formula recently found by Gasper and Rahman [5].

$$
\begin{align*}
&{ }_{8} \phi_{7}\left[\begin{array}{c} 
\\
\\
\quad \\
\sqrt{2} / x^{2} / b^{2}, q \sqrt{ },-q \sqrt{ }, x,-x, x \sqrt{q} / b,-x \sqrt{q} / b, a \\
, \\
\left., a x q / b^{2},-a x q / b^{2}, a x \sqrt{q} / b,-a x \sqrt{q} / b, q x^{2} / b^{2} ; q, a q / b^{2}\right]
\end{array}\right]  \tag{2.17}\\
&= \frac{\left(q / b^{2}, a q x^{2} / b^{2} ; q\right)_{\infty}}{\left(a q / b^{2}, q x^{2} / b^{2} ; q\right)_{\infty}} \frac{\left(q x^{2} / b^{2}, q^{2} a^{2} / b^{2}, q a^{2} / b^{2}, q^{2} x^{2} / b^{4} ; q^{2}\right)_{\infty}}{\left(q / b^{2}, q^{2} / b^{2}, q a^{2} x^{2} / b^{2}, q^{2} a^{2} x^{2} / b^{4} ; q^{2}\right)_{\infty}} \\
& \cdot{ }_{2} \phi_{1}\left[\begin{array}{c}
a^{2}, b^{2} \\
a^{2} q^{2} / b^{2}
\end{array} ; q^{2}, q^{2} x^{2} / b^{4}\right],
\end{align*}
$$

provided $\left|a q / b^{2}\right|<1,\left|q x / b^{2}\right|<1$. Setting $a=q^{n+1}, b=q / \beta, x=q e^{i \theta} / \beta$ in (2.17) and substituting in (2.16), we get

$$
\begin{align*}
& Q_{n}\left(e^{i \theta} ; \sqrt{q}, \beta,-\beta,-\sqrt{q}\right)  \tag{2.18}\\
&=-2 i \sin \theta \frac{\left(\beta^{2}, \beta^{2} q^{2 n+2}, \beta^{2} e^{2 i \theta}, \beta^{2} e^{-2 i \theta} ; q^{2}\right)_{\infty}}{\left(\beta^{4}, q^{2 n+2}, e^{2 i \theta}, e^{-2 i \theta} ; q^{2}\right)} e^{i(n+1) \theta} \\
& \cdot{ }_{2} \phi_{1}\left[\begin{array}{c}
q^{2 n+2}, q^{2} / \beta^{2} \\
\beta^{2} q^{2 n+2}
\end{array} ; q^{2}, \beta^{2} e^{2 i \theta}\right] .
\end{align*}
$$

In deriving this we have made frequent use of the identities

$$
\begin{align*}
& (a ; q)_{\infty}=\left(a ; q^{2}\right)_{\infty}\left(a q ; q^{2}\right)_{\infty}  \tag{2.19}\\
& \left(a^{2} ; q^{2}\right)_{\infty}=(a ; q)_{\infty}(-a ; q)_{\infty}
\end{align*}
$$

From (2.11) and (2.18) we then have

$$
\begin{align*}
q_{n}(x ; & \sqrt{q}, \beta,-\beta,-\sqrt{q})  \tag{2.20}\\
& =4 \pi \frac{\left(\beta^{2}, \beta^{2} q^{2 n+2} ; q^{2}\right)_{\infty}}{\left(\beta^{4}, q^{2 n+2} ; q^{2}\right)_{\infty}} \sum_{k=0}^{\infty} \frac{\left(q^{2 n+2}, q^{2} / \beta^{2} ; q^{2}\right)_{k}}{\left(q^{2}, \beta^{2} q^{2 n+2} ; q^{2}\right)_{k}} \beta^{2 k} \cos (n+1+2 k) \theta \\
& =4 \pi \frac{\left(\beta^{2}, \beta^{2} q^{2} ; q^{2}\right)_{\infty}}{\left(q^{2}, \beta^{4} ; q^{2}\right)_{\infty}} \sum_{k=0}^{\infty} \frac{\left(q^{2} \beta^{-2} ; q^{2}\right)_{k}\left(q^{2} ; q^{2}\right)_{n+k}}{\left(q^{2} ; q^{2}\right)_{k}\left(\beta^{2} q^{2} ; q^{2}\right)_{n+k}} \beta^{2 k} \cos (n+1+2 k) \theta \\
& =\frac{\left(q^{2} ; q^{2}\right)_{n}}{\left(\beta^{4} ; q^{2}\right)_{n}} \pi w_{\beta^{2}}\left(\cos \theta \mid q^{2}\right) D_{n}\left(\cos \theta ; \beta^{2} \mid q^{2}\right) .
\end{align*}
$$

3. Asymptotic properties. Following Ismail and Wilson [6] let us denote

$$
\begin{equation*}
A(z)=(a z, b z, c z, d z ; q) /\left(z^{2} ; q\right)_{\infty} \tag{3.1}
\end{equation*}
$$

Then it is clear from (2.7) that

$$
\begin{equation*}
Q_{n}(z ; a, b, c, d) \sim z^{n} A\left(z^{-1}\right) /(b c, b d, c d ; q)_{n} \tag{3.2}
\end{equation*}
$$

as $n \rightarrow \infty$, uniformly for $x, a, b, c, d$ in compact sets avoiding the poles $z^{2}=q^{-k}, k=$ $0,1,2, \cdots$. Using (2.12) we get

$$
\begin{align*}
& a^{-n}(a b, a c, a d ; q)_{n} p_{n}(x ; a, b, c, d)  \tag{3.3}\\
& \quad \sim z^{n} A\left(z^{-1}\right)+z^{-n} A(z)=2\left|A\left(e^{i \theta}\right)\right| \cos (n \theta-\phi), \quad n \rightarrow \infty,
\end{align*}
$$

where $\phi=\arg A\left(e^{i \theta}\right), 0<\theta<\pi,|q|<1$. This agrees with (1.13) of [6] for $x \neq \pm 1$ and inside the ellipse with foci $\pm 1$ and vertices $\pm 1 / 2\left[|q|^{1 / 2}+|q|^{-1 / 2}\right]$. By (3.2) and (2.11) we also get the leading term in the asymptotic expansion of the $q$-Wilson function of the second kind:

$$
\begin{equation*}
(b c, b d, c d ; q)_{n} q_{n}(x ; a, b, c, d) \sim-2 \pi w(x)\left|A\left(e^{i \theta}\right)\right| \sin (n \theta-\phi), \tag{3.4}
\end{equation*}
$$

as $n \rightarrow \infty$ for $x$ restricted as above.
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# ERRATUM AND ADDENDUM: ANALYTIC FUNCTIONS RELATED TO THE DISTRIBUTIONS OF EXPONENTIAL GROWTH* 

RICHARD D. CARMICHAEL ${ }^{\dagger}$


#### Abstract

Analytic functions in tubes which were previously shown to have distributional boundary values on the distinguished boundary of the tube are now shown to have boundary values on the topological boundary of the tube as well.


Key words. analytic functions in tubes, distributions of exponential growth, distributional boundary value
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1. Correction. In the final printing of $[1, \mathrm{p} .1063]$ the lines between equations (8.8) and (8.9), which are correct as printed, were printed again after (8.9) to the end of the paragraph. The lines in [1, p. 1063] directly after (8.9) to the end of the paragraph should be as follows:
with this Fourier transform being in the $L^{2}$ sense. But $m>0$ is arbitrary in (8.9) and independent of the arbitrary compact subcone $C^{\prime} \subset C$. Thus it follows that (8.9) holds for $z \in T^{C^{\prime}}, C^{\prime}$ being an arbitrary compact subcone of $C$, since for arbitrary $z \in T^{C^{\prime}}$ we can choose $m>0$ such that $z \in T\left(C^{\prime} ; m\right)$. Since we now know (8.9) holds for $z \in T^{C^{\prime}}$, then (8.1) follows immediately from this. Now that we have (8.1), the conclusions (8.2) and (8.3) follow by exactly the same type of analysis used in the proof of Theorem 7.1 to prove (7.3) and (7.4).

The remainder of [1, p. 1063] is correct as printed beginning with the paragraph which starts at line $11 \uparrow$.
2. Addition. Let $C$ be an open connected cone in $\mathbb{R}^{n}$ and let $C^{\prime}$ be an arbitrary compact subcone of $C$. If a function $f(z)$ is analytic in $T^{C^{\prime}}=\mathbb{R}^{n}+i C^{\prime}$ for every compact subcone $C^{\prime}$ of $C$ then $f(z)$ is analytic in the whole of $T^{C}=\mathbb{R}^{n}+i C$; for if $z=x+i y \in T^{C}$, there exists a compact subcone $C^{\prime}$ of $C$ such that $z \in T^{C^{\prime}}$ with $y=\operatorname{Im}(z)$ on the interior of $C^{\prime}$ since $C$ is open. Thus an equivalent definition of the functions $F_{p}(A ; C)$ of $[1, \mathrm{p} .1053]$ is that $f(z) \in F_{p}(A ; C)$ if and only if $f(z)$ is analytic in $T^{C}$ and satisfies [1, (6.4), p. 1053] for every compact subcone $C^{\prime}$ of $C$ and for all $m>0$. In [1, Thm. 8.1, p. 1062] we have [1, (8.1) and (8.2)] holding for $z=x+i y \in T^{C^{\prime}}, C^{\prime} \subset C$. But the $n$-tuple $\alpha$ of nonnegative integers, the function $g(t)$, and the distribution $V=D_{t}^{\alpha}(g(t)) \in \mathscr{K}_{1}^{\prime}$ in the proof of [1, Thm. 8.1] are all independent of compact subcones $C^{\prime} \subset C$ (and of the arbitrary $m>0$ ) as noted in [1, p. 1063, lines 22-23 $\downarrow$ ]. We have that the right side of both $[1,(8.1)$ and (8.2)] are well defined for all $y \in C$. Thus [1, (8.1) and (8.2)] holding for $z \in T^{C^{\prime}}$ for every compact subcone $C^{\prime} \subset C$ implies that

[^113][1, (8.1) and (8.2)] hold for all $z \in T^{C}$ since $f(z)$ is actually analytic in the whole of $T^{C}$ here. Additionally $[1,(8.3)]$ holds for $y=\operatorname{Im}(z) \in C$ with $|y| \leqq Q$.

Now let $y_{0}$ denote any point in $\mathbb{R}^{n}$. An easy adaptation of the proof of [1, Lemma 5.9, p. 1052] yields that if $V \in \mathscr{K}_{r}^{\prime}, r \geqq 1$, then

$$
\begin{equation*}
\lim _{\substack{y \rightarrow y_{0} \\ y \in \mathbb{R}^{n}}} \exp (-2 \pi\langle y, t\rangle) V_{t}=\exp \left(-2 \pi\left\langle y_{0}, t\right\rangle\right) V_{t} \tag{1}
\end{equation*}
$$

in the strong (and weak) topology of $\mathscr{K}_{r}^{\prime} .\left(V \in \mathscr{K}_{r}^{\prime}, r \geqq 1\right.$, implies $\left(\exp (-2 \pi\langle y, t\rangle) V_{t}\right) \in$ $\mathscr{K}_{r}^{\prime}$ for any $y \in \mathbb{R}^{n}$ because $\exp (-2 \pi\langle y, t\rangle)$ is a multiplier in $\mathscr{K}_{r}, r \geqq 1$, as a function of $t \in \mathbb{R}^{n}$.) But the Fourier transform defined by [1, (4.2), p. 1044] is a strongly continuous mapping from $\mathscr{K}_{r}^{\prime}$ onto $K_{r}^{\prime}$; thus by (1) and the fact that [1, (8.2)] actually holds for all $z=x+i y \in T^{C}$, as noted in the preceding paragraph, we have

$$
\begin{equation*}
\lim _{\substack{y \rightarrow y_{0} \\ y \in C}} f(x+i y)=\mathscr{F}\left[\exp \left(-2 \pi\left\langle y_{0}, t\right\rangle\right) V_{t}\right] \in K_{r}^{\prime}, r \geqq 1 \tag{2}
\end{equation*}
$$

in the strong (and weak) topology of $K_{r}^{\prime}, r \geqq 1$, for $y_{0}$ being any point on the topological boundary of the cone $C$. The limit (2) is obtained unrestrictedly, that is independently of how $y \rightarrow y_{0}, y \in C$, and is also obtained uniquely. Thus the boundary value conclusion [1, (8.4)] can be replaced by the more general boundary value conclusion obtained in (2) above which yields that the functions $f(z) \in F_{1}(A ; C), A \geqq 0$, considered in [1, Theorem 8.1] obtain strong $K_{r}^{\prime}, r \geqq 1$, boundary values on the topological boundary of the tube $T^{C}$ as well as on the distinguished boundary $\left\{x+i y: x \in \mathbb{R}^{n}\right.$, $y=\overline{0}\}$ of the tube. (If $y_{0}=\overline{0}$, the origin in $\mathbb{R}^{n}$, (2) reduces to [1, (8.4)].)

The conclusions in [1, Thms. 8.2, 8.4, 9.1, and 9.2] corrersponding to [1, (8.1), (8.2), and (8.3)], where applicable, also hold for $z \in T^{C}\left(\in T^{O(C)}\right)$, and [1, (8.10) and (9.2)] hold for all $z \in T^{C}$. In each of these theorems the boundary value result can be replaced by the more general conclusion (2) for $y_{0}$ being any point on the topological boundary of $C(O(C))$.
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# PERIODIC SOLUTIONS OF PERIODIC COMPETITIVE AND COOPERATIVE SYSTEMS* 
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#### Abstract

The periodic solutions, their basins of attraction and invariant manifolds are considered for periodic systems of differential equations which are cooperative or competitive following Hirsch. Competitive and cooperative mappings are introduced which possess the essential features of the Poincaré map for such systems. The geometrical properties of these mappings and the discrete dynamical system they generate are the objects of study. The main tools in this study are the Perron-Frobenius theory of positive matrices and invariant manifold theory. A complete description of the "phase portrait" of the discrete dynamical system generated by an orientation preserving planar cooperative map is obtained.
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Introduction. Many mathematical models in the biological sciences give rise to systems of differential equations

$$
\begin{align*}
& x_{i}^{\prime}=F_{i}(x, t), \quad 1 \leqq i \leqq n,  \tag{0.1}\\
& x=\left(x_{1}, x_{2}, \cdots, x_{n}\right)
\end{align*}
$$

which have quite special properties. Two types of systems which have recently received considerable attention in the literature [10], [11], [12], [15] will be referred to as cooperative and competitive following Hirsch [5]. System (0.1) is cooperative if

$$
\frac{\partial F_{i}}{\partial x_{j}} \geqq 0, \quad i \neq j
$$

and competitive if the reverse inequalities hold. Applied mathematicians working with particular cooperative or competitive autonomous systems typically found that the asymptotic behavior consisted of convergence to equilibrium (particularly for cooperative systems, e.g., [11] but see [15] for a counterexample in the competitive case). However, any thoughts that competitive and cooperative systems might be immune to the plague of ever more complex and chaotic attractors which the dynamical systems people have discovered had to be scrapped following the note of Smale [12]. Smale showed that any vector field on the standard ( $n-1$ )-simplex in $R^{n}$ can be embedded in a smooth competitive vector field on $R^{n}$ for which the simplex is an attractor. Discouraging as this result might seem for proving any general results for competitive or cooperative systems, it suggests that these systems can behave no worse than general systems in one fewer dimension. In essence, this is what Hirsch showed in [5], [6]. In this series of important papers, many key ideas were introduced.

The above-mentioned work focuses on autonomous systems. We are interested in ( 0.1 ) when $F_{i}$ is periodic in the time variable (of normalized period $2 \pi$ ). Periodic systems (0.1) arise naturally in population biology when day-night cycles or seasonal variation in parameters are accounted for.

[^114]Autonomous systems are, of course, periodic and hence all the limitations of Smale's result on any general theory for periodic competitive or cooperative systems are present. Indeed, one expects periodic systems to be less well behaved since they may be viewed as an autonomous system in one more dimension, $S^{1} \times R^{n}$. The first important results for periodic competitive systems were obtained by de Mottoni and Schiaffino [10] who considered periodic two-dimensional Lotka-Volterra systems. They translated properties of competitive planar systems (0.1) to properties of the associated Poincaré map, $T$, defined by: $x(0) \xrightarrow{T} x(2 \pi)$. The most important properties are that $T^{-1}$ preserves the usual partial ordering on $R^{2}$ and $T$ is orientation preserving. They then analysed the discrete dynamical system $x_{n+1}=T x_{n}$, showing that all orbits $\left\{T^{n} x\right\}_{n \geqq 0}$ tend to fixed points of $T$. In other words, all solutions of (0.1) are asymptotic to $2 \pi$-periodic solutions. In addition, they showed that the nontrivial fixed points of $T$ lie on a separatrix curve: a monotone invariant curve for $T$ forming part of the boundary of the domain of replusion of the trivial fixed point. While de Mottoni and Schiaffino considered only the periodic Lotka-Volterra equations, their arguments were quite general, as pointed out by J. Hale and S. Somolinos [3].

The purpose of this paper is to study the periodic solutions of periodic competitive and cooperative systems ( 0.1 ), their respective domains of attraction and invariant manifolds. Following [10], our approach will be to study the geometrical properties of the discrete dynamical system generated by the Poincare map for (0.1). In the language of discrete dynamical systems, the focus of our work is on fixed points and periodic points of what we term competitive or cooperative mappings. In this sense, the scope of our work is much less ambitious than that of Hirsch [5], [6] since we do not consider the more general problem of determining properties of the limit set $\Lambda(x)=\{y: y=$ $\lim _{i \rightarrow \infty} T^{n_{i}} x,\left\{T^{n_{i}} x\right\}$ a convergent subsequence of $\left.\left\{T^{n} x\right\}_{n \geqq 0}\right\}$ of an orbit $\left\{T^{n} x\right\}_{n \geqq 0}$ (see §2, Proposition L for an exception). In future work we intend to consider this much deeper problem.

The organization of this paper and our main results will be briefly described. In §1 we introduce the Poincaré map for competitive and cooperative periodic systems (0.1) and present some more or less known results concerning these maps, the most important of which are derived from results of Kamke (see [2]) and Hirsch [6]. For a cooperative periodic system (0.1), these properties are, in the above order, that $T$ preserves the usual coordinate wise ordering on $R^{n}\left(x<y\right.$ if and only if $x_{i}<y_{i}$, $1 \leqq i \leqq n$ ) and, if $D_{x} F$ is an irreducible matrix, then $D_{x} T$ is a positive matrix (all entries are positive). If ( 0.1 ) is a competitive system, then $T^{-1}$ enjoys the above properties. Proofs are presented for some of the less well-known results for completeness.

In §2, we introduce the class of cooperative mappings. These maps are diffeomorphisms defined on a neighborhood of $R_{+}^{n}$, the nonnegative orthant, which map the interior, $\dot{R}_{+}^{n}$, of $R_{+}^{n}$ into itself, preserve the usual coordinate wise ordering and have the property that the Jacobian derivative of the map evaluated at every positive fixed point is strongly positive (some positive power of the matrix has all positive entries). Included in this class of mappings are the Poincare maps of cooperative periodic systems (0.1) provided $D_{x} F$ is irreducible. Nontrivial cooperative maps are shown to have a minimal fixed point which, if it lies in $\dot{R}_{+}^{n}$ and is hyperbolic, must be asymptotically stable. We examine the geometry of the basin of attraction of stable fixed points $x$ of a cooperative map $T$ obtaining useful results on the intersection of the basin of attraction of $x$ with the two cones $x+R_{+}^{n}$ and $x-R_{+}^{n}$. One of these results (Proposition 2.3) implies that if the intersection of the basin of attraction with $x+R_{+}^{n}$ is bounded then the boundary of this set, relative to $x+R_{+}^{n}$, contains at least one fixed point of $T$.

Generically, these latter fixed points are unstable. Our main contribution in $\S 2$ is the application of a result of the author [13, Thm. 2.2] concerning unstable fixed points of order preserving mappings to cooperative maps. The Perron-Frobenius theory of nonnegative matrices [7], [14] plays a fundamental role in this result and others in this work. Essentially, this result asserts that to each unstable fixed point $x_{1}>0$ of a cooperative map $T$ there are two invariant curves $C^{+} \subset x_{1}+R_{+}^{n}$ and $C^{-} \subset\left(x_{1}-R_{+}^{n}\right) \cap R_{+}^{n}$ issuing from $x_{1}$ and parametrized by monotone increasing, respectively decreasing, functions of the half line $[0, \infty) . C^{-}$connects $x_{1}$ to another fixed point $x_{0}, x_{0}<x_{1}$, which is generically stable and $C^{+}$either connects $x_{1}$ to infinity or to another fixed point $x_{2}, x_{2}>x_{1}$, which is generically stable (the latter necessarily occurs if all orbits, $\left\{T^{n} x\right\}_{n \geqq 0}$, are bounded). In addition, $x_{0}$ attracts all points in $\left[x_{0}, x_{1}\right]$ except $x_{1}$ and $x_{2}$ attracts all points of $\left[x_{1}, x_{2}\right]$ except $x_{1}$ under iteration by $T$ (if $x \leqq y,[x, y]=\{z: x \leqq$ $z \leqq y\}$ ). In other words, an unstable fixed point $x_{1}$ of $T$ must lie on the common boundary of the basins of attraction of two distinct stable fixed points $x_{0}$ and $x_{2}$, $x_{0}<x_{1}<x_{2}$. This result, Theorem 2.5, together with earlier mentioned results, indicates that the fixed point set of $T$ together with the invariant curves $C^{+}$and $C^{-}$associated with each unstable fixed point form a tree-like structure with the minimal fixed point at the base.

The results of $\S 2$, while providing useful information about the fixed point set of a cooperative map, provide an incomplete description of the dynamics generated by cooperative mappings. This is inevitable, of course, in view of Smale's result. For orientation preserving cooperative mappings in two dimensions, however, we can completely describe the "phase portrait" for the discrete dynamical system under the following reasonable conditions: (A) the minimal fixed point is positive (lies in $\dot{R}_{+}^{2}$ ), (B) all fixed points are hyperbolic and (C) all orbits $\left\{T^{n} x\right\}_{n \geqq 0}$ are bounded. This complete description is possible because (i) every orbit tends to a fixed point of $T$ and (ii) the structure of the fixed point set, including basins of attraction of stable fixed points, can be completely described. Both results rely heavily on the Jordan curve theorem. The fact that in two dimensions every bounded orbit of a cooperative map tends to a fixed point was first recognized by de Mottoni and Schiaffino [10] (see also Hale and Somolinos [3]). Although they observed the property for competitive maps, their arguments are easily transformed to the case of cooperative maps. Our ability to completely describe the structure of the fixed point set as well as the basins of attraction of stable fixed points stems from the earlier mentioned result on monotone invariant curves issuing from unstable fixed points together with a description of the stable manifold of a saddle fixed point. The stable manifold of a saddle fixed point $x$ of $T$ lies in the second and fourth quadrant centered at $x$ and can be divided into two pieces, one lying in each quadrant. Each piece emanates from $x$ in such a way that it can be parametrized by a map of an interval of the real line into $R^{2}$, the components of which are monotone, one increasing the other decreasing. Each of the pieces of the stable manifold either connects the saddle point to a fixed point (repeller), becomes unbounded, or intersects a coordinate axis. This global result, Theorem 4.5, provides the component parts of the "separatrix" curves forming the common boundary of the basins of attraction of two stable fixed points. Our main result, Theorem 4.8, synthesizes the earlier results and provides the complete description of the fixed point set and basins of attraction. This description goes roughly as follows. The stable fixed points make up a totally ordered finite or infinite set $\left\{y_{k}\right\}, 0<y_{1}<y_{2}<\cdots<y_{k}<\cdots$. Each interval $\left[y_{k}, y_{k+1}\right]$ contains an odd .number of unstable fixed points (saddles and repellers) lying on a smooth curve $S^{k}$. The curve $S^{k}$ can be parametrized by either of
the coordinate variables in terms of the other in a monotone decreasing fashion and $S^{k}$ separates $R_{+}^{2}$ into two components. The odd number of fixed points lying in [ $y_{k}, y_{k+1}$ ] can be ordered $x_{1}^{k}, \cdots, x_{2 n_{k}+1}^{k}$ from left to right on $S^{k}$ with the odd indexed $x^{k}$ being saddles and the even indexed $x^{k}$ being repellers. $S^{k}$ consists of the union of the stable manifolds of the saddle fixed points $x_{2 l+1}^{k}, 1 \leqq l \leqq n_{k}$, together with the repellets $x_{2 j}^{k}$, $1 \leqq j \leqq n_{k}$. Finally, the $S^{k}, k \geqq 1$ are pairwise nonintersecting and $S^{k}$ forms the upper boundary of the basin of $y_{k}$ (see Fig. 4.8).

The above results for orientation preserving planar cooperative maps are presented in §4. In §3, immediately following our results on general cooperative maps in §2, we introduce the class of competitive maps. These are diffeomorphisms defined on a neighborhood of $R_{+}^{n}$ which map $\dot{R}_{+}^{n}$ into itself, map the boundary of $R_{+}^{n}$ into itself and whose additional properties are most easily, but somewhat inaccurately, described by stating that its inverse is a cooperative map. In fact the results of $\S 3$ are obtained by applying the results of $\S 2$ to the inverse of the competitive map. The main difficulty with this approach is that the domain of the inverse of a competitive map may not include $R_{+}^{n}$. The inverse of a competitive map is a cooperative map which maps the boundary of $R_{+}^{n}$ into itself and hence must fix the origin (Proposition 3.1). In addition, one expects that there will be nontrivial fixed points of a competitive map on the boundary of $R_{+}^{n}$ and that these will be important (recall the competitive exclusion principle of population biology). Despite this fact, we consider primarily the positive fixed points of competitive maps. The reason for this is that in applications, competitive systems (0.1) typically have the property that each portion of a subspace of $R^{n}$ spanned by a proper subset of the standard basis vectors which makes up the boundary of $R_{+}^{n}$ is itself invariant for (0.1). In other words, the Poincare map for a competitive periodic system (0.1) preserves each of these "faces" of $R_{+}^{n}$ and, when restricted to any particular face, is a competitive map. Such maps we term "competitive in each face" Since a fixed point of a map, which is competitive in each face, that lies on the boundary of $R_{+}^{n}$ must lie in the (relative) interior of some lower dimensional face of $R_{+}^{n}$, our results on positive fixed points of competitive maps will apply to the restriction of the map to the appropriate face.

A positive fixed point $x$ of a competitive map $T$ will be an unstable fixed point of $T^{-1}$ if any part of the spectrum of $D T(x)$ lies interior to the unit circle. This simple observation indicates that the main result of $\S 2$ on stable fixed points of cooperative mappings, will apply quite generally to positive fixed points of competitive maps. One of the consequences of the main result of $\S 3$ (Theorem 3.5) will be that, if all fixed points are hyperbolic, every positive fixed point $x_{1}$ is either a repeller (all eigenvalues of the Jacobian exceed unity in modulus) or there is a repeller $x_{0}$ in $R_{+}^{n}, x_{0}<x_{1}$ and a monotone invariant curve for the map $T$ joining $x_{0}$ and $x_{1}$. Moreover every point of [ $x_{0}, x_{1}$ ] except $x_{1}$ lies in the domain of repulsion of $x_{1}$ (the basin of attraction of $x_{0}$ under $T^{-1}$ ). An important class of competitive maps consists of the Poincare maps of competitive periodic systems (0.1) for which the divergence of the time dependent vector field $F=\left(F_{i}\right)$ is nonpositive. For these maps, Liouville's theorem [4] implies that $\operatorname{det} D T(x) \leqq 1$ for every positive fixed point $x$ of $T$. As a consequence, $T$ cannot have any positive repelling fixed point and hence a positive fixed point $x_{1}$ of $T$ can exist only if there exists a repeller $x_{0}, x_{0}<x_{1}$, lying on the boundary of $R_{+}^{n}$. One can also show in this case that no two positive fixed points can be related (more generally, two positive fixed points can be related only if the smaller is a repeller or a repeller lies between them).

We have not attempted in this paper to describe the complete phase portrait of a planar orientation preserving competitive map. While the results of $\S \S 2$ and 4 would be
useful in such a description, the complete description does not immediately follow from the analogous description for the cooperative case (Theorem 4.8) because of our assumption there that the minimal fixed point is positive. One of the reasons for not attempting in this work a description of the dynamics of planar orientation preserving competitive maps is that such a description would depend on both the stability properties of the zero fixed point and on the number of nontrivial fixed points on each of the two coordinate axes neither of which are constrained. It would be reasonable from an applications viewpoint to assume the existence of at most one nontrivial fixed point on each coordinate axis. In any case, the description would break down into several cases. One such case has essentially already been treated by de Mottoni and Schiaffino [10] and Hale and Somolinos [3]. In a future paper, we plan to consider the phase portrait of orientation preserving maps which are competitive in each face in both two and three dimensions in much more detail. The results of our work here will provide the necessary tools for this future study.

1. Competitive and cooperative systems: The Poincaré map. Consider the $2 \pi$ periodic system of differential equations

$$
\begin{equation*}
x^{\prime}=F(t, x)=F(t+2 \pi, x), \quad x \in R^{n} \tag{1.1}
\end{equation*}
$$

to be defined for $(t, x) \in R \times U$ where $U$ is some open neighborhood of $R_{+}^{n}=\left\{x: x_{i} \geqq 0\right.$, $1 \leqq i \leqq n\}$. We assume $F$ is continuous on its domain and $F$ is $C^{2}$ in $x$ for each $t \in R$.

Following Hirsch [5] and Hale and Somolinos [3], we call (1.1)

$$
\begin{aligned}
& \text { (strictly) competitive if } \frac{\partial F_{i}}{\partial x_{j}} \leqq 0 \quad \text { for } i \neq j, \quad(<), \\
& \text { (strictly) cooperative if } \frac{\partial F_{i}}{\partial x_{j}} \geqq 0 \quad \text { for } i \neq j, \quad(>)
\end{aligned}
$$

The inequalities are assumed to hold for all $(t, x) \in R \times R_{+}^{n}$. Note that if (1.1) is competitive (cooperative) then the time reversed system

$$
\begin{equation*}
y^{\prime}=-F(-t, y) \tag{1.2}
\end{equation*}
$$

which has solutions $y(t)=x(-t)$ where $x(t)$ satisfies (1.1), is cooperative (competitive).
It is convenient to introduce the following notation. For vectors $x$ and $y$ in $R^{n}$ we write $x \leqq y(x<y)$ if $x_{i} \leqq y_{i}\left(x_{i}<y_{i}\right), 1 \leqq i \leqq n$. If $x \leqq y$, let $[x, y]$ denote the set $\{z \in$ $\left.R^{n}: x \leqq z \leqq y\right\}$. We let $R_{+}^{n}=\left\{x \in R^{n}: x \geqq 0\right\}$ and $\dot{R}_{+}^{n}=\left\{x \in R^{n}: x>0\right\}$. We say $x$ and $y$ are weakly related in case $x \leqq y$ or $y \leqq x$, related if $x<y$ or $y<x$, and unrelated if they are not related. If $A$ is an $n \times n$ matrix we write $A \geqq 0(A>0)$ if every $a_{i j} \geqq 0\left(a_{i j}>0\right)$. Let $\phi(t, s, x)$ be the solution map for (1.1), i.e., $x(t)=\phi(t, s, x)$ is the maximally extended solution of (1.1) satisfying $x(s)=x$.

In the applications, it is typical for cooperative systems to have the property that if $x(0) \in R_{+}^{n}$ then $x(t) \in \dot{R}_{+}^{n}$ for $t>0$ but $x(t) \notin R_{+}^{n}$ for $t<0$, that is, typically boundary points of $R_{+}^{n}$ are strict ingress points of $R_{+}^{n}$ (see [4]). On the other hand, it is typical of competitive systems that each coordinate axis and each of the faces of various dimensions making up the boundary of $R_{+}^{n}$ are invariant sets for (1.1). Hence, in so far as solutions exist in both forward and backward time for (1.1), $\dot{R}_{+}^{n}$ is invariant for (1.1) in the competitive case but only forward invariant $(t \geqq 0)$ for the cooperative case. We will make this difference a part of our hypotheses.

Standing hypothesis (SH). If (1.1) is competitive, $s \in R, x_{0}>0$ then domain $\phi\left(\cdot, s, x_{0}\right)$ contains $[s, \infty)$ and $\phi\left(t, s, x_{0}\right)>0$ for all $t$ in the domain of $\phi$. If (1.1) is cooperative, $s \in R, x_{0}>0$, then domain $\phi\left(\cdot, s, x_{0}\right)$ contains $[s, \infty)$ and $\phi\left(t, s, x_{0}\right)>0$ for all $t \geqq s$.

In particular, we are assuming the solutions of (1.1) in both cases can be extended into the future but no assumptions are made concerning their extendibility into the past.

Our goal is to draw general conclusions about how periodic solutions of (1.1) are situated. It is important, in order to make our conclusions as generally applicable as possible, to restrict our consideration to solutions of (1.1) which lie in $\dot{R}_{+}^{n}$. While this restriction may appear to ignore important (and sometimes all) the interesting periodic behavior, we point out that our results can usually be applied to the lower dimensional hyperplanes forming the boundary of $R_{+}^{n}$ (see §3).

The fundamental result for competitive and cooperative systems is due to Kamke which we state as follows [2].

Theorem A. Let $x(t)$ and $y(t)$ be solutions of (1.1) on $[a, b]$.
(i) If (1.1) is cooperative and $x(a)<y(a)$ then $x(b)<y(b)$.
(ii) If (1.1) is competitive and $x(b)<y(b)$ then $x(a)<y(a)$.

Note that (ii) is equivalent to the corresponding versions in Hirsch [5] or Hale and Somolinos [3]. It follows from Theorem A and continuity of solutions with respect to initial conditions that the strict inequalities in (i) can be replaced by inequalities; a corresponding result may be obtained in (ii). In two dimensions, Theorem A has the following corollary, the proof of which the reader may easily supply.

Corollary B. Let $n=2$. Let $z(t)$ and $y(t)$ be solutions of (1.1), $y_{i}(t)=z_{i}(t)+h_{i}(t)$.
(i) If (1.1) is cooperative and $h_{1}(a) h_{2}(a)<0$ then it cannot be the case that $h_{1}(a) h_{1}(b)<0$ and $h_{2}(a) h_{2}(b)<0$.
(ii) If (1.1) is competitive and $h_{i}(a) \geqq 0, h_{j}(a) \leqq 0$, then $h_{i}(b) \geqq 0$ and $h_{j}(b) \leqq 0$, $\{i, j\}=\{1,2\}$. If $h_{1}(a) h_{2}(a)>0$ then it cannot be the case that $h_{1}(a) h_{1}(b)<0$ and $h_{2}(a) h_{2}(b)<0$.

Another corollary of Theorem 1 will be useful in our study of competitive systems.
Corollary C. Let (1.1) be competitive, $t_{1} \geqq 0, x_{0} \in R_{+}^{n}$ and $x_{1}=\phi\left(t_{1}, 0, x_{0}\right)$. Then $\phi\left(t_{1}, 0,\left[0, x_{0}\right]\right) \supset\left[0, x_{1}\right]$.

Proof. Let $x \in\left[0, x_{1}\right]$ and let $z(t)$ be the maximal solution of (1.2) satisfying $z\left(-t_{1}\right)=x$. Since $y(t) \equiv \phi\left(-t, 0, x_{0}\right),-t_{1} \leqq t \leqq 0$, and $z(t)$ satisfy (1.2) and $y\left(-t_{1}\right)=x_{1}$ $\geqq x=z\left(-t_{1}\right)$, Theorem A together with (SH) imply that $z(t)$ is defined on $\left[-t_{1}, 0\right]$ and $y(t) \geqq z(t),-t_{1} \leqq t \leqq 0$. One easily shows that $z_{0}=z(0) \leqq x_{0}$ satisfies $\phi\left(t_{1}, 0, z_{0}\right)=x$.

Note that Corollary C implies that $\phi(t, 0,0) \equiv 0$.
We now consider the variational equation for (1.1) corresponding to a solution $\phi(t, 0, x), x>0$, namely

$$
\begin{equation*}
X^{\prime}=D_{x} F(t, \phi(t, 0, x)) X, \quad X(0)=I \tag{1.3}
\end{equation*}
$$

Let $\Phi(t, x)$ be the (fundamental) matrix solution of (1.3), i.e., $\Phi(t, x)=D_{x} \phi(t, 0, x)$. The result below appears in Hirsch [6] but a slightly weaker version may be found in Krasnosel'skii [8]. An $n \times n$ matrix $A=\left(a_{i j}\right)$ is irreducible if whenever the set $\{1,2, \cdots, n\}$ is expressed as the union of two disjoint proper subsets $S, S^{\prime}$, then for every $i \in S$ there exists $j$ and $k$ in $S^{\prime}$, such that $a_{i j} \neq 0$ and $a_{k i} \neq 0$. This means that the linear transformation $A$ does not map into itself any nonzero proper linear subspace spanned by a subset of the standard basis vectors.

TheOrem D. (i) If (1.1) is cooperative (competitive) then $\Phi(t, x) \geqq 0\left(\Phi^{-1}(t, x) \geqq 0\right)$ for $t \geqq 0$.
(ii) If $D_{x} F(t, z)$ is irreducible for all $t$ and $z>0$ and (1.1) is cooperative (competitive ) then $\Phi(t, x)>0\left(\Phi^{-1}(t, x)>0\right)$ for $t>0$.

Actually, only the cooperative case appears in Hirsch [6] but the competitive case of Theorem $\mathbf{D}$ follows immediately from applying the results of the cooperative case to the adjoint equation corresponding to (1.3), which is cooperative if (1.1) is competitive, thus deducing that the transpose of $\Phi(t, x)^{-1}$ is nonnegative (positive).

It is worth noting that $D_{x} F(t, z)$ is irreducible if (1.1) is either strictly competitive or strictly cooperative.

We will refer to (1.1) as "cooperative (competitive) and irreducible" if (1.1) is cooperative (competitive) and $D_{x} F(t, z)$ is irreducible for $t \in R$ and $z>0$. Actually, we do not require the strong result that $\Phi(t, x)>0$ for $t>0, x>0$ but only that for each $x>0, \Phi(t, x)>0$ for large $t$. This property is referred to by Hirsch [6] as " $\phi(t, s, x)$ has eventually positive derivatives". Similarly, if (1.1) is competitive we need only require that $\Phi(t, x)^{-1}>0$ for large $t$. While there are advantages to assuming the weaker condition (the property is inherited by nearby systems), it does not appear to be readily verifiable in applications.

As noted by Hirsch [6], systems (1.1) which are cooperative (competitive) and irreducible possess stronger monotonicity properties.

Corollary E. Let $x_{1} \geqq 0, x_{2}>0$ be distinct and $x_{1} \leqq x_{2}$.
(i) If (1.1) is cooperative and irreducible, then $\phi\left(t, 0, x_{1}\right)<\phi\left(t, 0, x_{2}\right)$ for $t>0$.
(ii) If (1.1) is competitive and irreducible, then $\phi\left(0, t, x_{1}\right)<\phi\left(0, t, x_{2}\right)$ for $t>0$.

Proof. For (i), note that

$$
\phi\left(t, 0, x_{2}\right)-\phi\left(t, 0, x_{1}\right)=\int_{0}^{1} \Phi\left(t, s x_{2}+(1-s) x_{1}\right) d s\left(x_{2}-x_{1}\right) .
$$

For (ii), note that $x=\phi(0, t, \phi(t, 0, x))$ so

$$
\phi\left(0, t, x_{2}\right)-\phi\left(0, t, x_{1}\right)=\int_{0}^{1} \Phi^{-1}\left(t, \phi\left(0, t, s x_{2}+(1-s) x_{1}\right)\right) d s\left(x_{2}-x_{1}\right) .
$$

In either case, the result follows from Theorem D .
Another property that (1.1) may possess in either the competitive or cooperative case is that

$$
\begin{equation*}
\operatorname{div} F(t, x) \leqq 0, \quad(t, x) \in R \times \dot{R}_{+}^{n} \tag{1.4}
\end{equation*}
$$

where div denotes the divergence of the time-dependent vector field $F$. In case (1.4) holds, Liouville's theorem [4] states that

$$
\begin{equation*}
0<\operatorname{det} \Phi(t, x) \leqq 1 \tag{1.5}
\end{equation*}
$$

We will see that (1.5) has particularly strong consequences for competitive systems.
We are now ready to define the primary object of study in this paper, the Poincaré map. The Poincaré map for (1.1) is defined for $x \in R_{+}^{n}$ as follows

$$
T(x)=\phi(2 \pi, 0, x)
$$

It is well known that $T$ is a $C^{2}$ orientation preserving diffeomorphism defined on a neighborhood of $R_{+}^{n}$ whose fixed points and periodic points ( $x$ is a periodic point of $T$ of period $p$ if $T^{p} x=x$ and $T^{j} x \neq x$ for $1 \leqq j \leqq p-1$ ) correspond to $2 \pi$, periodic solutions or $2 \pi p$-periodic solutions of (1.1).

Theorem A and Corollary E have the following implication for the Poincaré map $T$.

Corollary F. (i) If (1.1) is cooperative and $0 \leqq x_{1}<x_{2}$ then $T\left(x_{1}\right)<T\left(x_{2}\right)$. If (1.1) is also irreducible, the conclusion holds if $0 \leqq x_{1} \leqq x_{2}, x_{1} \neq x_{2}$ and $x_{2}>0$.
(ii) If (1.1) is competitive, $x_{i} \geqq 0, i=1,2$, and $T\left(x_{1}\right)<T\left(x_{2}\right)$ then $x_{1}<x_{2}$. If (1.1) is also irreducible, the conclusion holds if $T x_{2}>0$ and $T x_{1} \leqq T x_{2}, x_{1} \neq x_{2}$.

One can view (ii), which we will do, as asserting that $T^{-1}: T\left(R_{+}^{n}\right) \rightarrow R_{+}^{n}, T^{-1}(x)=$ $\phi(0,2 \pi, x)$ is monotone in the sense of (i). It will be important to have the following information concerning the domain $T\left(R_{+}^{n}\right)$, of $T^{-1}$ which follows from Corollary C.

Corollary G. Let (1.1) be competitive, $x_{0} \geqq 0$, and $x_{1}=T\left(x_{0}\right)$. Then $T\left(\left[0, x_{0}\right]\right) \supset$ [ $0, x_{1}$ ].

In other words, if $x_{1} \in T\left(R_{+}^{n}\right)$ then $\left[0, x_{1}\right] \subset T\left(R_{+}^{n}\right)$ and if $x \notin T\left(R_{+}^{n}\right)$ then $y \notin$ $T\left(R_{+}^{n}\right)$ if $y \geqq x$.

Theorem $\mathrm{D}(\mathrm{i})$ or Corollary F imply that the derivative, $D T(x)=\Phi(2 \pi, x)$, of $T$ satisfies $D T(x) \geqq 0$ in the cooperative case and $[D T(x)]^{-1}=D\left(T^{-1}\right)(T x) \geqq 0$ in the competitive case.

Lemma H. Let (1.1) be cooperative (competitive) and irreducible. If $\phi\left(t, 0, x_{0}\right)$, $x_{0}>0$, is a $2 \pi j$-periodic solution of (1.1) for some positive integer $j$, i.e., $T^{j}\left(x_{0}\right)=x_{0}$, then
(a) $\quad\left[D\left(T^{j}\right)\left(x_{0}\right)\right]>0 \quad$ if (1.1) is cooperative,
(b) $\quad\left[D\left(T^{-j}\right)\left(x_{0}\right)\right]>0 \quad$ if (1.1) is competitive.

Proof. Assume first that (1.1) is cooperative. Then $T^{j}(x)=\phi(2 j \pi, 0, x)$ so by the chain rule and the fact that $T^{j}\left(x_{0}\right)=x_{0}$ we have

$$
\Phi\left(2 j \pi, x_{0}\right)=D_{x} \phi\left(2 j \pi, 0, x_{0}\right)=D\left(T^{j}\right)\left(x_{0}\right) .
$$

The matrix on the left is assumed to be positive.
If (1.1) is competitive and $T^{j}\left(x_{0}\right)=x_{0}$ for $x_{0}>0$ then it follows that $\phi\left(t, 0, x_{0}\right)$ is defined for all $t \in R$. Hence $T^{-j}$ is defined in a neighborhood of $x_{0}$. Since $T^{-j}\left(x_{0}\right)=x_{0}$ we have

$$
\left[D\left(T^{-j}\right)\left(x_{0}\right)\right]=\left[D\left(T^{j}\right)\left(x_{0}\right)\right]^{-1}=\left[\Phi\left(2 j \pi, x_{0}\right)\right]^{-1}>0 .
$$

We remark that if in Lemma $H$, irreducible is replaced by " $\phi$ has eventually positive derivatives" then 1.6 (a) and (b) are modified only by the need to raise the bracketed matrix to a sufficiently large positive integer power in order to have positivity.

Lemma H has important implications for the stability of $2 \pi j$-periodic solutions of (1.1). The primary reason for the usefulness of Lemma H is that it allows the application of the Perron-Frobenius theory of positive matrices [7], [14].

THEOREM I. If $A \geqq 0$ is an $n \times n$ matrix for which $A^{p}>0$ for some positive integer $p$ then $\rho(A)$, the spectral radius of $A$, is a positive simple eigenvalue of $A$ strictly exceeding in modulus all other eigenvalues of $A$. Moreover, there exist $x>0$ such that $A x=\rho(A) x$ and $x$ is the unique eigenvector of $A$ (up to scalar multiple) which lies in $R_{+}^{n}$.

Recall that a fixed point $x_{0}$ of a smooth map $T$ is asymptotically stable if the spectral radius of $D T\left(x_{0}\right), \rho\left(x_{0}\right) \equiv \rho\left(D T\left(x_{0}\right)\right)$, is less than one and unstable if $\rho\left(x_{0}\right)$ is larger than one. If (1.1) is cooperative and irreducible, then Lemma H implies that the derivative of the Poincaré map $T$ at $x_{0}$ satisfies $D T\left(x_{0}\right)>0$ if $x_{0}>0$ and by Theorem I, $\rho\left(x_{0}\right)$ is a simple eigenvalue of $D T\left(x_{0}\right)$ with corresponding eigenspace spanned by a
positive vector. This property will prove to be important in our study of cooperative maps in §2. If (1.1) is competitive and irreducible, then the derivative of the inverse of the Poincaré map will have the property that its spectral radius is a simple eigenvalue with positive eigenvector.

We have now accumulated the results which will be essential in our study of periodic solutions of competitive and cooperative systems (1.1). Our approach will be to study the Poincare map $T$. The cooperative case will be considered in greater detail since the competitive case can be treated by applying the results of the cooperative case to $T^{-1}$. We do, however, consider an important result for the competitive case where (1.1) satisfies the nonpositive divergence condition (1.4) (see §3). In addition, we will largely restrict our attention to fixed points of $T$ and consider explicitly periodic points of $T$ only briefly. The rationale for this is that the conditions we place on $T$ in the results to follow will apply also to $T^{j}$ for each positive integer $j$. Thus, by replacing $T$ in the results of $\S 2$, by $T^{j}$ one obtains results concerning periodic points. Having said this, we make some remarks concerning periodic points of $T$. First, in dimensions one and two, all periodic points in either the competitive or cooperative case are fixed points, i.e., all periodic solutions whose period is an integer multiple of $2 \pi$ are in fact $2 \pi$-periodic. In one dimension this is trivial, all periodic scalar equations are cooperative and $T$ is strictly increasing. In two dimensions the result is not so trivial. It is contained in results proved by de Mottoni and Schiaffino [10] and in greater generality by Hale and Somolinos [3] (see §4). Our second point is the following.

Proposition J. Let (1.1) be competitive or cooperative, let $x_{0}$ be a periodic point of period $j>1$ for $T$ (i.e. $\phi\left(t, 0, x_{0}\right)$ is $2 j \pi$-periodic), and let $x_{i}=T^{i}\left(x_{0}\right)\left(x_{i}(t)=\right.$ $\left.\phi\left(t+2 i \pi, 0, x_{0}\right)\right) i=0,1,2, \cdots, j-1$. Then no two distinct points $x_{i}$ and $x_{j}$ can be weakly related (no two distinct solutions $x_{i}(t)$ and $x_{j}(t)$ can be weakly related for any $t$ ).

Proof. Consider the cooperative case (the competitive case may be treated by considering $T^{-1}$ ). If $x_{r} \leqq x_{s}$ for distinct integers $r, s \in\{0,1, \cdots, j-1\}$, say $r<s$, then on applying $T^{j-r}$ to the inequality we obtain $x_{0} \leqq T^{p}\left(x_{0}\right), p=s-r \in\{1,2, \cdots, j-1\}$. But then $x_{0} \leqq T^{p}\left(x_{0}\right) \leqq T^{2 p}\left(x_{0}\right) \leqq \cdots \leqq T^{n p}\left(x_{0}\right) \leqq \cdots$ and equality cannot occur in any inequality. On the other hand, the points $T^{n p}\left(x_{0}\right), n=1,2, \cdots$ all belong to $\left\{x_{i}\right\}_{i=0}^{j-1}$ so they must repeat, i.e., there exists $n, m, n-m>1$ such that

$$
T^{m p}\left(x_{0}\right) \leqq T^{(m+1) p}\left(x_{0}\right) \leqq \cdots \leqq T^{n p}\left(x_{0}\right)=T^{m p}\left(x_{0}\right)
$$

This implies that

$$
T^{m p}\left(x_{0}\right)=T^{(m+1) p}\left(x_{0}\right)=\cdots=T^{n p}\left(x_{0}\right)
$$

a contradiction.
For dimensions larger than two, cooperative or competitive systems (1.1) can have periodic solutions of minimal period $2 \pi j, j>1$, as well as far more bizarre attractors. This is a consequence of a result of Smale [12] which states that any smooth vector field on the standard ( $n-1$ )-simplex in $R_{+}^{n}$ can be extended to a smooth competitive vector field on $R^{n}$.

Our final comment on periodic points is to point out that a positive stable $2 \pi$-periodic solution of a one-parameter family of cooperative irreducible systems can participate in only two types of bifurcation, namely, it can coalesce with another $2 \pi$-periodic solution and disappear at a critical value of the parameter or it can persist, throwing off another $2 \pi$-periodic solution as it loses stability at a critical value of the parameter. The other possible bifurcations are forbidden by Lemma H and Theorem I: the largest characteristic multiplier in modulus is necessarily positive.

We close this section with two results which are obvious modifications of similar results of Hirsch [5], [6] for the autonomous case. Let $T$ be the Poincaré map for (1.1). If $x_{0} \geqq 0$ we write $O^{+}\left(x_{0}\right)=\left\{T^{n}\left(x_{0}\right): n=0,1,2, \cdots\right\}$ for the forward orbit and $\Lambda\left(x_{0}\right)$ for the set of limit points of $O^{+}\left(x_{0}\right)$, that is, $\Lambda\left(x_{0}\right)=\left\{x: x=\lim _{i \rightarrow \infty} T^{n_{i}} x\right.$, where $\left\{n_{i}\right\}_{i=1}^{\infty}$ is a subsequence of the natural numbers $\}$.

Proposition K. Let (1.1) be cooperative and $O^{+}\left(x_{0}\right)$ be a bounded orbit and suppose $T^{n}\left(x_{0}\right) \leqq T^{m}\left(x_{0}\right)$ for distinct nonnegative integers $n, m$. Then either $O^{+}\left(x_{0}\right)$ is a periodic orbit or $\Lambda\left(x_{0}\right)$ is a periodic orbit.

Proof. If $T^{n}\left(x_{0}\right)=T^{m}\left(x_{0}\right)$, then $O^{+}\left(x_{0}\right)$ is a periodic orbit. Suppose $T^{n}\left(x_{0}\right) \leqq$ $T^{m}\left(x_{0}\right)$ but equality does not hold. Then by Proposition $\mathrm{J}, O^{+}\left(x_{0}\right)$ is not a periodic orbit. We assume $n>m$, i.e., $n=m+p$, the other case is similar. Then $T^{p}\left(T^{m}\left(x_{0}\right)\right) \leqq$ $T^{m}\left(x_{0}\right)$ so $T^{l p}\left(T^{m}\left(x_{0}\right)\right) \leqq T^{(l-1) p}\left(T^{m}\left(x_{0}\right)\right), \quad l=1,2, \cdots$. Since $O^{+}\left(x_{0}\right)$ is bounded, $y=\lim _{l \rightarrow \infty} T^{l p+m}\left(x_{0}\right)$ exists. By continuity of $T, T^{p}(y)=y$, and $\lim _{l \rightarrow \infty} T^{l p+m+r}\left(x_{0}\right)$ $=T^{r}(y)$ for $r=1,2, \cdots, p-1$. It follows that $\Lambda\left(x_{0}\right)$ is the periodic orbit $\left\{T^{r}(y)\right\}_{r=0}^{p-1}$.

The following result generalizes Proposition J .
Proposition L. Let (1.1) be cooperative and $O^{+}\left(x_{0}\right)$ be a bounded orbit. Then no two elements of $\Lambda\left(x_{0}\right)$ can be related.

Proof. We may assume $O^{+}\left(x_{0}\right)$ is not a periodic orbit by Proposition J. Suppose $x, y \in \Lambda\left(x_{0}\right)$ and $x<y$. It follows that there exist two distinct integers $n$ and $m$ such that $T^{n}\left(x_{0}\right)<T^{m}\left(x_{0}\right)$. By Proposition K, $\Lambda\left(x_{0}\right)$ is a periodic orbit. But then we have a contradiction to Proposition J.

If (1.1) is cooperative and irreducible, then "related" can be replaced by "weakly related" in Proposition L. This follows since $T \Lambda \subset \Lambda$ and if $x \leqq y$ then $T^{n} x<T^{n} y$ for some positive integer $n$.
2. Fixed points of cooperative maps: Invariant manifolds and basins of attraction. In this section we consider $C^{2}$ diffeomorphisms defined on a neighborhood of $R_{+}^{n}$ which map $\dot{R}_{+}^{n}$ into itself and satisfy
(M) $0 \leqq x<y$ implies $T x<T y$, and
(SP) $x>0$ and $T(x)=x$ implies $D T(x)^{p}>0$ for some positive integer $p$ depending on x .

We will call such maps cooperative. It will be assumed without further mention that all maps $T$ in this section are cooperative but in one of our results we will assume the stronger monotonicity assumption
(SM) $0 \leqq x \leqq y, x \neq y$ and $y>0$ implies $T^{p}(x)<T^{p}(y)$ for large positive integers $p$.
Recall that if $T$ is the Poincare map of a $C^{2}$ cooperative system (1.1), then (M) holds. If, in addition, (1.1) is irreducible (or has eventually monotone derivatives) then (SM) and ( P ) hold for $T$ by Corollary F and Lemma H respectively.

The focus of this section is to describe the manner in which the positive fixed points together with their domains of attraction and invariant manifolds are situated in $R_{+}^{n}$. We begin by observing that, in the interesting case, a cooperative map has a minimal fixed point though it may not be positive.

Proposition 2.1. Either $\left|T^{n} x\right| \rightarrow \infty$ as $n \rightarrow \infty$ for every $x \geqq 0$ or $T$ has a minimal fixed point $x_{m}=\lim _{n \rightarrow \infty} T^{n} 0$, i.e., $T x=x$ implies $x \geqq x_{m} . T^{n} x \rightarrow x_{m}$ as $n \rightarrow \infty$ for all $x \in\left[0, x_{m}\right]$.

Proof. We have $0 \leqq T 0 \leqq T^{2} 0 \leqq \cdots \leqq T^{n} 0 \leqq \cdots$. The first alternative occurs if $\left|T^{n} 0\right| \rightarrow \infty$ while the latter occurs if $\left\{T^{n} 0\right\}_{n \geqq 0}$ is bounded. If $0 \leqq x \leqq x_{m}$ then $T^{p} 0 \leqq$ $T^{p} x \leqq x_{m}$ for every $p$ so $T^{p} x \rightarrow x_{m}$ as $p \rightarrow \infty$.

The following result will be useful. It follows immediately from (SM) but we prefer to assume only (M) and (SP).

Lemma 2.2. Let $x_{0}>0, x \geqq 0$ be distinct points and assume $T x_{0}=x_{0}$. If $x \geqq x_{0}$ ( $x \leqq x_{0}$ ) then $T^{p} x>x_{0}\left(T^{p} x<x_{0}\right)$ for large positive integers $p$.

Proof. Suppose $x \geqq x_{0}$ and let $h=x-x_{0} \geqq 0$. Since $T^{p}\left(x_{0}+t h\right)=x_{0}+t D\left(T^{p}\right)\left(x_{0}\right) h$ $+o(t)$ as $t \rightarrow 0$, it follows that $t^{-1}\left(T^{p}\left(x_{0}+t h\right)-x_{0}\right)=\left(D T\left(x_{0}\right)^{p} h+O(t)\right)$ for small positive $t$ so by (SP), $t^{-1}\left(T^{p}\left(x_{0}+t h\right)-x_{0}\right)>0$ for small positive $t, p$ as in (SP). Hence $T^{p}\left(x_{0}+t h\right)>x_{0}$ for small $t$ and $x_{0}<T^{p}\left(x_{0}+t h\right) \leqq T^{p}\left(x_{0}+h\right)=T^{p}(x)$.

Lemma 2.2 implies that two nonnegative fixed points of $T$, at least one of which is positive, are related if they are weakly related. This observation will be important.

We begin our study of positive fixed points of $T$ by establishing some notation. Let $x_{0}>0$ be a fixed point of $T$ and let $B\left(x_{0}\right)=\left\{x \geqq 0: T^{n} x \rightarrow x_{0}\right.$ as $\left.n \rightarrow \infty\right\}$. Let $B^{+}\left(x_{0}\right)=B\left(x_{0}\right) \cap\left(x_{0}+R_{+}^{n}\right)$ and $B^{-}\left(x_{0}\right)=B\left(x_{0}\right) \cap\left[0, x_{0}\right]$ denote respectively those points in $B\left(x_{0}\right)$ for which $x \geqq x_{0}$ and $x \leqq x_{0}$. Let $S^{+}\left(x_{0}\right)$ denote the boundary of $B^{+}\left(x_{0}\right)$ considered as a subset of the space $x_{0}+R^{n}$ and $S^{-}\left(x_{0}\right)$ denote the boundary of $B^{-}\left(x_{0}\right)$ considered as a subset of the space $\left[0, x_{0}\right]$. We drop $x_{0}$ from the notation when no confusion will result. Each of the sets $B, B^{+}, B^{-}, S^{+}$and $S^{-}$is mapped into itself by $T$. In the following result, some simple properties are derived concerning the sets $B, B^{+}, B^{-}, S^{+}$and $S^{-}$. We do not assume $x_{0}$ is asymptotically stable but in that case, $B$ contains a neighborhood of $x_{0}$.

Proposition 2.3. Let $x_{0}>0$ be a fixed point of $T$. Then
(a) If $x_{i} \in B, i=1,2, x_{1} \leqq x_{2}$ then $\left[x_{1}, x_{2}\right] \in B$.
(b) If $x_{2} \in S^{+}$and $x_{0} \leqq x_{1}<x_{2}$ then $x_{1} \in B^{+}$. If $x_{1} \in S^{-}$and $x_{1}<x_{2} \leqq x_{0}$ then $x_{2} \in B^{-}$.
(c) If $\mathrm{B}^{+}$contains the intersection of a ball centered at $x_{0}$ with $x_{0}+R_{+}^{n}$ then either $B^{+}$is unbounded or $S^{+}$is homeomorphic to the $n-1$ simplex and contains a fixed point of T. If $B^{-}$contains the intersection of a ball centered at $x_{0}$ with $x_{0}-R_{+}^{n}$ and if $\partial R_{+}^{n} \cap\left[0, x_{0}\right]$ is contained in the interior of $\left[0, x_{0}\right]-B^{-}$relative to $\left[0, x_{0}\right]$ then $S^{-}$is homeomorphic to the $n-1$ simplex and contains a fixed point of $T$.

Proof. (a) follows from $T^{n} x_{1} \leqq T^{n} x \leqq T^{n} x_{2}, n=1,2, \cdots$, which holds if $x_{1} \leqq x \leqq x_{2}$.
The first assertion in (b) follows from the observation that there exists a ball centered at $x_{2}$ with the property that all of its points $x$ satisfy $x>x_{1}$. But one of these points necessarily lies in $B^{+}$so, by (a), $x_{1} \in B^{+}$. The second assertion is proved similarly.

If $B^{+}$is bounded, then $S^{+}$is nonempty. In fact for every $h \geqq 0,|h|=1$ there is a unique (by (a)) value, $t_{h}$, of $t>0$ such that $x_{0}+t_{h} h \in S^{+}$. It is easy to see that $h \rightarrow t_{h}$ is continuous so $S^{+}$is homeomorphic to the $n-1$ simplex. Since $T\left(S^{+}\right) \subset S^{+}$, the Brouwer fixed point theorem implies $S^{+}$contains a fixed point of $T$. The assertion concerning $S^{-}$is proved in a similar fashion.

If (SM) holds for $T$ then $S^{+}$and $S^{-}$can be continuously parametrized by points of the set obtained by projecting $S^{+}\left(S^{-}\right)$orthogonally along a standard basis vector onto an $(n-1)$-dimensional face of $\partial R_{+}^{n}$. For the statement of the result, we require the following notation. For $i=1,2, \cdots, n$, let $H_{i}\left(x_{0}\right)=\left\{x: x_{i}=\left(x_{0}\right)_{i}\right\}, H^{+}\left(x_{0}\right)=H_{i}\left(x_{0}\right) \cap$ $\left(x_{0}+R_{+}^{n}\right), H^{-}\left(x_{0}\right)=H_{i}\left(x_{0}\right) \cap\left(x_{0}-R_{+}^{n}\right)$ and $P_{i}: R^{n} \rightarrow H_{i}\left(x_{0}\right)$ be the orthogonal projection onto $H_{i}\left(x_{0}\right)$ along the $i$ th standard bases vector $e_{i}$ (see Fig. 2.1). We drop $x_{0}$ from the notation when it is clear to which fixed point we refer. In the following result we assume $x_{0}$ is an asymptotically stable fixed point in order to avoid a more lengthy statement. All that is required is that $B^{+}\left(B^{-}\right)$contains the intersection of a ball about $x_{0}$ with $x_{0}+R_{+}^{n}\left(x_{0}-R_{+}^{n}\right)$.

Proposition 2.4. Let (SM) hold and $x_{0}>0$ be an asymptotically stable fixed point of T. If $S^{+} \neq \phi$ (i.e., $B^{+} \neq x_{0}+R_{+}^{n}$ ), then no two distinct elements of $S^{+}$can be weakly related nor can they have the same projection onto $H_{i}$ along $e_{i}$ for $1 \leqq i \leqq n$. For $1 \leqq i \leqq n$,
$P_{i}\left(S^{+}\right)$contains $\left[x_{1}, x_{2}\right]$ whenever $x_{1} \leqq x_{2}$ belong to $P_{i}\left(S^{+}\right)$. There exists a continuous function $h_{i}^{+}: P_{i}\left(S^{+}\right) \rightarrow R^{+}$, strictly decreasing in the sense that $x_{1} \leqq x_{2}, x_{1} \neq x_{2}$ implies $h_{i}^{+}\left(x_{1}\right)>h_{i}^{+}\left(x_{2}\right)$, such that $S^{+}=\left\{x+h_{i}^{+}(x) e_{i}: x \in P_{i}\left(S^{+}\right)\right\}$.

If $\partial R_{+}^{n} \cap\left[0, x_{0}\right]$ is contained in the interior of $\left[0, x_{0}\right]-B^{-}$relative to $\left[0, x_{0}\right]$ then no two distinct elements of $S^{-}$can be weakly related nor can they have the same projection onto $H_{i}$ along $e_{i}$ for $1 \leqq i \leqq n$. For $1 \leqq i \leqq n, P\left(S^{-}\right)$contains $\left[x_{1}, x_{2}\right]$ whenever $x_{1} \leqq x_{2}$ belong to $P_{i}\left(S^{-}\right)$. There exists a continuous function $h_{i}^{-}: P_{i}\left(S^{-}\right) \rightarrow R^{-}$, strictly decreasing in the sense that $x_{1} \leqq x_{2}, x_{1} \neq x_{2}$ implies $h_{i}^{-}\left(x_{2}\right)<h_{i}^{-}\left(x_{1}\right)$, such that $S^{-}=\{x+$ $\left.h_{i}^{-}(x) e_{i}: x \in P_{i}\left(S^{-}\right)\right\}$.

Proposition 2.4 implies that $P_{i}: S^{+} \rightarrow P_{i}\left(S^{+}\right)$is a homeomorphism, the inverse of which is the monotone map $x \rightarrow x+h_{i}^{+}(x) e_{i}$. Figure 2.1 below depicts the geometry of the sets $S^{+}$and $S^{-}$for a two-dimensional competitive map $T$ satisfying (SM).


Fig. 2.1. A possible configuration of the sets $B^{+}, S^{+}, B^{-}, S^{-}$for the stable fixed point $x_{0}$ of $T$ which is consistent with Proposition 2.4 in two dimensions.

Proof. Suppose $x_{1}, x_{2} \in S^{+}, x_{1} \neq x_{2}$ and $x_{1} \leqq x_{2}$. Then $T^{p} x_{1}, T^{p} x_{2} \in S^{+}$and $x_{0} \leqq$ $T^{p} x_{1}<T^{p} x_{2}$ by (SM). This contradicts Proposition 2.3 (b). Note that if $x_{2} \in S^{+}$and $x_{0} \leqq x_{1} \leqq x_{2}$ where $x_{1}$ is distinct from $x_{2}$ then the above argument shows (by Proposition $2.3(\mathrm{~b}))$ that $T^{p} x_{1} \in B^{+}$for large $p$ and hence $x_{1} \in B^{+}$. Suppose now that $x_{1}$ and $x_{2}$ are distinct points of $S^{+}$and $P_{i} x_{1}=P_{i} x_{2}$ for some $i$. Then it follows that $x_{1}$ and $x_{2}$ are related which contradicts the assertion proved above. Let $x_{j}=P_{i} y_{j}$ where $y_{j} \in S^{+}$, $j=1,2$, are distinct points. Suppose $x_{1} \leqq x_{2}$ and write $y_{j}=x_{j}+h_{i}^{+}\left(x_{j}\right) e_{i}, j=1,2$, where $h_{i}^{+}\left(x_{j}\right) \geqq 0$ since $x_{j} \leqq y_{j}, j=1,2$. If $h_{i}^{+}\left(x_{1}\right) \leqq h_{i}^{+}\left(x_{2}\right)$ then clearly $y_{1} \leqq y_{2}$ contradicting the assertion proved above. Hence $h_{i}^{+}\left(x_{1}\right)>h_{i}^{+}\left(x_{2}\right)$ proving $h_{i}^{+}$is strictly decreasing. Note that if $x_{2} \neq y_{2}$ then $x_{2} \leqq y_{2}$ so $x_{2} \in B^{+}$. If $x \in\left[x_{1}, x_{2}\right]$ is distinct from $x_{2}$, then it follows that $x \in B^{+}$. If $x \notin P_{i}\left(S^{+}\right)$then $x+t e_{i} \in B^{+}$for all $t>0$. But $y_{1}=x_{1}+h_{i}^{+}\left(x_{1}\right) e_{1}$ $\leqq x+t e_{1}$ for large $t$, implying that $y_{1} \in B^{+}$(Proposition 2.3 (a)). This contradiction proves $x \in P_{i}\left(S^{+}\right)$whenever $x_{1} \leqq x \leqq x_{2}$ and $x_{1}, x_{2} \in P_{i}\left(S^{+}\right)$. All that remains to be proved is the continuity of $h_{i}^{+}$. Let $x_{n} \rightarrow x$ as $n \rightarrow \infty$ where $x_{n}, x \in P_{i}\left(S^{+}\right), n=1,2, \cdots$. Let $h_{i}^{+}\left(x_{n j}\right) \rightarrow \alpha \in[0, \infty)$ as $n_{j} \rightarrow \infty$ where $\left\{x_{n j}\right\}$ is a subsequence of $\left\{x_{n}\right\}$. Since $S^{+}$is closed, $x+\alpha e_{i} \in S^{+}$. But then $\alpha=h_{i}^{+}(x)$. One sees that $\lim \sup _{n \rightarrow \infty} h_{i}^{+}\left(x_{n}\right)<\infty$ as follows. If $t>h_{i}^{+}(x)$ then $x+t e_{i} \notin S^{+} \cup B^{+}$. Since $S^{+} \cup B^{+}$is closed, it follows that $x_{n}+t e_{i} \notin S^{+} \cup B^{+}$for all large $n$. One then must conclude that $h_{i}^{+}\left(x_{n}\right)<t$ for these large $n$. It follows that $h_{i}^{+}$is continuous. The arguments for $S^{-}$are omitted since they parallel those above.

We now turn our attention to fixed points $x>0$ of $T$ satisfying $\rho(x)>1$. Recall, $\rho(x)=\rho(D T(x))$ is the spectral radius of $D T(x)$. Such fixed points are unstable. The following theorem is one of the main results of this paper. In large part, its proof is contained in [13].

Theorem 2.5. Let $x_{1}>0$ be a fixed point of $T$ with $\rho_{1}=\rho\left(x_{1}\right)>1$ and $D T\left(x_{1}\right) e_{1}=$ $\rho_{1} e_{1}$ where $e_{1}>0$. Then there exists a $C^{1}$ function $y_{+}:[0, \infty) \rightarrow \dot{R}_{+}^{n}$ satisfying
$\left(\mathrm{A}_{+}\right) y_{+}(t)=x_{1}+t e_{1}+O\left(t^{2}\right)$ as $t \rightarrow 0$.
( $\left.\mathrm{B}_{+}\right) \quad 0 \leqq t_{1}<t_{2}$ implies $y_{+}\left(t_{1}\right)<y_{+}\left(t_{2}\right)$.
$\left(\mathrm{C}_{+}\right) \quad y_{+}(t)=T\left(y_{+}\left(\rho_{1}^{-1} t\right)\right), t \geqq 0$.
$\left(\mathrm{D}_{+}\right)$Either $\lim _{t \rightarrow \infty}\left|y_{+}(t)\right|=\infty$ or $\lim _{t \rightarrow \infty} y_{+}(t)=x_{2}>x_{1}$. In the latter case, $T x_{2}$ $=x_{2}, \quad \rho\left(x_{2}\right) \leqq 1$ and $\lim _{t \rightarrow \infty}\left(y_{+}^{\prime}(t) /\left|y_{+}^{\prime}(t)\right|\right)=e_{2}>0$ where $D T\left(x_{2}\right) e_{2}=$ $\rho\left(x_{2}\right) e_{2}$.
( $\mathrm{E}_{+}$) If $\lim _{t \rightarrow \infty}\left|y_{+}(t)\right|=\infty$ then $\left|T^{n} x\right| \rightarrow \infty$ as $n \rightarrow \infty$ for all $x \geqq x_{1}, x \neq x_{1}$.
If $\lim _{t \rightarrow \infty} y_{+}(t)=y_{2}$ then $T^{n} x \rightarrow x_{2}$ as $n \rightarrow \infty$ for all $x \neq x_{1}, x \in\left[x_{1}, x_{2}\right]$.
There exists a $C^{1}$ function $y_{-}:[0, \infty) \rightarrow \dot{R}_{-}^{n}$ satisfying
( $\mathrm{A}_{-}$) $y_{-}(t)=x_{1}-t e_{1}+O\left(t^{2}\right)$ as $t \rightarrow 0$.
(B) $0 \leqq t_{1}<t_{2}$ implies $y_{-}\left(t_{2}\right)<y_{-}\left(t_{1}\right)$.
(C_) $y_{-}(t)=T\left(y_{-}\left(\rho_{1}^{-1} t\right)\right), t \geqq 0$.
(D_) $\lim _{t \rightarrow \infty} y_{-}(t)=x_{0} \geqq 0$ exists, Tx $x_{0}=x_{0}$ and $\rho\left(x_{0}\right) \leqq 1$. If DT( $\left.x_{0}\right)$ satisfies (SP) (e.g. $x_{0}>0$ ) then $\lim _{t \rightarrow \infty}\left(y_{-}^{\prime}(t) /\left|y_{-}^{\prime}(t)\right|\right)=e_{0}>0$ where $D T\left(x_{0}\right) e_{0}=\rho\left(x_{0}\right) e_{0}$.
( $\mathrm{E}_{-}$) $\quad x \neq x_{1}, x \in\left[x_{0}, x_{1}\right]$ implies $T^{n} x \rightarrow x_{0}$ as $n \rightarrow \infty$.
Essentially, Theorem 2.5 asserts that a positive unstable fixed point $x_{1}$ is joined by two smooth monotone curves, each invariant under $T$, to two semi-stable fixed points $x_{0}$ and $x_{2}$ where $0 \leqq x_{0}<x_{1}<x_{2} \leqq \infty$. Moreover, the basin of attraction of $x_{0}$ includes [ $x_{0}, x_{1}$ ] except for $x_{1}$ and the basin of attraction of $x_{2}$ includes $\left[x_{1}, x_{2}\right.$ ] except for $x_{1}$. The two fixed points $x_{0}$ and $x_{2}$ are asymptotically stable if they are hyperbolic. Observe that if all orbits $O^{+}(x)$ are bounded then $x_{2}=\lim _{t \rightarrow \infty} y_{+}(t)$ is finite.

The functional equation which $y_{+}(t)$ satisfies can be interpreted as follows. Let $C^{+}=\left\{y_{+}(t): t \geqq 0\right\}$ be the invariant curve joining $x_{1}$ to $x_{2}$ (or infinity). Then ( $\mathrm{C}_{+}$) asserts that the following diagram of mappings commutes


In other words, the parametrization $y_{+}$of $C^{+}$affects a linearization of $T$ on $C^{+}$. We write $C^{-}$for the curve parametrized by $y_{-}$. Similar comments apply to $C^{-}$.

Proof. As mentioned above, most of the assertions of Theorem 2.5 are contained in [13, Thm. 2.2]. We consider here only those assertions which are not contained in [13]. Of the assertions concerning $y_{+}(t)$, the strict inequality $y_{+}\left(t_{1}\right)<y_{+}\left(t_{2}\right)$ in ( $\left.\mathrm{B}_{+}\right)$requires proof. In [13] we proved $y_{+}\left(t_{1}\right) \leqq y_{+}\left(t_{2}\right)$. The stronger inequality certainly holds for small $t$ by virtue of ( $\left.\mathrm{A}_{+}\right)$. But then, by ( $\left.\mathrm{C}_{+}\right), y_{+}\left(t_{2}\right)-y_{+}\left(t_{1}\right)=T^{n}\left(y_{+}\left(\rho_{1}^{-n} t_{2}\right)\right)-$ $T^{n}\left(y_{+}\left(\rho_{1}^{-n} t_{1}\right)\right)$ for $n=1,2, \cdots$ and since $T^{n}$ preserves the strong inequality and $y_{+}\left(\rho_{1}^{-n} t_{2}\right)>y_{+}\left(\rho_{1}^{-n} t_{1}\right)$ for large $n$, we deduce that $y_{+}\left(t_{2}\right)>y_{+}\left(t_{1}\right)$. The assertions concerning $y_{-}(t)$ follow for the most part from [13] and the above (apply [13, Thm. 2.2] to $F(x)=x_{1}-T\left(x_{1}-x\right)$ ). One assertion which does not follow from [13] is that $y_{-}(t)$ exists satisfying ( $\left.\mathrm{A}_{-}\right),\left(\mathrm{B}_{-}\right),\left(\mathrm{C}_{-}\right)$for all $t>0$, that is, the assertion that $t_{0}=+\infty$ of [13, Thm. 1.1 (iv)] needs to be verified. Assume $t_{0}<\infty$, i.e., assume $y_{-}$is defined on $\left[0, t_{0}\right)$ satisfying ( $\mathrm{A}_{-}$), ( $\mathrm{B}_{-}$) and ( $\mathrm{C}_{-}$) with $y_{-}(t) \in \dot{R}_{+}^{n}$ holding for $0 \leqq t<\rho_{1}^{-1} t_{0}$. Since
$t_{0}$ is maximal with this property [13, Thm. 1.1(iv)], we have $y_{-}\left(\rho_{1}^{-1} t_{0}\right) \in \partial R_{+}^{n}$, but then since $y_{-}\left(\rho_{1}^{-1} t_{0}\right)=T\left(y_{-}\left(\rho_{1}^{-2} t_{0}\right)\right)$ by continuity of $T$ and $y_{-}\left(\rho_{1}^{-2} t_{0}\right)>0$ we have a contradiction to the invariance of $\dot{R}_{+}^{n}$ under $T$. It follows that $t_{0}=\infty$ and that $0<$ $y_{-}(t)<x_{1}$ for $t>0$. Since $y_{-}(t)$ is bounded below $\lim _{t \rightarrow \infty} y_{-}(t)=x_{0} \geqq 0$ exists. $T x_{0}=x_{0}$ by continuity of $T$. ( $\mathrm{E}_{-}$) follows from $\lim _{t \rightarrow \infty} y_{-}(t)=x_{0}$ as in [13]. If $x_{0}>0$ then $\rho\left(x_{0}\right) \leqq 1$ for otherwise Theorem 2.5 applied to $x_{0}$ yields a contradiction to ( $\mathrm{E}_{-}$). If $x_{0} \in \partial R_{+}^{n}$ one must work harder to show $\rho\left(x_{0}\right) \leqq 1$. In this case we know that $D T\left(x_{0}\right)$ is nonsingular and $D T\left(x_{0}\right) \geqq 0$. By a simple argument involving the normal form of a reducible matrix, we can extend [14, Thm. 2.7] to conclude that there exists a nonzero vector $v \geqq 0$ such that $D T\left(x_{0}\right) v=\rho\left(x_{0}\right) v$ and $v$ does not lie in the range of $D T\left(x_{0}\right)-$ $\rho\left(x_{0}\right) I$. Now one can apply [13, Thm. 1.1] to conclude that if $\rho\left(x_{0}\right)>1$ there exists a monotone curve $z:[0, \infty) \rightarrow\left[x_{0}, x_{1}\right], z(t)=x_{0}+t v+O\left(t^{2}\right)$ as $t \rightarrow 0, z\left(t_{1}\right) \leqq z\left(t_{2}\right)$ if $t_{1} \leqq t_{2}$ and satisfying (ii), (iii) and $z(t) \rightarrow x_{1}$ as $t \rightarrow \infty$. Note (iii) implies that $t_{0}=\infty, z(t) \in$ [ $x_{0}, x_{1}$ ] and $z(\cdot)$ is monotone. Again we have contradicted ( $\mathrm{E}_{-}$).

The positioning of the stable manifold of $x_{1}, W^{s}\left(x_{1}\right)=\left\{x \in \dot{R}_{+}^{n}: T^{n}(x) \rightarrow x_{1}\right\}$, if nontrivial, was considered by Selgrade [11] for cooperative autonomous systems. Below we state the analogue of this result for mappings which follows immediately from Theorem 2.5.

Proposition 2.6. Assume $x_{1}$ is a hyperbolic, positive fixed point of $T$ with $\rho\left(x_{1}\right)>1$ but assume part of the spectrum of $D T\left(x_{1}\right)$ lies inside the unit circle in the complex plane. Then

$$
W^{s}\left(x_{1}\right) \cap\left[\left(x_{1}+R_{+}^{n}\right) \cup\left(x_{1}-R_{+}^{n}\right)\right]=\left\{x_{1}\right\}
$$

i.e., no point of $W^{s}\left(x_{1}\right)$ is weakly related to $x_{1}$ other than $x_{1}$ itself.

Note that if $x$ is a hyperbolic positive fixed point of the Poincaré map for a cooperative system (1.1) which satisfies the nonpositive divergence condition (1.4) and if $\rho(x)>1$ then it follows immediately that $W^{u}(x)$ is nontrivial in case $n>1$ since $\operatorname{det} D T(x) \leqq 1$.

If in Theorem 2.5 we make the generic assumption that $x_{0}$ and $x_{2}$ (if it exists) are hyperbolic fixed points of $T$, then it follows that they are asymptotically stable. Even in the case that, e.g., $\rho\left(x_{2}\right)=1$ one can obtain information about the stability of $x_{2}$. The reason for this is that $x_{2}$ possesses a one-dimensional monotone, center manifold which is tangent at $x_{2}$ to a positive vector. Our results are contained in the following.

Theorem 2.7. Let $x_{2}$ be a positive fixed point of $T$ and suppose $\rho\left(x_{2}\right)=1$. Then exactly one of the following holds:
(i) $T$ has fixed points $x>x_{2}$ arbitrarily near $x_{2}$.
(ii) $B^{+}\left(x_{2}\right)$ contains the intersection of a ball centered at $x_{2}$ with $x_{2}+R_{+}^{n}$.
(iii) There is a $C^{1}$ curve $C^{+} \subset x_{2}+\dot{R}_{+}^{n}$ emanating from $x_{2}$ which coincides near $x_{2}$ with a portion of a center manifold of $T$ at $x_{2} . C^{+}$is a strictly increasing curve $\left(x \neq y, x, y \in C^{+}\right.$then either $x<y$ or $\left.y<x\right)$ which is invariant under $T$ and $T x>x$ for every $x \in C^{+}, x \neq x_{2}$. Either $C^{+}$is unbounded in which case $\left|T^{n} x\right| \rightarrow$ $\infty$ as $n \rightarrow \infty$ for every $x \geqq x_{2}$ distinct from $x_{2}$ or $C^{+}$is bounded and there exists a unique point $x_{3}$ satisfying $x_{3}=\lim _{n \rightarrow \infty} T^{n} x$, independent of $x \in C^{+}$distinct from $x_{2}$. Moreover $x_{3}$ is a fixed point of $T, \rho\left(x_{3}\right) \leqq 1$, and $x_{3}=\lim _{n \rightarrow \infty} T^{n} x$ for every $x \in\left[x_{2}, x_{3}\right]$ distinct from $x_{2}$.
Some remarks concerning Theorem 2.7 are in order. In order that its statement not be prohibitively long, Theorem 2.7 describes the situation for $x_{2}+R_{+}^{n}$. An analogous set of alternatives holds for $x_{2}-R_{+}^{n}$ (note $x_{2}$ is not necessarily the $x_{2}$ of Theorem 2.5). The main difference is that for the analogous assertion corresponding to (iii), $C^{-} \subset x_{2}-$ $\dot{R}_{+}^{n}$ cannot be unbounded and hence must connect $x_{2}$ to a fixed point $x_{1}<x_{2}$.

In case $x_{2}$ arises from Theorem $2.5\left(\mathrm{D}_{+}\right)$and if (ii) of Theorem 2.7 holds, then it follows from the center manifold theorem [1], [9] that $x_{2}$ is asymptotically stable, that is, $B\left(x_{2}\right)$ contains a neighborhood of $x_{2}$. A similar statement can be made concerning $x_{0}$ of Theorem 2.5.

Of course, a one-dimensional center manifold for $T$ containing $x_{2}$ exists regardless of which of (i)-(iii) hold. It is most useful in case (iii). It is well known [9] that, in general, there is not a unique center manifold for $T$ corresponding to the fixed point $x_{2}$. Our proof of (iii) actually shows that each local center manifold can be extended for $x \geqq x_{2}$ to a curve $C^{+}$. Thus $C^{+}$is not unique. However, Theorem 2.7 implies that if one $C^{+}$is unbounded, then all are unbounded and if one $C^{+}$joins $x_{2}$ to $x_{3}$ then all such $C^{+}$join $x_{2}$ to $x_{3}$.

Proof. Suppose (i) does not hold. By ( P ) and Theorem I there is a positive vector $e$ such that $D T\left(x_{2}\right) e=e$. Since one is a simple eigenvalue and there are no other eigenvalues of $D T\left(x_{2}\right)$ on the unit circle in the complex plane, it follows from the center manifold theorem [1], [9] that there is a $C^{1}$, one-dimensional center manifold, tangent at $x_{2}$ to $e$ which is locally invariant under $T$. It follows that we may find a $C^{1}$ parametrization (e.g. by arclength) $\hat{x}:[0, \varepsilon) \rightarrow x_{1}+\dot{R}_{+}^{n}, \hat{x}(0)=x_{2}, \hat{x}^{\prime}(0)=e$, of a portion of a center manifold which lies in $x_{2}+\dot{R}_{+}^{n}$. We assume $\varepsilon$ has been chosen so small that $x^{\prime}(t)>0$ on $[0, \varepsilon)$. Since $T$ satisfies (M) and the center manifold is locally invariant for $T$, there exists $\varepsilon_{0} \leqq \varepsilon$ sufficiently small so that for each $t \in\left(0, \varepsilon_{0}\right)$ there exists a unique $s \equiv h(t) \in(0, \varepsilon)$ such that $T(x(t))=x(s)$. One easily sees that $h:\left[0, \varepsilon_{0}\right) \rightarrow[0, \varepsilon)$ is strictly increasing and $C^{1}$. Our assumption that (i) does not hold implies that either $h(t)<t$ for $0<t<\varepsilon_{0}$ or $h(t)>t$ for $0<t<\varepsilon_{0}$. In the first case, it is clear from the monotonicity of $T$ that $T^{n}(x(t)) \rightarrow x_{2}$ as $n \rightarrow \infty$ monotonely for every fixed $t \in\left[0, \varepsilon_{0}\right)$. It follows that $B^{+}\left(x_{2}\right)$ contains $x(t)$ for $0 \leqq t<\varepsilon_{0}$. It must also contain $\left[x_{2}, x\right]$ for each $x \in B^{+}\left(x_{2}\right)$ by a familiar argument. Since $x(t)>x_{2}$ for $0<t<\varepsilon_{0}$, we see that the first case, namely that $h(t)<t, 0<t<\varepsilon_{0}$ implies that (ii) holds. The last assertion of (ii) follows from Proposition 2.3.

We now show that the second possibility, $h(t)>t, 0<t<\varepsilon_{0}$ implies that (iii) holds. Fix $t_{0} \in\left(0, \varepsilon_{0}\right)$ and for each $n=0,1,2, \cdots$, define $\hat{x}_{n}:\left[0, t_{0}\right] \rightarrow x_{2}+R_{+}^{n}$ by $\hat{x}_{n}(t)=$ $T^{n}(\hat{x}(t)), C_{n}=\left\{x: x=\hat{x}_{n}(t), 0 \leqq t \leqq t_{0}\right\}$ and $C^{+}=\bigcup_{n \geqq 0} C_{n}$. Observe that $\hat{x}_{n}$ is $C^{1}$ and increasing for each $n$ since $\hat{x}$ is $C^{1}$ and increasing and $T$ is $C^{2}$ and satisfies (M). We show that $C_{0} \varsubsetneqq C_{1} \varsubsetneqq C_{2} \varsubsetneqq \cdots \varsubsetneqq C_{n} \cdots$. Since $C_{n}=T^{n}\left(C_{0}\right)$ it suffices to show that $C_{0} \varsubsetneqq$ $C_{1}$. But $C_{0}=\left\{x: x=\hat{x}(t), 0 \leqq t \leqq t_{0}\right\}$ and $C_{1}=\left\{x: x=T(\hat{x}(t)), 0 \leqq t \leqq t_{0}\right\}=\{x: x=$ $\left.\hat{x}(h(t)), 0 \leqq t \leqq t_{0}\right\}=\left\{x: x=\hat{x}(t), 0 \leqq t \leqq h\left(t_{0}\right)\right\}$ where $h\left(t_{0}\right)>t_{0}$. It follows that $C^{+}$is a $C^{1}$ curve. Let $x \neq x_{2}, x \in C^{+}$. Then $x=T^{n}(\hat{x}(t))$ for some $n \geqq 0$ and $t \in\left[0, t_{0}\right]$ so $T x=T^{n+1}(\hat{x}(t))=T^{n} \hat{x}(h(t))>T^{n}(\hat{x}(t))=x$ since $h, \hat{x}$ and $T$ are increasing. Let $y \neq x_{2}$, $y \in C^{+}$, be distinct from $x$. Then there exists an integer $m$ and distinct values of $t, t_{x}$ and $t_{y}$ such that $x=T^{m}\left(\hat{x}\left(t_{x}\right)\right)$ and $y=T^{m}\left(\hat{x}\left(t_{y}\right)\right)$. Since $t_{x}$ and $t_{y}$ are related, it follows that $x$ and $y$ are related. If $C^{+}$is unbounded, then it follows that $\left|T^{n} x\right| \rightarrow \infty$ as $n \rightarrow \infty$ for $x \in C^{+}$distinct from $x_{2}$. We want to show that this also holds for $x \geqq x_{2}$ distinct from $x_{2}$. Let $x \geqq x_{2}$ be distinct from $x_{2}$. By Lemma 2.2 there is a positive integer $n$ such that $T^{n} x>x_{2}$. It then follows that there exists $y \in C^{+}, y \neq x_{2}$, such that $T^{n} x>y$ and hence $T^{n+p} x>T^{p} y$. The desired conclusion follows from $\left|T^{p} y\right| \rightarrow \infty$ as $p \rightarrow \infty$. If, on the other hand, $C^{+}$is bounded and $x \in C^{+}, x \neq x_{2}$, then $x<T x<T^{2} x<$ $\cdots$ so $\lim _{n \rightarrow \infty} T^{n} x$ exists. Let $y \in C^{+}$be distinct from $x_{2}$ and $x$. If $y>T^{n} x$ for every $n$ then $y \geqq \lim _{n \rightarrow \infty} T^{n} x$. Since $\lim _{n \rightarrow \infty} T^{n} x$ is a fixed point of $T$ it follows that $C^{+}$ contains a fixed point distinct from $x_{2}$ which contradicts that $T x>x$ for $x \in C^{+}$, $x \neq x_{2}$. Hence it must be the case that $y<T^{n} x$ for some integer $n$ and so $\lim _{n \rightarrow \infty} T^{n} y$ $\leqq \lim _{n \rightarrow \infty} T^{n} x$. The symmetry in the argument above implies $\lim T^{n} x \leqq \lim T^{n} y$ and so
the limit, $x_{3}$, is independent of $x \in C^{+}, x \neq x_{2}$. By continuity of $T, x_{3}$ is a fixed point. Let $x \in\left[x_{2}, x_{3}\right], x \neq x_{2}$. By Lemma 2.2 and monotonicity of $T$ it follows that $x_{2}<T^{n} x$ $\leqq x_{3}$ for large $n$. But then, for such an $n, T^{n} x>y$ for some $y \in C^{+}$so $T^{p} y<T^{n+p} \leqq x_{3}$. Since $T^{p} y \rightarrow x_{3}$ it follows that $T^{n} x \rightarrow x_{3}$.

Consider how the results of this section can be combined to give a geometric description of the set of fixed points of a cooperative map $T$, their domains of attraction and their associated invariant manifolds. We briefly sketch such a description in the case that all fixed points are hyperbolic, there are no unbounded orbits and $x_{m}$, the minimal fixed point, is positive. If $x_{m}>0$, it follows from Theorem 2.5 that $\rho\left(x_{m}\right)<1$ so $x_{m}$ is asymptotically stable. If $B^{+}\left(x_{m}\right)=x_{m}+R_{+}^{n}$ then $B\left(x_{m}\right)=R_{+}^{n}$ by Proposition 2.3, $x_{m}$ is a global attractor. If $B^{+}\left(x_{m}\right) \neq x_{m}+R_{+}^{n}$, one expects that the boundary $S^{+}\left(x_{m}\right)$ will contain fixed points of $T$. If $B^{+}\left(x_{m}\right)$ is bounded then by Proposition 2.3, $S^{+}\left(x_{m}\right)$ will contain at least one fixed point. Such a fixed point $x_{1}$ must be unstable with $\rho\left(x_{1}\right)>1$. In case $\rho\left(x_{1}\right)$ is the only point of the spectrum of $D T(x)$ exceeding one in modulus, then the $(n-1)$-dimensional stable manifold $W^{s}\left(x_{1}\right)$ must form part of $S^{+}\left(x_{m}\right)$. Every fixed point of $T$ on $S^{+}\left(x_{m}\right)$ must be connected to $x_{m}$ by an invariant monotone curve $C^{-}$emanating from the fixed point and belonging to $B^{+}\left(x_{m}\right)$. The curve $C^{-}$must be tangent at $x_{m}$ to the positive eigenvector for $D T\left(x_{m}\right)$ corresponding to the simple eigenvalue $\rho\left(x_{m}\right)$. If there is more than one fixed point on $S^{+}\left(x_{m}\right)$, each of the curves $C^{-}$are thus tangent at $x_{m}$. Each fixed point $x_{1}$ of $T$ on $S^{+}\left(x_{m}\right)$ is connected to another asymptotically stable fixed point $x_{2}>x_{1}$ by an invariant monotone curve $C^{+}$emanating from $x_{1}$ and contained in $B^{-}\left(x_{2}\right)$ by Theorem 2.5. Moreover, $\left[x_{m}, x_{1}\right] \backslash\left\{x_{1}\right\} \subset B^{+}\left(x_{m}\right)$ for every such fixed point $x_{1} \in S^{+}\left(x_{m}\right)$ and $\left[x_{1}, x_{2}\right] \backslash\left\{x_{1}\right\} \subset B^{-}\left(x_{2}\right)$. It may happen that more than one fixed point on $S^{+}\left(x_{m}\right)$ is connected by a $C^{+}$to the same fixed point $x_{2}$. In that case, each $C^{+}$connecting a fixed point on $S^{+}\left(x_{m}\right)$ to $x_{2}$ is tangent at $x_{2}$ to the positive eigenvector for $D T\left(x_{2}\right)$.

Now each of these secondary stable fixed points $x_{2}$ can take the place of $x_{m}$ in the previous scenario. Thus one obtains a cascading sequence of these stable-unstable-stable cells forming a tree-like structure with $x_{m}$ at its base. In $\S 4$ we will obtain additional information for two-dimensional cooperative maps which will allow us to describe completely their "phase portrait".
3. Fixed points of competitive maps. In this brief section we examine how the fixed points of competitive maps and their invariant manifolds are situated by applying the results of the previous section to the inverse map. A map $T$ will be called a competitive map if $T$ is a $C^{2}$ diffeomorphism defined on a neighborhood of $R_{+}^{n}$ satisfying $T x>0$ if and only if $x>0$ and

$$
\begin{equation*}
x_{1}, x_{2} \geqq 0 \text { and } T x_{1}<T x_{2} \text { imply } x_{1}<x_{2} \tag{MI}
\end{equation*}
$$

and
(SPI) $\quad x>0$ and $T(x)=x$ implies $D T(x)^{-p}>0$ for some positive integer $p$ depending on $x$.
(MI) and (SPI) will be assumed without further mention but we will briefly note a result requiring the stronger monotonicity assumption
(SMI) $\quad x_{1} \geqq 0, x_{2}>0$ and $T x_{1} \leqq T x_{2}$ implies $x_{1}<x_{2}$.
If $T$ is the Poincare map of a $C^{2}$ competitive system (1.1) then (MI) holds. If, in addition, (1.1), is irreducible then (SPI) and (SMI) hold for $T$ by Corollary F and Lemma H respectively. Of course, (MI), (SPI) and (SMI) imply that $T^{-1}$, the inverse of $T$, satisfies (M), (SP) and (SM) of the previous section except that $T^{-1}$ is defined only in a neighborhood of $T\left(R_{+}^{n}\right)$. In case $T$ is the Poincare map of a competitive system (1.1) then Corollary G implies that $[0, x] \subset T\left(R_{+}^{n}\right)$ whenever $x \in T\left(R_{+}^{n}\right)$.

We note that competitive maps necessarily fix the origin as might be expected from the remark following Corollary C.

Proposition 3.1. Let $T$ be a competitive map. Then $T 0=0$. If $x_{1}$ and $x_{2}$ are distinct fixed points of $T$, at least one of which is positive, then $x_{1} \leqq x_{2}$ implies $x_{1}<x_{2}$.

Proof. $T\left(\partial R_{+}^{n}\right) \subset \partial R_{+}^{n}$ together with the smoothness of $T$ and the fact that $D T(0)$ is nonsingular imply $T 0=0$. The second assertion follows from Lemma 2.2 applied to $T^{-1}$.

As previously mentioned, the results of the previous section concerning cooperative maps can be immediately applied to $T^{-1}$ to obtain results for competitive maps. It is not our intention to translate each of the results of the previous section to a corresponding result for competitive maps. Instead, we select a few such results which are likely to be of interest for competitive Poincaré maps. Keep in mind as we proceed that if $T$ is a competitive map and $T x=x$ then $T^{-1}$ is defined in a neighborhood of $x$, $T^{-1} x=x$ and the spectrum of $D\left(T^{-1}\right)(x)$ is obtained from the spectrum of $D T(x)$ by inverting: $\lambda \rightarrow \lambda^{-1}$. If $x$ is a positive fixed point of $T$, let $\mu(x)=\left[\rho\left(D\left(T^{-1}\right)\right)(x)\right]^{-1}$. By (SPI) and Theorem I, $\mu(x)^{-1}$ is a simple eigenvalue of $D\left(T^{-1}\right)(x)=(D T(x))^{-1}$ with positive eigenvector and all other eigenvalues have smaller modulus. It follows that $\mu(x)$ is the (strictly) smallest eigenvalue of $D T(x)$ in modulus and it has a positive corresponding eigenvector.

If $x$ is a positive fixed point of $T$ with $\mu(x)>1$ then, of course, $x$ is a totally unstable fixed point of $T$ and it is an asymptotically stable fixed point of $T^{-1}$. Consequently, Proposition 2.3 (and Proposition 2.4 if (SMI) holds) can be applied to obtain information concerning the domain of repulsion for $x$ and its boundary. It is much more likely, however, that $\mu(x)<1$. In fact, if a competitive system (1.1) has a nonpositive divergence ((1.4) holds) then every positive fixed point of its Poincaré map satisfies $\mu<1$.

Lemma 3.2. If $n>1$ and $x>0$ is a fixed point of $T$ and $\operatorname{det}(D T(x)) \leqq 1$ then $\mu(x)<1$.

Proof. If $\mu(x) \geqq 1$ then since $\mu(x)$ is the (strictly) smallest eigenvalue it follows that the products of the eigenvalues of $D T(x)$ with corresponding multiplicities strictly exceeds $(n>1)$ one which contradicts $\operatorname{det}(D T(x)) \leqq 1$.

If $\mu(x)<1$ for a positive fixed point $x$ of $T$ then the spectral radius of $D\left(T^{-1}\right)(x)$ exceeds one and Theorem 2.5 can be applied to $T^{-1}$ to obtain the following result.

Theorem 3.3. Let $x_{1}$ be a positive fixed point of $T$ with $\mu_{1}=\mu_{1}\left(x_{1}\right)<1$ and $D T\left(x_{1}\right) e_{1}=\mu_{1} e_{1}$ where $e_{1}>0$. Then there exists $t_{0}, 0<t_{0} \leqq \infty$, and a $C^{1}$ function $y_{+}:\left[0, t_{0}\right) \rightarrow \dot{R}_{+}^{n}$ satisfying
$\left(\mathrm{A}_{+}\right) y_{+}(t)=x_{1}+t e_{1}+O\left(t^{2}\right)$ as $t \rightarrow 0$.
( $\mathrm{B}_{+}$) $0<t_{1}<t_{2}<t_{0}$ implies $y_{+}\left(t_{1}\right)<y_{+}\left(t_{2}\right)$.
$\left(\mathrm{C}_{+}\right) T\left(y_{+}(t)\right)=y_{+}\left(\mu_{1} t\right), 0<t<t_{0}$.
$\left(\mathrm{D}_{+}\right)$Either $\lim _{t \rightarrow t_{0}+}\left|y_{+}(t)\right|=\infty$ or $\lim _{t \rightarrow t_{0}+} y_{+}(t)=x_{2}$. In the latter case, $t_{0}=\infty$, $T x_{2}=x_{2}, \mu\left(x_{2}\right) \geqq 1$ and $\lim _{t \rightarrow \infty}\left(y_{+}^{\prime}(t) /\left|y_{+}^{\prime}(t)\right|\right)=e_{2}>0$ where $D T\left(y_{2}\right) e_{2}=$ $\mu\left(x_{2}\right) e_{2}$.
( $\mathrm{E}_{+}$) If $\lim _{t \rightarrow t_{0}+}\left|y_{+}(t)\right|=\infty$ then for all $x \geqq x_{1}, x \neq x_{1}$, either there exists $N$ such that $T^{-\bar{n}} x \in T\left(R_{+}^{n}\right), 0 \leqq \bar{n} \leqq N$ and $T^{-(\bar{n}+1)} x \notin T\left(R_{+}^{n}\right)$ or $T^{-\bar{n}} x \in T\left(R_{+}^{n}\right)$ for all $\bar{n}$ and $\left|T^{-\bar{n}} x\right| \rightarrow \infty$ as $\bar{n} \rightarrow \infty$. If $\lim _{t \rightarrow \infty} y_{+}(t)=x_{2}$ then $T^{-\bar{n}} x \rightarrow x_{2}$ as $\bar{n} \rightarrow \infty$ for all $x \neq x_{1}, x \in\left[x_{1}, x_{2}\right]$.
There exists a $C^{1}$ function $y_{-}:[0, \infty) \rightarrow \dot{R}_{+}^{n}$ satisfying
$\left(\mathrm{A}_{-}\right) y_{--}(t)=x_{1}-t e_{1}+O\left(t^{2}\right)$ as $t \rightarrow 0$.
( $\mathrm{B}_{-}$) $0 \leqq t_{1}<t_{2}$ implies $y_{-}\left(t_{2}\right)<y_{-}\left(t_{1}\right)$.
(C_) $T\left(y_{-}(t)\right)=y_{-}\left(\mu_{1} t\right), t \geqq 0$.
(D_) $\lim _{t \rightarrow \infty} y_{-}(t)=x_{0} \geqq 0$ exists, $T x_{0}=x_{0}$ and $\mu\left(x_{0}\right) \geqq 1$. If $D T\left(x_{0}\right)$ satisfies (SPI) (e.g. $\left.x_{0}>0\right)$ then $\lim _{t \rightarrow \infty}-\left(y_{-}^{\prime}(t) /\left|y_{-}^{\prime}(t)\right|\right)=e_{0}>0$ where $D T\left(x_{0}\right) e_{0}$ $=\mu\left(x_{0}\right) e_{0}$.
(E_) $x \neq x_{1}, x \in\left[x_{0}, x_{1}\right]$ implies $T^{-n} x \rightarrow x_{0}$ as $n \rightarrow \infty$.
As an immediate corollary of Theorem 3.3 ( $\mathrm{E}_{-}$) observe that no positive asymptotically stable fixed point $x_{1}$ of $T$ can exist unless $T$ possesses a corresponding fixed point $x_{0} \leqq x_{1}$ which satisfies $\mu\left(x_{0}\right) \geqq 1$. Ignoring the nongeneric possibility $\mu\left(x_{0}\right)=1$, one may say that $x_{0}$ is a repeller: all of the eigenvalues of the Jacobian at $x_{0}$ exceed unity in modulus.

In view of the fact that $\mu(x)<1$ is typical for a positive fixed point (and necessary if $\operatorname{det} D T(x) \leqq 1$ ), Theorem 3.3 will play a more fundamental role for competitive maps than its counterpart, Theorem 2.5, played for cooperative maps. The assertions ( $\mathrm{A}_{-}$)-( $\mathrm{E}_{-}$) will be most useful in general. Let us write $C^{+}=\left\{y_{+}(t): 0 \leqq t<t_{0}\right\}$ and $C^{-}=\left\{y_{-}(t): t \geqq 0\right\}$ for the two invariant curves the existence of which is asserted in Theorem 3.3. We call special attention to the fact that assertions made in ( $\mathrm{E}_{+}$) and ( $\mathrm{E}_{-}$) concern $T^{-1}$ and not $T$ itself. For example, in ( $\mathrm{E}_{-}$) the set $\left[x_{0}, x_{1}\right]$ is mapped into itself by $T^{-1}$ and the orbit, under $T^{-1}$, of every point except $x_{1}$ of $\left[x_{0}, x_{1}\right]$ limits on $x_{0}$ but $\left[x_{0}, x_{1}\right.$ ] is not necessarily mapped into itself by $T$. It is also important to reemphasize that when either of the curves $C^{+}$or $C^{-}$connect $x_{1}$ to a fixed point $x_{2}$ or $x_{0}$, then that fixed point must be quite unstable since the smallest eigenvalue of the Jacobian must be greater than or equal to one. One might expect that for a typical application there are few such ( $\mu \geqq 1$ ) unstable fixed points. Indeed, suppose that $T$ is the Poincare map for a competitive irreducible system satisfying the nonpositive divergence condition (1.4). Then by Lemma 3.2, every positive fixed point $x$ of $T$ has $\mu(x)<1$. This observation excludes the possibility that $\lim _{t \rightarrow \infty} y_{+}(t)=x_{2}$ in ( $\mathrm{D}_{+}$) and that $x_{0}>0$ in ( $\mathrm{D}_{-}$) of Theorem 3.3. One can, in fact, say slightly more.

Proposition 3.4. Let $T$ be a competitive map with the property that $\mu(x)<1$ for each of its positive fixed points. Then no pair of positive fixed points of $T$ can be weakly related and every positive fixed point $x_{1}$ is joined by the curve $C^{-}$to a fixed point $x_{0}$ of $T$ on $\partial R_{+}^{n}$. Moreover, $\mu\left(x_{0}\right) \geqq 1$ and $T^{-\bar{n}} x \rightarrow x_{0}$ as $\bar{n} \rightarrow \infty$ for every $x \in\left[x_{0}, x_{1}\right]$ distinct from $x_{1}$.

Proof. If $0<x_{0} \leqq x_{2}$ where $x_{0}$ and $x_{2}$ are fixed points of $T$, then $x_{0}<x_{2}$ by Proposition 3.1 and Theorem $3.2\left(\mathrm{D}_{+}\right)$applied to $x_{0}$ implies the existence of a fixed point $x_{1} \in\left[x_{0}, x_{2}\right]$ with $\mu\left(x_{1}\right) \geqq 1$. Indeed, the curve $C^{+}$obtained from Theorem 3.2 applied to $x_{0}$ must satisfy $C^{+} \subset\left[x_{0}, x_{2}\right]$ by Remark 3 following Theorem 1.1 in [13]. The first assertion is established. The second assertion is a restatement of Theorem 3.2 ( $\mathrm{E}_{-}$).

Anyone who has worked with competitive systems (1.1) in applications knows that typically each face $H_{I}^{+}=\left\{x \geqq 0: x_{i}=0, i \in I\right\}, I \subseteq\{1,2, \cdots, n\}$, making up the boundary of $R_{+}^{n}$ is invariant under (1.1). In such a case, the Poincaré map will map each $H_{I}^{+}$into itself. We will call a competitive map $T$ "competitive in each face" if $T$ is a competitive map when restricted to each face $H_{I}^{+}$(where $\leqq$and $<$are now relative to $H_{I}$ ). Of course, each of the results of this section may be applied to each of the faces $H_{I}^{+}$if $T$ is competitive in each face. For example, if $T$ is competitive in each face, then no face $H_{I}^{+}$can have a fixed point $x_{1}$ belonging to the interior of $H_{I}^{+}$(relative to $H_{I}$ ) which is asymptotically stable for $\left.T\right|_{H_{I}^{+}}: H_{I}^{+} \rightarrow H_{I}^{+}$unless $\left.T\right|_{H_{I}^{+}}$possesses a fixed point $x_{0} \leqq x_{1}$ in $H_{i}^{+}$which satisfies $\mu_{H_{t}^{+}}\left(x_{0}\right) \geqq 1$ where $\mu_{H_{l}^{+}}\left(x_{0}\right)$ is the smallest eigenvalue of $D\left(\left.T\right|_{H_{I}^{+}}\right)\left(x_{0}\right)=\left.D T\left(x_{0}\right)\right|_{H_{I}^{+}}: H_{I} \rightarrow H_{I}$.

If $T$ is competitive in each face, then each of the coordinate axes is invariant under $T$. It follows that $D T(0)$ is a diagonal matrix. In many applications to ecology where competitive systems arise, each coordinate of $x$ represents the population density of a particular organism and typically each organism is assumed to be viable in the sense that if none of its competitors are present, then it will grow, at least when it is scarce. The mathematical translation of this last statement is that if $D T(0)=$ $\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right\}$ then $\lambda_{i} \geqq 1,1 \leqq i \leqq n$. Typically, one expects 0 to be the only fixed point of $T$ for which $\mu \geqq 1$ and thus all fixed points of $T$ will be connected to 0 by a curve $C^{-}$.

An immediate corollary of Theorem 3.3 is the following.
Proposition 3.5. Assume $x_{0}$ is a hyperbolic, positive fixed point of a competitive map $T$ with $\mu\left(x_{0}\right)<1$ and $\rho\left(D T\left(x_{0}\right)\right)>1$. Then no point of the unstable manifold $W^{u}\left(x_{0}\right)=\left\{x: T^{-\bar{n}} x \rightarrow x_{0}\right.$ as $\left.\bar{n} \rightarrow \infty\right\}$ is weakly related to $x_{0}$ except $x_{0}$ itself.

In future work we intend to consider in greater detail the dynamics generated by maps which are competitive in each face in low dimensions ( $n=2$ and 3 ).
4. Cooperative planar maps. In this section we continue our investigation of cooperative maps, focusing on the two-dimensional case. The results obtained in this section may be applied to the inverse of a competitive planar map.

In addition to the results of $\S 2$, we will show that the dynamics of a planar orientation preserving cooperative map are "trivial" in the sense that all bounded orbits tend to fixed points. This result was obtained by de Mottoni and Schiaffino [10] for competitive maps and we essentially reproduce their proof with minor modifications. We also show that the center-stable manifold of every fixed point contains two monotone invariant curves each of which either tends to infinity or limits on another fixed point of $T$. Armed with these additional results together with those of $\S 2$, we will be able to describe completely the "phase portrait" for a planar orientation preserving cooperative map which satisfies (A) the minimal fixed point $x_{m}$ is positive, (B) all fixed points are hyperbolic and (C) all orbits are bounded. A rather rich structure will become apparent for the set of fixed points and their basins of attraction. These results are contained in Theorem 4.8, the main result of this section.

Some additional notation will prove useful. Let $Q_{i}, i=1,2,3,4$ denote the usual open quadrants in $R^{2}$ in counter clockwise order with increasing $i$, e.g., $Q_{1}=$ $\left\{\left(x_{1}, x_{2}\right): x_{i}>0, i=1,2\right\}$. For $x \geqq 0$ denote by $Q_{i}(x)$ the set $\left(x+Q_{i}\right) \cap R_{+}^{2}$, that is, the portion of the $i$ th quadrant centered at $x$ which lies in $R_{+}^{2}$.

The manner in which orientation enters the study of cooperative maps may be seen in the following result. First, observe that if $T$ is cooperative then $T\left(Q_{i}(x)\right) \subset Q_{i}(T x)$ for $i=1,3$.

Lemma 4.1. Let $T$ be cooperative and $x>0$. If $T$ is orientation preserving, then $T\left(Q_{2}(x)\right) \cap Q_{4}(T x)$ and $T\left(Q_{4}(x)\right) \cap Q_{2}(T x)$ are empty. If $T$ is orientation reversing, then $T\left(Q_{2}(x)\right) \cap Q_{2}(T x)$ and $T\left(Q_{4}(x)\right) \cap Q_{4}(T x)$ are empty.

Proof. The result is easily established by considering the images under $T$ of the following curves. $E_{1}=\{(t, 0): t \geqq 0\}, E_{2}=\{(0, t): t \geqq 0\}, H_{1}=\{(t, b): t \geqq 0\}$ and $H_{2}=$ $\{(a, t): t \geqq 0\}$ where $x=(a, b)$. Each of the curves has been parametrized in such a way as to be monotone nondecreasing. Each of the image curves $T\left(E_{1}\right), T\left(E_{2}\right), T\left(H_{1}\right)$ and $T\left(H_{2}\right)$ are monotone nondecreasing and $T\left(H_{i}\right), i=1,2$ lie in $\overline{Q_{1}(T x)} \cup \overline{Q_{3}(T x)}$. The proposition follows easily from the fact that the boundary of $T\left(Q_{2}(x)\right)$ consists of a portion of each of the curves $T\left(H_{1}\right), T\left(H_{2}\right)$ and $T\left(E_{2}\right)$ and the fact that the relative relation of the pairs of curves $T\left(E_{1}\right), T\left(E_{2}\right)$ and $T\left(H_{1}\right)$ and $T\left(H_{2}\right)$ are preserved or reserved depending on whether $T$ is orientation preserving or reversing.

Proposition 4.2. If $T$ is a cooperative orientation preserving map and $x>0$ then $T\left(Q_{i}(x)\right) \cap Q_{i}(T x) i=1,3$ and $T\left(Q_{j}(x)\right) \cap Q_{k}(T x)=\phi, j \neq k, j, k \in\{2,4\}$.

Proposition 4.2 has the important implication that the orbit of $x, 0^{+}(x)$ has eventually monotone (with respect to $n$ ) components. This line of argument was first used by de Mottoni and Schiaffino in the competitive case and our proof below is merely a mirror image of theirs.

Theorem 4.3. Let T be cooperative and orientation preserving, $x=\left(x_{1}, x_{2}\right)>0$ and $x_{n}=T^{n} x=\left(x_{1}^{(n)}, x_{2}^{(n)}\right), n=0,1,2, \cdots$. Then there exists $N=N(x)$, a positive integer, such that for $n \geqq N$ both $x_{1}^{(n)}$ and $x_{2}^{(n)}$ are monotone sequences.

Proof. Either there exists a nonnegative integer $M$ such that $T^{M} x \leqq$ $T^{N+1} x\left(T^{N+1} x \leqq T^{N} x\right)$ or it must be the case that $T^{n+1} x \in Q_{2}\left(T^{n} x\right) \cup Q_{4}\left(T^{n} x\right)$ for all $n \geqq 0$. In the former case, $T^{n} x \leqq T^{n+1} x\left(T^{n+1} x \leqq T^{n} x\right)$ for all $n \geqq N$ and the theorem follows. In the latter case we may assume $T x \in Q_{2}(x)$ (the case $T x \in Q_{4}(x)$ is treated similarly). It follows from Lemma 4.1 that $T^{2} x \in T\left(Q_{2}(x)\right)$ does not lie in $Q_{4}(T x)$ and so must be an element of $Q_{2}(T x)$. Proceeding by induction on $n$, one shows $T^{n+1} x \in$ $Q_{2}\left(T^{n} x\right) n=0,1,2, \cdots$. The result follows easily in this case (in fact $N=0$ ).

The upshot of Theorem 4.3 is that the dynamics of cooperative orientation preserving maps is "trivial", all bounded orbits are either fixed points or tend to fixed points. Though the dynamics may be "trivial", we will show that the fixed point set of an orientation preserving cooperative map together with their domains of attraction have a rich and beautiful structure.

Corollary 4.4. Let $T$ be cooperative and orientation preserving and let $x>0$. Then either $\left|T^{n} x\right| \rightarrow \infty$ as $n \rightarrow \infty$ or there exists a fixed point $x_{1} \geqq 0$ of $T$ for which $T^{n} x \rightarrow x_{1}$ as $n \rightarrow \infty$.

If $T$ is a cooperative map, it may not be the case that $T^{2}$ is cooperative. The problem is that (SP) may not hold for $T^{2}$. In case (SP) holds for $T^{2}$ so it is cooperative, then $T^{2}$ is cooperative and orientation preserving. Hence $T^{2}$ has trivial dynamics. In this way, one can treat orientation reversing cooperative maps: their bounded orbits approach period two points (which might be fixed points) of $T$.

Let $x>0$ be a fixed point of an orientation preserving cooperative map $T$. Since $D T(x)$ satisfies (SP), the spectrum of $D T(x)$ consists of distinct positive eigenvalues $\eta$, $\rho$ where $\rho=\rho(D T(x))$ is the spectral radius and $\eta<\rho$. Corresponding to $\rho$ there is a positive eigenvector $e_{1}$. This eigenvector, being (to within scalar multiple) the unique nonnegative eigenvector of $D T(x)$ by Theorem 1 , it follows that we may select an eigenvector $e_{2}$ corresponding to $\eta$ which lies in $Q_{2}$ or $Q_{4}$ as we please. In case $\rho>1$, Theorem 2.5 implies the existence of two monotone invariant curves for $T: C^{+} \subset Q_{1}(x)$ and $C^{-} \subset Q_{3}(x)$. The following result states that if $\eta<1$ then there are two monotone invariant curves for $T: C^{l} \subset Q_{2}(x)$ and $C^{r} \subset Q_{4}(x)$.

Theorem 4.5. Let $x_{1}$ be a positive fixed point of an orientation preserving cooperative map $T$ and suppose $\eta_{1}=\eta\left(x_{1}\right)$, the smaller positive eigenvalue of $D T\left(x_{1}\right)$ satisfies $\eta_{1}<1$. Let $D T\left(x_{1}\right) e_{2}=\eta_{1} e_{2}$ where the eigenvector $e_{2} \in Q_{2}$. Then there exist $t_{l}, 0<t_{l} \leqq \infty$ and $a C^{1}$ function $y_{l}:\left[0, t_{l}\right) \rightarrow Q_{2}\left(x_{1}\right)$ satisfying
( $\left.\mathrm{A}_{l}\right) y_{l}(t)=x_{1}+t e_{2}+O\left(t^{2}\right)$ as $t \rightarrow 0$.
( $\mathrm{B}_{l}$ ) $0<t<s<t_{l}$ implies $y(s)-y(t) \in Q_{2}$.
$\left(\mathrm{C}_{l}\right) T\left(y_{l}(t)\right)=y_{l}\left(\eta_{1} t\right), 0 \leqq t<t_{l}$, and either $t_{l}=\infty$ or $y_{l}\left(t_{l}+\right)$ lies on the vertical coordinate axis.
( $\mathrm{D}_{l}$ ) If $t_{l}=\infty$ then either $\lim _{t \rightarrow \infty} y_{l}(t)=\infty$ or $\lim _{t \rightarrow \infty} y_{l}(t)=x_{l} \in Q_{2}\left(x_{1}\right)$. In the latter case, $T x_{l}=x_{l}$ and, if $x_{l}>0$, then $\eta\left(x_{l}\right) \geqq 1$ and $\lim _{t \rightarrow \infty}\left(y_{l}^{\prime}(t) /\left|y_{l}^{\prime}(t)\right|\right)$ is an eigenvector for $D T\left(x_{l}\right)$ corresponding to $\eta\left(x_{l}\right)$.
( $\mathrm{E}_{l}$ ) If $x \geqq y_{l}(t)$ for some $t \in\left(0, t_{l}\right)$ then $T^{n} x \geqq y_{l}\left(\eta_{1}^{n} t\right)$ for $n=1,2, \cdots$.
If $x \leqq y_{l}(t)$ for some $t \in\left(0, t_{l}\right)$ then $T^{n} x \leqq y_{l}\left(n_{1}^{n} t\right)$ for $n=1,2, \cdots$.
There exist $t_{r}, 0<t_{r} \leqq \infty$ and a $C^{1}$ function $y_{r}:\left[0, t_{r}\right) \rightarrow Q_{4}\left(x_{1}\right)$ satisfying
$\left(\mathrm{A}_{r}\right) y_{r}(t)=x_{1}-t e_{2}+O\left(t^{2}\right)$ as $t \rightarrow 0$.
$\left(\mathrm{B}_{r}\right) \quad 0<t<s<t_{r}$ implies $y_{r}(s)-y_{r}(t) \in Q_{4}$.
$\left(\mathrm{C}_{r}\right) \quad T\left(y_{r}(t)\right)=y_{r}\left(\eta_{1} t\right) 0 \leqq t<t_{r}$, and either $t_{r}=\infty$ or $y_{r}\left(t_{r}+\right)$ lies on the horizontal coordinate axis.
$\left(\mathrm{D}_{r}\right)$ If $t_{r}=\infty$ then either $\lim _{t \rightarrow \infty} y_{r}(t)=\infty$ or $\lim _{t \rightarrow \infty} y_{r}(t)=x_{r} \in Q_{4}\left(x_{1}\right)$. In the latter case, $T x_{r}=x_{r}$ and, if $x_{r}>0$ then $\eta\left(x_{r}\right) \geqq 1$ and $\lim _{t \rightarrow \infty}\left(y_{r}^{\prime}(t) /\left|y_{r}^{\prime}(t)\right|\right)$ is an eigenvector for $D T\left(x_{r}\right)$ corresponding to $\eta\left(x_{r}\right)$.
( $\mathrm{E}_{r}$ ) If $x \geqq y_{r}(t)$ for some $t \in\left(0, t_{r}\right)$ then $T^{n} x \geqq y_{r}\left(\eta_{1}^{n} t\right)$ for $n=1,2, \cdots$.
If $x \leqq y_{r}(t)$ for some $t \in\left(0, t_{r}\right)$ then $T^{n} x \geqq y_{r}\left(\eta_{1}^{n} t\right)$ for $n=1,2, \cdots$.
Before proceeding to the proof of Theorem 4.5 we comment on its assertions which clearly parallel those of Theorem 2.5. Figure 4.1 illustrates the possible configurations of the curve $C^{l} \equiv\left\{y_{l}(t): 0 \leqq t<t_{l}\right\}$ which lies in the center-stable manifold of the fixed point $x_{1}$ of $T$. The curve $C^{r} \equiv\left\{y_{r}(t): 0 \leqq t<t_{r}\right\}$ has a similar set of possibilities which are independent of those of $C^{l}$. In case the curve $C^{l}$ connects $x_{1}$ to a positive fixed point $x_{l}$, see Fig. $4.1(\mathrm{~b}),\left(\mathrm{D}_{l}\right)$ asserts that the smallest eigenvalue of the Jacobian of $T$ at $x_{l}$ is larger than or equal to one. In other words, $x_{l}$ is a repeller if it is hyperbolic.


Fig. 4.1. The possible configurations of $C^{l}$. In (a) $t_{l}=\infty$ and $\lim _{t \rightarrow \infty} y_{l}(t)=\infty$; in (b) $t_{l}=\infty$ and $\lim _{t \rightarrow \infty} y_{l}(t)=x_{l}$. (c) illustrates two possibilities: either $t_{l}=\infty$ and $\lim _{t \rightarrow \infty} y_{l}(t)=x_{l} \in \partial R_{+}^{2}$ or $t_{l}<\infty$ and $y_{l}\left(t_{l}+\right)$, which cannot be a fixed point, lies on $\partial R_{+}^{2}$.

The assertions $\left(\mathrm{E}_{l}\right)$ and $\left(\mathrm{E}_{r}\right)$ will prove to be especially important. Since $y_{l}\left(\eta_{1}^{n} t\right) \rightarrow x_{1}$ as $n \rightarrow \infty$, if $x \geqq y_{l}(t)$ then any limit points of $\left\{T^{n} x\right\}_{n \geqq 0}$ must lie in $\overline{Q_{1}\left(x_{1}\right)}$. Similar remarks hold for the other cases.

Proof. Let $E_{1}$ and $E_{2}$ denote the horizontal and vertical coordinate axis respectively. Since $T$ satisfies (M), $T\left(E_{i}\right), i=1,2$, are monotone curves forming the boundary of $T\left(Q_{1}\right)$. See Fig. 4.2 depicting these sets. Consider $T^{-1}: T\left(Q_{1}\right) \rightarrow Q_{1}$ which fixes $x_{1}$ and for which $\rho\left(D\left(T^{-1}\right)\left(x_{1}\right)\right)=\eta_{1}^{-1}>1$. Applying [13, Thm. 1.1] to $T^{-1}$ with eigenvector $e_{2} \in Q_{2}\left(x_{1}\right)$, we obtain $t_{l}, 0<t_{l} \leqq \infty$ and a $C^{1}$ function $y_{l}:\left[0, t_{l}\right) \rightarrow T\left(Q_{1}\right)$ satisfying $y_{l}(t)=x_{1}+t e_{2}+O\left(t^{2}\right)$ as $t \rightarrow 0, y_{l}(t)=T^{-1}\left(y_{l}\left(\eta_{1} t\right)\right), 0 \leqq t<t_{l}$, and $t_{l}=\infty$ or $t_{l}$ is maximal with the property that $y_{l}(t) \in T\left(Q_{1}\right), 0 \leqq t<\eta_{1} t_{l}$. Since $y_{l}^{\prime}(t) \in Q_{2}$ for sufficiently small $t>0, y_{l}(t) \in Q_{2}\left(x_{1}\right)$ and $\left(\mathrm{B}_{l}\right)$ hold for small $t$. Suppose $0<t<s<t_{l}$ and $y_{l}(t)$ and $y_{l}(s)$ are weakly related, e.g., $y_{l}(t) \leqq y_{l}(s)$. Then $T\left(y_{l}(t)\right) \leqq T\left(y_{l}(s)\right)$ so $y_{l}\left(\eta_{1} t\right) \leqq$ $y_{l}\left(\eta_{1} s\right)$. After $n$ applications of $T$ one has $y_{l}\left(\eta_{1}^{n} t\right) \leqq y_{l}\left(\eta_{1}^{n} s\right)$ which contradicts, for large enough $n\left(\eta_{1}^{n} \ll 1\right)$, that $\mathrm{B}_{l}$ holds for small $t$. Now let $F:\left\{(t, s): 0<t<s<t_{l}\right\} \rightarrow$ $R^{2} \backslash\{0\}$ be defined by $F(t, s)=y_{l}(s)-y_{l}(t) . F$ is a continuous function satisfying Image $F \subset Q_{2} \cup Q_{4}$ by the argument just presented. Since $\mathrm{B}_{l}$ holds for small $t$, Image $F \cap Q_{2} \neq \varnothing$. But Image $F$ must be connected and so it must be the case that Image $F \subset Q_{2}$. Hence ( $\mathrm{B}_{l}$ ) holds and $y_{l}(t) \in Q_{2}\left(x_{1}\right), 0<t<t_{l}$. Now, if $t_{l}<\infty$ then ( $\mathrm{B}_{l}$ ) implies the existence of $y_{l}\left(t_{l}+\right) \in Q_{2}\left(x_{1}\right)$ and since $t_{l}>0$ is maximal with the property that $y_{l}(t) \in T\left(Q_{1}\right), 0 \leqq t<\eta_{1} t_{l}$, it follows that $y_{l}\left(\eta_{1} t_{l}\right) \in \partial T\left(Q_{1}\right)=T\left(E_{1}\right) \cup T\left(E_{2}\right)$. Since $y_{l}\left(\eta_{1} t_{l}\right) \in Q_{2}\left(x_{1}\right), y_{l}\left(\eta_{1} t_{l}\right) \in T\left(L_{2}\right)$ (see Fig. 4.1). Hence $y_{l}\left(t_{l}+\right) \in E_{2}$. This completes the proof of $\left(\mathrm{C}_{l}\right)$. If $t_{l}=\infty$ then $\left(\mathrm{B}_{l}\right)$ implies the first assertion of $\left(\mathrm{D}_{l}\right)$. Clearly $T x_{l}=x_{l}$. Before proving the remainder of $\left(\mathrm{D}_{l}\right)$ we observe that $\left(\mathrm{E}_{l}\right)$ follows trivially from $\left(\mathrm{C}_{l}\right)$ and (M). Now suppose $x_{l}>0$ and $\eta\left(x_{l}\right)<1$. But then we could apply Theorem 4.5 $\left(\mathrm{A}_{r}\right) \rightarrow\left(\mathrm{E}_{r}\right)$ to $x_{l}$. This contradicts $\left(\mathrm{E}_{l}\right)$ (draw a picture!). The last assertion of $\left(\mathrm{D}_{l}\right)$ can be verified as in [13, Thm. 2.2]. The proof of $\left(\mathrm{A}_{r}\right) \rightarrow\left(\mathrm{E}_{r}\right)$ follows a similar pattern.

Theorem 2.5, Corollary 4.4 and Theorem 4.5 can be used to describe the "phase portrait" for a planar orientation preserving cooperative map satisfying
A. The minimal fixed point, $x_{m}$, is positive.
B. Every fixed point is hyperbolic.
C. All forward orbits, $O^{+}(x)$, are bounded.


Fig. 4.2. The configuration of $T\left(E_{i}\right), i=1,2$ and $T\left(Q_{1}\right)$. Note $T 0$ need not be positive as depicted. Each curve $T\left(E_{i}\right)$ is monotone.

In view of B , a fixed point $x$ of $T$ must be either (i) stable: $0<\eta<\rho<1$, (ii) a saddle point: $0<\eta<1<\rho$, or (iii) a repeller: $1<\eta<\rho$. If $x$ is a positive fixed point of $T$ and either stable or a saddle point, we will write $C^{l}(x)$ and $C^{r}(x)$ for the two monotone invariant curves emanating from $x$ which are asserted to exist by Theorem 4.5. Similarly, if $x$ is a saddle point or a repeller, we write $C^{-}(x)$ and $C^{+}(x)$ for the monotone invariant curves emanating from $x$ described in Theorem 2.5. Observe that, by B and C , a $C^{-}(x)$ and $C^{+}(x)$ always lead to a stable fixed point while if a $C^{l}(x)$ or $C^{r}(x)$ lead to a fixed point, then that fixed point must be a repeller. We will establish the following propositions assuming that $\mathrm{A}-\mathrm{C}$ hold.

Proposition 4.6. If $y_{1}$ is a stable positive fixed point then either $B^{+}\left(y_{1}\right)=\overline{Q_{1}\left(y_{1}\right)}$ or $S^{+}\left(y_{1}\right)$ is the graph of a $C^{1}$ monotone decreasing curve in $\overline{Q_{1}\left(y_{1}\right) .} S^{+}\left(y_{1}\right)$ contains an odd number of fixed points $x_{1}, x_{2}, \cdots, x_{2 n+1}$ ordered from left to right on $S^{+}\left(y_{1}\right)($ see Fig. 4.3). The odd indexed points are saddles and the even indexed points are repellers. $S^{+}\left(y_{1}\right)$ consists of the curves $C^{l}\left(x_{i}\right), C^{r}\left(x_{i}\right), i=1,3,5, \cdots, 2 n-1$ together with their limit points $x_{2}, x_{4}, \cdots, x_{2 n}$.


Fig. 4.3. The set $S^{+}\left(y_{1}\right)$ in case $2 n+1=3$.

Proposition 4.7. If $y_{1}$ is a stable fixed point, $B^{+}\left(y_{1}\right) \neq \overline{Q_{1}\left(y_{1}\right)}$, and $x_{1}, x_{2}, \cdots, x_{2 n+1}$ are the fixed points of $T$ on $S^{+}(x)$ as in Proposition 4.6, then each of the curves $C^{-}\left(x_{i}\right), 1 \leqq i \leqq 2 n+1$, is asymptotic to $y_{1}$ and tangent at $y_{1}$ to the positive eigenvector for $\boldsymbol{D T}\left(y_{1}\right)$ (corresponding to $\rho\left(y_{1}\right)$ ). All the curves $C^{+}\left(x_{i}\right), 1 \leqq i \leqq 2 n+1$, are asymptotic to the same stable fixed point $y_{2}>x_{i}, 1 \leqq i \leqq 2 n+1$. Each curve $C^{+}\left(x_{i}\right)$ is tangent at $y_{2}$ to the positive eigenvector for $D T\left(y_{2}\right)$. The curve $C^{l}\left(y_{2}\right) \subset Q_{2}\left(y_{2}\right)$ either leaves $\overline{Q_{1}\left(y_{1}\right)}$ by crossing its vertical boundary or remains in $Q_{1}\left(y_{1}\right)$ tending to infinity. The curve $C^{r}\left(y_{2}\right) \subset Q_{4}\left(y_{2}\right)$ either leaves $\overline{Q_{1}\left(y_{1}\right)}$ by crossing its horizontal boundary or remains in $Q_{1}\left(y_{1}\right)$ tending to infinity. (See Fig. 4.4.)


Fig. 4.4. The curves $C^{+}\left(x_{i}\right), C^{-}\left(x_{i}\right), C^{r}\left(y_{2}\right)$ and $C^{\prime}\left(y_{2}\right)$ are added to Fig. 4.3(a). The reader may easily supply these curves to Fig. 4.3(b) and (c). Note that no two distinct pair of the various curves can intersect so if $C^{l}\left(x_{1}\right)$ is unbounded in $Q_{1}\left(y_{1}\right)$ then so is $C^{l}\left(y_{2}\right)$.

Propositions 4.6 and 4.7 describe what we might refer to as a basic cell $\left[y_{1}, y_{2}\right]$ with $y_{1}$ and $y_{2}$ being stable fixed points. Inside the cell there are an odd number of unstable fixed points lying on a smooth monotone decreasing curve (only part of which may lie in $\left[y_{1}, y_{2}\right]$ ). The proofs of Propositions 4.6 and 4.7 will be deferred to the end of this section while we consider how to construct the global phase portrait. We will show that the fixed point set of $T$ consists of a finite or infinite totally ordered sequence of such basic units and we will describe precisely the basis of attraction of each of the stable fixed points. In order to achieve this goal, we proceed from the bottom up, so to speak, beginning with the minimal fixed point $y_{1} \equiv x_{m}$. In Fig. 4.5 below, we indicate the possible configurations of the curves $C^{l}\left(y_{1}\right)$ and $C^{r}\left(y_{1}\right)$. Observe that since all fixed points $x$ of $T$ satisfy $x \geqq y_{1}$, the quadrants $\overline{Q_{2}\left(y_{1}\right)}$ and $\overline{Q_{4}\left(y_{1}\right)}$ are fixed point free while $\overline{Q_{3}\left(y_{1}\right)} \subset B^{-}\left(y_{1}\right)$.

By Propositions 4.6 and 4.7, either $B^{+}\left(y_{1}\right)=\overline{Q_{1}\left(y_{1}\right)}$ or we can add one of our basic units as in Fig. 4.4 to Fig. 4.5. In case $B^{+}\left(y_{1}\right)=\overline{Q_{1}\left(y_{1}\right)}$, then $B\left(y_{1}\right)=\bar{Q}_{1}$, all orbits tend to $y_{1}$. If $B^{+}\left(y_{1}\right) \neq \overline{Q_{1}\left(y_{1}\right)}$ so that Propositions 4.6 and 4.7 apply, there are two issues to consider. First, where do the curves $C^{l}\left(x_{1}\right), C^{l}\left(y_{2}\right), C^{r}\left(x_{2 n+1}\right)$ and $C^{r}\left(y_{2}\right)$ go if they leave $\overline{Q_{1}\left(y_{1}\right)}$ ? Secondly, are there unaccounted-for fixed points of $T$ belonging to the various regions partitioned by the curves which we have described so far?

(b)

(c)


Fig. 4.5. Configurations of $C^{\prime}\left(y_{1}\right)$ and $C^{r}\left(y_{1}\right)$ for the minimal fixed point $y_{1} \cdot \overline{Q_{2}\left(y_{1}\right)}, \overline{Q_{3}\left(y_{1}\right)}$ and $\overline{Q_{4}\left(y_{1}\right)}$ are fixed point free.

Beginning with the first question, recall that $C^{l}\left(x_{1}\right)$ either leaves $\overline{Q_{1}\left(y_{1}\right)}$ through the vertical boundary or remains in $Q_{1}\left(y_{1}\right) \cap Q_{2}\left(x_{1}\right)$ tending to infinity. In the latter case there is nothing more to say but in case $C^{l}\left(x_{1}\right)$ leaves $\overline{Q_{1}\left(y_{1}\right)}$, Theorem 4.5 and the fact that $\overline{Q_{2}\left(y_{1}\right)}$ is fixed point free leave only two alternatives. Either $C^{l}\left(x_{1}\right)$ tends to infinity in $Q_{2}\left(y_{1}\right) \cap Q_{2}\left(x_{1}\right)$ or $C^{\prime}\left(x_{1}\right)$ terminates on the vertical coordinate axis. Since $C^{l}\left(x_{1}\right)$ cannot intersect $C^{l}\left(y_{1}\right)$, the latter alternative can only occur if $C^{l}\left(y_{1}\right)$ terminates on the vertical coordinate axis as in Fig. 4.5(a). The three other curves are treated in similar fashion. The number of possibilities for each of these curves prevents a catalogue of all possibilities. In Fig. 4.6 below we combine Figs. 4.5 and 4.4 together with the observations above.


Fig. 4.6. Figs. 4.5(a) and 4.4 are combined. The curves $C^{\prime}\left(y_{2}\right)$ and $C^{r}\left(y_{2}\right)$ are also featured. Note the curve $S^{1}=C^{\prime}\left(x_{1}\right) \cup C^{r}\left(x_{1}\right) \cup C^{l}\left(x_{3}\right) \cup C^{r}\left(x_{3}\right)$ forms the boundary between the $B\left(y_{1}\right)$ and $B\left(y_{2}\right)$.

Let $S^{1}$ denote the curve consisting of $C^{l}\left(x_{1}\right) \cup C^{r}\left(x_{1}\right) \cup C^{l}\left(x_{3}\right) \cup C^{r}\left(x_{3}\right)$ $\cup \cdots \cup C^{r}\left(x_{2 n+1}\right)$ (see Fig. 4.6). $S^{1}$ is a $C^{1}$ monotone decreasing curve which disconnects $R_{+}^{2}$ into two components, a lower one, $L^{1}$, and an upper one, $U^{1}$. We will soon see that $B\left(y_{1}\right)=L^{1}$. First though we must address the second question raised above. Consider the lower left-hand component whose upper boundary is $C^{l}\left(y_{2}\right) \cup C^{r}\left(y_{2}\right)$. This region may be further partitioned into $4 n+5$ separate regions formed by $C^{\prime}\left(y_{1}\right)$, $C^{r}\left(y_{1}\right), C^{\prime}\left(y_{2}\right), C^{r}\left(y_{2}\right)$ and the $C^{+}\left(x_{i}\right), C^{-}\left(x_{i}\right)$ for odd $i$. Can there be a fixed point in any one of these open regions? We argue that there cannot be any fixed points in these regions. A formal proof would proceed case by case through each region, systematically using ( $E_{+}$) and ( $E_{-}$) of Theorem 2.5 and $\left(E_{l}\right)$ and $\left(E_{r}\right)$ of Theorem 4.5. We proceed less formally considering a sample case and leaving the remainder to the reader. Consider the open region, $V$, bounded by $C^{l}\left(x_{1}\right)$, a portion of the vertical coordinate axis, $C^{l}\left(y_{2}\right)$ and $C^{+}\left(x_{1}\right)$ (see Fig. 4.7 below). This region is mapped into itself by $T$. There can be no fixed points of $T$ in $V \cap\left[x_{1}, y_{2}\right]$ by Theorem $2.5\left(\mathrm{E}_{+}\right)$. There can be no fixed points in $V \cap Q_{2}\left(x_{1}\right)$ by Theorem $4.5\left(\mathrm{E}_{l}\right)$. There can be no fixed points of $T$ in $Q_{2}\left(y_{2}\right) \cap V$ by Theorem $4.5\left(\mathrm{E}_{l}\right)$. This exhausts the region. Indeed, one can show that the orbit of every point of $V$ tends to $y_{2}$ by using the above arguments. The other regions can be treated in similar fashion; note that each is mapped into itself by $T$.

We show $L^{1}=B\left(y_{1}\right)$ as follows. Each of the $(4 n+5)$ regions are mapped into themselves by $T$. Corollary 4.4, the fact that each open region is fixed point free, and the fact that $y_{1}$ is the only stable fixed point in $L^{1}$ complete the argument.

We now state the main result of this section, completely describing the dynamics of an orientation preserving cooperative map in the case that A., B. and C. hold.

Theorem 4.8. Let $T$ be an orientation preserving cooperative map satisfying A., B. and C. and assume $B\left(x_{m}\right) \neq R_{+}^{2}$. Then the set of fixed points is either infinite or odd in number and can be described as follows. The subset of stable fixed points is totally ordered $0<x_{m} \equiv y_{1}<y_{2}<\cdots<y_{n} \cdots$. In each order interval $\left[y_{k}, y_{k+1}\right], k=1, \cdots$, there are an
odd number of unrelated fixed points $x_{1}^{k}, x_{2}^{k}, \cdots, x_{2 n_{k}+1}^{k}$ lying on a $C^{1}$ monotone decreasing separatrix curve $S^{k}$ and ordered from left to right on $S^{k}$. For each fixed point $x_{i}^{k}$, $C^{-}\left(x_{i}^{k}\right)$ and $C^{+}\left(x_{i}^{k}\right)$ tend to $y_{k}$ and $y_{k+1}$ respectively and are tangent at these points to the positive eigenvector of $D T\left(y_{k}\right)$ or $D T\left(y_{k+1}\right)$. The odd indexed fixed points $x_{2 i+1}^{k}$ are saddle points and the even indexed fixed points are repellers. $S^{k}=C^{l}\left(x_{1}\right) \cup C^{r}\left(x_{1}\right) \cup$ $C^{\prime}\left(x_{3}\right) \cup C^{r}\left(x_{3}\right) \cup \cdots \cup C^{l}\left(x_{2 n+1}\right) \cup C^{r}\left(x_{2 n+1}\right) \cup\left\{x_{2}, x_{4}, \cdots, x_{2 n}\right\}$ and $S^{k}$ separates $R_{+}^{2}$ into two components. If $L^{k}$ denotes the lower left component of $R_{+}^{2}$ and $U^{k}$ the upper right component of $R_{+}^{2}$ the boundary of which is $S^{k}$ then $B\left(y_{1}\right)=L^{1}, B\left(y_{k}\right)=L^{k} \cap U^{k-1}, k>1$, unless the sequence of stable fixed points terminates at $y_{p}$. In the latter case $B\left(y_{p}\right)=U^{p-1}$.

See Fig. 4.8 below for a possible scenario.


Fig. 4.7. The region $V$ in the case that $C^{\prime}\left(x_{1}\right)$ intersects the vertical coordinate axis.


FIG. 4.8. A phase portrait consistent with Theorem 4.8. There are three stable fixed points $y_{1}, y_{2}, y_{3}$ with separatrices $S^{1}$ and $S^{2}$ separating $B\left(y_{1}\right), B\left(y_{2}\right)$ and $B\left(y_{3}\right)$. The interval $\left[y_{1}, y_{2}\right]$ contains three unstable fixed points on $S^{1}$ and $\left[y_{2}, y_{3}\right]$ contains one unstable fixed point on $S^{2}$.

Theorem 4.8 is proved by successively employing Propositions 4.6 and 4.7 together with arguments using Theorem $2.5\left(\mathrm{E}_{+}\right)$, $\left(\mathrm{E}_{-}\right)$and Theorem $4.5\left(\mathrm{E}_{l}\right)$ and $\left(\mathrm{E}_{r}\right)$ to insure regions bounded by the various curves are fixed point free. For example, the region lying above $C^{\prime}\left(y_{2}\right)$ in $Q_{2}\left(y_{2}\right)$ must be shown to be fixed point free as well as the region lying above $C^{r}\left(y_{2}\right)$ in $Q_{4}\left(y_{2}\right)$. Theorem $4.5\left(\mathrm{E}_{l}\right)$ and $\left(\mathrm{E}_{r}\right)$ respectively can be used to show that these regions are fixed point free. Now only $Q_{1}\left(y_{2}\right)$ needs to be considered and Propositions 4.6 and 4.7 can be applied.

We end this section with the proofs of Proposition 4.6 and 4.7.
Proof of Proposition 4.6. Suppose $B^{+}\left(y_{1}\right) \neq \overline{Q_{1}\left(y_{1}\right)}$. Let $x \in S^{+}\left(y_{1}\right)$ and $\bar{x}=$ $\lim _{n \rightarrow \infty} T^{n} x$ (the limit exists by C. and Corollary 4.4). Then $\bar{x} \in S^{+}\left(y_{1}\right), T \bar{x}=\bar{x}$ and $\bar{x}$ is a saddle point. Observe that $\bar{x} \in Q_{1}\left(y_{1}\right)$ and $C^{l}(\bar{x}) \cap \overline{Q_{1}\left(y_{1}\right)}$ and $C^{r}(\bar{x}) \cap \overline{Q_{1}\left(y_{1}\right)}$ are contained in $S^{+}\left(y_{1}\right)$. If $C^{l}(\bar{x})$ has a limit point $z$ in $\overline{Q_{1}\left(y_{1}\right)}$, then it is a repelling fixed point which lies in $S^{+}\left(y_{1}\right)$ and $C^{l}(\bar{x})$ is tangent at $z$ to the eigenvector for $D T(z)$ corresponding to $\eta(z)$. A similar statement holds for $C^{r}(\bar{x})$. The first assertion of Proposition 4.6 is established by piecing together the curves $C^{l}(\bar{x})$ and $C^{r}(\bar{x})$ keeping in mind Proposition 2.3 (note that every ray $y_{1}+t h, h>0$, intersects $S^{+}\left(y_{1}\right)$ in one point). $S^{+}\left(y_{1}\right)$ is $C^{1}$ because where a $C^{r}\left(\bar{x}_{1}\right)$ meets a $C^{l}\left(\bar{x}_{2}\right)$ at a repelling fixed point, the two curves are tangent to the same eigendirection by Theorem 4.5.

Now, either $S^{+}\left(y_{1}\right)$ intersects both boundary lines of $Q_{1}\left(y_{1}\right)$, in which case $S^{+}\left(y_{1}\right)$ contains a finite number of fixed points by B. none of which can lie on the boundary lines, or $S^{+}\left(y_{1}\right)$ is unbounded. In either case the set of fixed points on $S^{+}\left(y_{1}\right)$ must lie discretely on $S^{+}\left(y_{1}\right)$, they cannot accumulate, and they must alternate between saddle and repeller. Now each such fixed point has $\rho>1$ and so by Theorem 2.5 and C. each fixed point on $S^{+}\left(y_{1}\right)$ has a monotone invariant curve $C^{+}$emanating from it and connecting the fixed point to a stable fixed point. In Proposition 4.7, we will show that all of the curves $C^{+}$tend to the same fixed point. Since each of these curves $C^{+}$is monotone, it would be impossible for the set of fixed points of $T$ on $S^{+}\left(y_{1}\right)$ to be unbounded.

Proof of Proposition 4.7. In view of Theorem 2.5 and C., only the assertion that all the curves $C^{+}\left(x_{i}\right)$ are asymptotic to the same fixed point and the final assertion concerning $C^{l}\left(y_{2}\right)$ and $C^{r}\left(y_{2}\right)$ require proof. Consider a particular $x_{i} \in S^{+}\left(y_{1}\right)$ and the limit point $z_{i}$ of $C^{+}\left(x_{i}\right)$ which exists by C . The fixed point $z_{i}$ is stable and the curve $C^{r}\left(z_{i}\right)$ must, by Theorem 4.5, lie in $Q_{4}\left(z_{i}\right)$ and either (a) tends to infinity monotonely in $Q_{1}\left(y_{1}\right)$, (b) leaves $Q_{1}\left(y_{1}\right)$ be crossing the horizontal boundary or (c) has a limit point which is a fixed point and lies in $Q_{1}\left(y_{1}\right)$. We rule out the possibility (c) as follows. If $C^{r}\left(z_{i}\right)$ limits on a fixed point $u_{i} \in Q_{1}\left(y_{1}\right) \cap Q_{4}\left(z_{i}\right)$ then $u_{i}$ is a repeller (Theorem 4.5) so consider $C^{-}\left(u_{i}\right) . C^{-}\left(u_{i}\right) \subset Q_{3}\left(u_{i}\right)$ cannot intersect $S^{+}\left(y_{1}\right)$ nor can it leave $Q_{1}\left(y_{1}\right)$. Moreover $C^{-}\left(u_{i}\right)$ can not have its limit fixed point on $S^{+}\left(y_{1}\right)$ because this limit point must be stable. It follows that the limit point of $C^{-}\left(u_{i}\right)$ lies outside $B^{+}\left(y_{1}\right) \cup S^{+}\left(y_{1}\right)$ but in $Q_{1}\left(y_{1}\right)$. Let this point be $v_{i}$, a stable fixed point, and consider $C^{l}\left(v_{i}\right)$. In Fig. 4.9 below we sketch the curves and fixed points discussed above. The curve $C^{l}\left(v_{i}\right)$ cannot cross any of the previously mentioned curves so it must have a limit point $w_{i} \in Q_{2}\left(v_{i}\right)$ below $C^{+}\left(x_{i}\right)$. Since $w_{i}$ is a repeller and $C^{+}\left(w_{i}\right)$ cannot cross any of the curves previously mentioned, it must limit on a stable fixed point. We may clearly continue this reasoning producing an inward spiral $C^{+}, C^{r}, C^{-}, C^{l}, C^{+}, C^{r}, C^{-}, C^{l} \cdots$ (see Fig. 4.9). The limit fixed points on these successive curves must accumulate. This violates $B$. Hence we see that possibility (c) cannot occur. Similar reasoning applies to $C^{l}\left(z_{i}\right)$ : either it tends to infinity in $Q_{1}\left(y_{1}\right)$ or leaves $Q_{1}\left(y_{1}\right)$. See Fig. 4.10 below. But now, in view of Fig. 4.9, consider $z_{i-1}$ and $z_{i+1}$ the limit points of $C^{+}\left(x_{i-1}\right)$ and $C^{+}\left(x_{i+1}\right)$
respectively. These curves cannot cross $C^{l}\left(z_{i}\right)$ or $C^{r}\left(z_{i}\right)$. If $z_{i-1} \neq z_{i}$ then $z_{i-1}$ must lie in the region bounded by $S^{+}\left(y_{1}\right), C^{+}\left(x_{i}\right)$ and $C^{l}\left(z_{i}\right)$. Since $C^{r}\left(z_{i-1}\right)$ cannot cross any of these curves, we have a contradiction to the fact that $C^{r}\left(z_{i-1}\right)$ must be either unbounded or leave $Q_{1}\left(y_{1}\right)$. Thus we must have $z_{i-1}=z_{i}=z_{i+1}$.


Fig. 4.9. Inward spiral $C^{+}, C^{r}, C^{-}, C^{l}, C^{+}, \cdots$.


Fig. 4.10. The sets $C^{\prime}\left(z_{i}\right)$ and $C^{r}\left(z_{i}\right)$. Where can $C^{\prime}\left(z_{i+1}\right)$ and $C^{r}\left(z_{i-1}\right)$ go?
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#### Abstract

The authors are concerned with the equation $\ddot{u}+u=g(u, p)+\mu f(t)$, where $p, \mu$ are small parameters, $f$ is an even, continuous $\pi$-periodic function, $g$ is an odd smooth function of $u$, such that $g(u, p)=O\left(|p u|+\left|u^{3}\right|\right)$, as $p$ and $u$ go to zero. The main results are that, under certain conditions, the small $2 \pi$-periodic solutions maintain some symmetry properties of the forcing function $f(t)$, when $\mu \neq 0$. Some other interesting results describe the changes in the number of such solutions as $p$ and $\mu$ vary in a small neighborhood of the origin. The authors use the approach of alternative problems.
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1. Introduction. We are concerned with the equation

$$
\begin{equation*}
\ddot{u}+u=g(u, p)+\mu f(t) \tag{1.1}
\end{equation*}
$$

where $p, \mu$ are small parameters, $f$ is an even continuous periodic function and $g$ is sufficiently smooth.

Our main results are that if $g$ is odd in $u$ and small near $(u, p)=(0,0), f$ is $\pi$-periodic and some conditions are satisfied, then the small $2 \pi$-periodic solutions of (1.1) maintain some symmetry properties of the forcing function $f(t)$, when $\mu \neq 0$. We also find the bifurcation curves and describe the changes of the number of such solutions as ( $p, \mu$ ) varies in a small neighborhood of the origin.

Hale-Rodrigues [3], [1] studying Duffing's equation, $\ddot{u}+u=p u-u^{3}+\mu \cos t$, showed that the only small $2 \pi$-periodic solutions are even functions of $t$, if $\mu \neq 0$. They also stated the same result for a general even forcing function with minimal periodic $2 \pi$ under the condition $\int_{0}^{2 \pi} f(s) \cos s d s \neq 0$.

Rodrigues-Vanderbauwhede [4] generalized this result for equations like (1.1), where $f$ satisfies the former hypothesis and $g(u, p)=O\left(|p u|+u^{2}\right)$ as $(u, p)$ goes to $(0,0)$. They also presented an abstract version for equations in Banach spaces. Vanderbauwhede [5], [6] also considers problems related to the above ones in an abstract form.

Many authors look for solutions of nonlinear equations in classes of functions defined by symmetry conditions. For instance, some of them consider equations similar to (1.1) with $f 2 \pi$-periodic, and just prove that there are $2 \pi$-periodic solutions $u(t)$, which are even functions of $t$, or equivalently, $\dot{u}(0)=0$. But Hale, Vanderbauwhede and Rodrigues in the cited papers went further and proved that, under certain conditions, these are the only small $2 \pi$-periodic solutions.

Taking the same attitude of the last three authors, we study the small $2 \pi$-periodic solutions of (1.1), but assume that $f$ has minimal period $\pi$. In this case the condition of Hale-Rodrigues, $\int_{0}^{2 \pi} f(s) \cos s d s \neq 0$, no longer holds and in addition to the even solutions, solutions with other symmetries may arise. The main features of this paper

[^115]are to find a set of small $2 \pi$-periodic solutions of (1.1) and to prove that these are the only feasible solutions.

In §2, using the Lyapunov-Schmidt method, we show that symmetries in (1.1) imply symmetries in the solution of the auxiliary equation.

In §3, under the conditions

$$
g(u, p)=p u+\alpha u^{3}+\cdots, \alpha \int_{0}^{2 \pi}[(\mathscr{K} f)(t)]^{2} \cos 2 t d t \neq 0
$$

we prove that the only small $2 \pi$-periodic solutions of (1.1) are such that either $u(t)$ or $u(t-\pi / 2)$ is even in $t$, if $\mu \neq 0$, where $\mathscr{K} f$ indicates the $\pi$-periodic solutions of $\ddot{u}+u=f(t)$. As an example we analyse the equation $\ddot{u}+u=p u+u^{3}+\mu(1+\cos 2 t)$.

However, our main results and the harder part of this work are in §4. If $f(t+\pi / 2)$ $=-f(t)$ the condition of $\S 3$ on $\mathscr{K} f$ is not satisfied. In this case $f(t-\pi / 2)$ is even and $f(t \pm \pi / 4)$ is odd in $t$. We show that, if a certain coefficient is not zero, the only small $2 \pi$-periodic solutions $u(t)$ of (1.1) are such that $u(t)$ or $u(t-\pi / 2)$ is even or $u(t \pm \pi / 4)$ is odd in $t$, if $\mu \neq 0$. This is stated in Theorem 4.2. We call special attention to Theorem 4.1, which was not easy to state and plays an important role in the proof of Theorems 4.2 and 4.3. The calculations indicate that the bifurcation equations are more degenerate when more symmetries are presented in (1.1). As an example we analyse the equation $\ddot{u}+u=p u+u^{3}+\mu \cos 2 t$.

In $\S \S 3$ and 4 we give, in Theorems 3.2 and 4.3 respectively, a complete description of the bifurcation curves and of the number of small $2 \pi$-periodic solutions, as ( $p, \mu$ ) varies in a small neighborhood of the origin.

It is not our aim to discuss all the possible cases, but at the end of $\S 4$ and below we give some indications of what can be expected when some of our assumptions are not satisfied, for example, when $g$ is not odd and when $f$ has other periods.

An application which can be reduced to (1.1) is the equation of a forced pendulum $\ddot{v}+(g / L) \sin v=\sigma f(w t)$ where $\sigma$ is small, $w$ is close to $w_{0}=\sqrt{g / L}, f$ is $\pi$-periodic and we look for $2 \pi / w$-periodic solutions. If we let $u(t) \stackrel{\text { def }}{=} v(t / w)$ and $w_{0}^{2} / w^{2} \stackrel{\text { def }}{=} 1-p$ we get an equation like (1.1).

It is convenient to point out that the conditions to be verified in our main theorems usually do not involve hard calculations, because they can be computed as long as one knows the forcing function and a few terms of Taylor expansion of the nonlinearity.

Equation (2.5b) is important for the determination of the admissible phases. After this is done the problem is reduced to the analysis of the equation (2.5a) which will provide the "amplitude" $r$ and the bifurcation diagram.

If $g(u, p)$ is odd in $u$ and $f$ is $2 \pi / n$-periodic, even, and not odd harmonic, our conjecture is that, in general, there exists an integer $m=m(n)$, with $m(1)=0, m(n)>0$ if $n>1$, such that ( 2.5 b ) is given by

$$
G(r, \phi, p, \mu)= \begin{cases}r^{m} \mu \sin n \phi\left(\rho_{n}+\cdots\right) & \text { if } n \text { is odd } \\ r^{m} \mu^{2} \sin n \phi\left(\rho_{n}+\cdots\right) & \text { if } n \text { is even }\end{cases}
$$

where $\rho_{n}=\rho_{n}(f, g), \rho_{n}$ does not depend on $\phi$ and depends only on finitely many coefficients of the Taylor expansion of $g(u, 0)$ around 0 .

If $g(u, p)$ is odd in $u, f$ is even and $f(t+\pi / n)=-f(t)$, our conjecture is that generically, there exists an integer $m=m(n)$, with $m(1)=0, m(n)>0$ if $n>1$, such that
equation (2.5b) is given by

$$
G(r, \phi, p, \mu)= \begin{cases}r^{m} \mu \sin n \phi\left(\eta_{n}+\cdots\right) & \text { if } n \text { is odd } \\ r^{m} \mu^{2} \sin 2 n \phi\left(\eta_{n}+\cdots\right) & \text { if } n \text { is even }\end{cases}
$$

where $\eta_{n}=\eta_{n}(f, g), \eta_{n}$ does not depend on $\phi$ and depends only on finitely many coefficients of the Taylor expansion of $g(u, 0)$ around 0 .

The analysis of some examples indicates evidences that if $g$ is odd in $u$ and factor term is $\sin n \phi$ the the factor term in $r$ is $r^{n-1}$, that is $m=n-1$.

If we do not assume that $g$ is odd in $u$, a broader conjecture is that, generically, if $f$ is even and $2 \pi / n$-periodic then there exist integers $m, p, q$, which depend on $n$ such that

$$
G(r, \phi, p, \mu)=r^{m} \mu^{p} \sin q \phi\left(\xi_{n}+\cdots\right)
$$

where $\xi_{n}$ depends only on finitely many coefficients of the Taylor expansion of $g(u, 0)$ around 0 and $m>1$ if $n>1$.

When $\rho_{n}\left(\eta_{n}\right.$ or $\left.\xi_{n}\right)$ does not vanish, we can discuss the existence of some special solutions.

In any of the above cases, for $n>1, r=0$ would give rise to the $2 \pi / n$-periodic solution.
2. The auxiliary and the bifurcation equations. Consider the equation

$$
\begin{equation*}
\ddot{u}+u=g(u, p)+\mu f(t) \tag{1.1}
\end{equation*}
$$

where $(p, \mu)$ varies in a small neighborhood of the origin, and the following hypotheses:
$\left(\mathrm{A}_{1}\right) f$ is a real $\pi$-periodic, even function, continuous on $R$.
$\left(B_{1}\right) g$ is a $C^{\infty}$ real function defined in a neighborhood of $(u, p)=(0,0)$, odd in $u$, and $g(u, p)=p u+\alpha u^{3}+O\left(\left|p u^{3}\right|+\left|u^{5}\right|\right)$ as $(p, \mu)$ goes to $(0,0)$. In fact it would be enough to assume that $g$ is sufficiently smooth.

If $u(t)$ is a $2 \pi$-periodic solution of (1.1), then there are $r \in R$ and $\phi \in(-\pi / 2, \pi / 2]$, such that $u(t)=r \cos (t-\phi)+x(t)$, where

$$
\int_{0}^{2 \pi} x(t) \cos t d t=\int_{0}^{2 \pi} x(t) \sin t d t=0
$$

If we let $u(t+\phi) \stackrel{\text { def }}{=} r \cos t+v(t)$, then $v(t)$ is a solution of

$$
\begin{align*}
& \ddot{v}+v=g(r \cos t+v, p)+\mu f(t+\phi), \\
& \int_{0}^{2 \pi} v(t) \cos t d t=\int_{0}^{2 \pi} v(t) \sin t d t=0 . \tag{2.1}
\end{align*}
$$

Let $\mathscr{P}$ be the space of all $2 \pi$-periodic real functions, continuous on $R$, with the norm $\|w\|=\sup _{0 \leqq t \leqq 2 \pi}|w(t)|$, and let $\mathscr{P}^{(2)}$ be the space of all $2 \pi$-periodic real functions, with the second derivative continuous on $R$, with the norm $\|w\|=\sup \left\{\left|w^{(j)}(t)\right|\right.$, $0 \leqq t \leqq 2 \pi, j=0,1,2\}$.

On these spaces we consider the projection

$$
\begin{equation*}
(P w)(t) \stackrel{\text { def }}{=} \frac{\cos t}{\pi} \int_{0}^{2 \pi} w(s) \cos s d s+\frac{\sin t}{\pi} \int_{0}^{2 \pi} w(s) \sin s d s \tag{2.2}
\end{equation*}
$$

The Fredholm alternative implies that the equation $\ddot{u}+u=h(t)$, with $h$ in $\mathscr{P}$, has a solution in $\mathscr{P}^{(2)}$ if and only if $P h=0$. Moreover, if $P h=0$ then there exists a unique solution $u(t)$ in $\mathscr{P}^{(2)}$, of this equation, such that $P u=0$. We indicate this solution by $\mathscr{K} h$. From the variation of constants formula, we obtain

$$
\begin{equation*}
\mathscr{K} h=(I-P)\left[-\cos (\cdot) \int_{0}^{(\cdot)} h(s) \sin s d s+\sin (\cdot) \int_{0}^{(\cdot)} h(s) \cos s d s\right] . \tag{2.3}
\end{equation*}
$$

Following the usual procedure of the Lyapunov-Schmidt method (see [2]), the problem is reduced to that of finding $v$ in $\mathscr{P}^{(2)}$ for the following system of equations,
(a) $v=\mathscr{K}(I-P)[g(r \cos (\cdot)+v, p)+\mu f(\cdot+\phi)]$,
(b) $P[g(r \cos (\cdot)+v, p)+\mu f(\cdot+\phi)]=0$.

The equations (a) and (b) are called the auxiliary and bifurcation equation, respectively. It follows from the implicit function theorem that (2.4a) has a unique small solution for $(p, \mu)$ in a small neighborhood of the origin. We denote this solution by $v^{*}(t)=v^{*}(r, \phi, p, \mu)(t)$. If we substitute in (2.4b), we obtain the following equations:
(a) $F(r, \phi, p, \mu) \stackrel{\text { def }}{=} \frac{1}{\pi} \int_{0}^{2 \pi} g\left(r \cos s+v^{*}(r, \phi, p, \mu)(s), p\right) \cos s d s=0$,
(b) $G(r, \phi, p, \mu) \stackrel{\text { def }}{=} \frac{1}{\pi} \int_{0}^{2 \pi} g\left(r \cos s+v^{*}(r, \phi, p, \mu)(s), p\right) \sin s d s=0$

The following lemma gives information about some symmetries and estimates of $v^{*}$.

Lemma 2.1. If hypotheses $\left(\mathrm{A}_{1}\right)$ and $\left(\mathrm{B}_{1}\right)$ are satisfied, then the solution $v^{*}$ of (2.4a) has the following properties:

```
(2.8) \(\quad v^{*}(0, \phi, p, \mu)(t)\) is \(\pi\)-periodic in \(t\),
(2.9) \(v^{*}(0, \phi, p, \mu)(t-\phi)\) is even in \(t\) and independent of \(\phi\),
\(v^{*}(r, \phi, p, \mu)(t)=v^{*}(-r, \phi, p, \mu)(t-\pi)\),
\(v^{*}(r, \phi, p, \mu)(t)=-v^{*}(r, \phi, p,-\mu)(t-\pi)\),
\(v^{*}(0, \phi, p, \mu)(t)\) is \(\pi\)-periodic in \(t\),
\(v^{*}(r, 0, p, \mu)(t), v^{*}(r, \pi / 2, p, \mu)(t)\) and \(v^{*}(r, \phi, p, 0)(t)\) are even functions of \(t\),
\(v^{*}(0, \phi, p, \mu)=\mu \mathscr{K} f(\cdot+\phi)+O\left(|p \mu|+|\mu|^{3}\right)\) as \((p, \mu)\) goes to \((0,0)\),
\(v^{*}(r, \phi, p, \mu)=v^{*}(0, \phi, p, \mu)+r S(r, \phi, p, \mu)\) where \(S(r, \phi, p, \mu)=O\left(|r|^{2}+|\mu|\right)\) as
( \(r, p, \mu\) ) goes to \((0,0,0)\).
```

Proof. Properties (2.6) to (2.10) follow essentially from the fact that the auxiliary equation is invariant under certain transformations.

To prove (2.11) it suffices to observe that

$$
\begin{gathered}
v^{*}(0, \phi, 0,0) \equiv 0, \quad \frac{\partial v^{*}}{\partial \mu}(0, \phi, 0,0)=\mathscr{K} f(\cdot+\phi), \\
\frac{\partial^{2} v^{*}}{\partial \mu^{2}}(0, \phi, 0,0)=0, \quad \frac{\partial v^{*}}{\partial p}(0, \phi, 0,0)=0 .
\end{gathered}
$$

To get (2.12) we define

$$
\begin{aligned}
& S(r, \phi, p, \mu) \stackrel{\text { def }}{=} r^{-1}\left[v^{*}(r, \phi, p, \mu)-v^{*}(0, \phi, p, \mu)\right] \quad \text { if } r \neq 0 \\
& S(0, \phi, p, \mu) \stackrel{\text { def }}{=} \frac{\partial v^{*}}{\partial r}(0, \phi, p, \mu)
\end{aligned}
$$

and observe that $S(r, \phi, p, 0)=O\left(r^{2}\right)$.
The next lemma is related to the bifurcation equation (2.5).
Lemma 2.2. Suppose hypotheses $\left(\mathrm{A}_{1}\right),\left(\mathrm{B}_{1}\right)$ are satisfied. Then $F$ and $G$ given in (2.5) are odd in $r$, even in $\mu$ and $G(r, \phi, p, 0) \equiv 0$, for $(r, p, \mu)$ in a small neighborhood of the origin.

Proof. The first part follows from (2.6) and the second part is a consequence of (2.7) and (2.10).

Lemma 2.3. Suppose hypotheses $\left(\mathrm{A}_{1}\right),\left(\mathrm{B}_{1}\right)$ are satisfied. Then, for $(r, p, \mu)$ in a small neighborhood of the origin, $G(r, \phi, p, \mu)=r \mu^{2} \sin 2 \phi(\rho+\cdots)$, where

$$
\rho=-3 \alpha(2 \pi)^{-1} \int_{0}^{2 \pi}(\mathscr{K} f(\tau))^{2} \cos 2 \tau d \tau
$$

and $\cdots$ indicates terms of order $O(|p|+|\mu|+|r|)$, uniformly with respect to $\phi$, as $(r, p, \mu)$ goes to $(0,0,0)$.

Proof. From (2.10) it follows that

$$
\begin{equation*}
G(r, 0, p, \mu) \equiv 0 \quad \text { and } \quad G\left(r, \frac{\pi}{2}, p, \mu\right) \equiv 0 . \tag{2.13}
\end{equation*}
$$

Applying (2.13) and Lemma 2.2 we obtain $G(r, \phi, p, \mu)=r \mu^{2} \sin 2 \phi H(r, \phi, p, \mu)$, where $H$ is a smooth function.

From (2.12) and $\left(B_{1}\right)$ it follows that

$$
\begin{aligned}
G(r, \phi, p, \mu)=\pi^{-1}\left[3 \alpha r^{2} \int_{0}^{2 \pi} \cos ^{2} s v^{*}(s) \sin s d s\right. & +3 \alpha r \int_{0}^{2 \pi} \cos s\left(v^{*}(s)\right)^{2} \sin s d s \\
& \left.+\alpha \int_{0}^{2 \pi}\left(v^{*}(s)\right)^{3} \sin s d s+o\left(r^{2}+\mu^{2}\right)\right]
\end{aligned}
$$

By (2.11) and (2.12),

$$
\frac{\partial^{3} G}{\partial \mu^{2} \partial r}(0, \phi, 0,0)=-\frac{3 \alpha}{\pi} \sin 2 \phi \int_{0}^{2 \pi}(\mathscr{K} f(\tau))^{2} \cos 2 \tau d \tau
$$

From this expression we obtain the value of $\rho$ and this completes the proof of our lemma.
3. The non odd-harmonic case. In this section we give conditions on the nonlinear term and on the forcing function in such a way that the only small $2 \pi$-periodic solutions $u(t)$ of (1.1) are such that, either $u(t)$ or $u(t-\pi / 2)$ is an even function of $t$. We also descibe the bifurcation diagram. As an example we consider the equation $\ddot{u}+u=p u+u^{3}+\mu(1+\cos 2 t)$.

Theorem 3.1. Suppose hypotheses $\left(\mathrm{A}_{1}\right),\left(\mathrm{B}_{1}\right)$ are satisfied and that $\alpha \int_{0}^{2 \pi}(\mathscr{K} f(\tau))^{2} \cos 2 \tau d \tau \neq 0$, where $\mathscr{K}$ f is the $\pi$-periodic solution of $\ddot{u}+u=f(t)$. Then the only small $2 \pi$-periodic solutions $u(t)$ of (1.1) are such that either $u(t)$ or $u(t-\pi / 2)$ is an even function of $t$, for $(p, \mu)$ in a small neighborhood of the origin and $\mu \neq 0$.

Proof. By Lemma 2.3, $G(r, \phi, p, \mu)=r \mu^{2} \sin 2 \phi(\rho+\cdots)$. We see that $r=0$ solves $G(r, \phi, p, \mu)=0$. Since in this case, $u(t)=v^{*}(0, \phi, p, \mu)(t-\phi)$, it follows from (2.9) that $u(t)$ is even in $t$. For $\mu \neq 0$, since $\rho \neq 0$, the only left possibility is that $\sin 2 \phi=0$. This implies $\phi=0, \pi / 2$, because we have assumed that $\phi$ is in $(-\pi / 2, \pi / 2]$. Recalling that $u(t)=r \cos (t-\phi)+v^{*}(r, \phi, p, \mu)(t-\phi)$, it follows from (2.10) that for $\phi=0, u(t)$ is even in $t$. For $\phi=\pi / 2$, we have, from (2.7) that $v^{*}(r, \pi / 2, p, \mu)(t-\pi)=v^{*}(-r, \pi / 2, p, \mu)(t)$. Then $u(t-\pi / 2)=r \cos (t-\pi)+v^{*}(-r, \pi / 2, p, \mu)(t)$ is an even function of $t$, as a consequence of (2.10).

We should point out that the above theorem still does not prove the existence of $2 \pi$-periodic solutions, because the first bifurcation equation was not solved yet. It only states that if some solution exists it must have the mentioned properties.

Now we turn to (2.5a). By using hypothesis $\left(\mathrm{B}_{1}\right)$, we let $g(u, p) \stackrel{\text { def }}{=} p u+\alpha u^{3}+$ $p u^{3} h_{1}(u, p)+u^{5} h_{2}(u)$, where $h_{1}, h_{2}$ are smooth functions. If we write

$$
\begin{aligned}
h_{1}\left(r \cos t+v^{*}(r, \phi, p, \mu)(t), p\right) & =h_{1}\left(v^{*}(0, \phi, p, \mu)(t), p\right)+O(r), \\
h_{2}\left(r \cos t+v^{*}(r, \phi, p, \mu)(t)\right) & =h_{2}\left(v^{*}(0, \phi, p, \mu)(t)\right)+O(r)
\end{aligned}
$$

and use (2.12), (2.8), (2.11), we can show that, $F(r, \phi, p, \mu)=r\left[p+\frac{3}{4} \alpha r^{2}+3 \alpha \lambda \mu^{2}+o(|p|\right.$ $\left.\left.+r^{2}+\mu^{2}\right)\right]$, where

$$
\begin{equation*}
\lambda=\lambda(\phi)=\frac{1}{2 \pi}\left[\int_{0}^{2 \pi}(\mathscr{K} f(\tau))^{2} d \tau+\cos 2 \phi \int_{0}^{2 \pi}((\mathscr{K} f)(\tau))^{2} \cos 2 \tau d \tau\right] . \tag{3.1}
\end{equation*}
$$

It is clear that $r=0$ solves $F(r, \phi, p, \mu)=0$ and we already know that this will give rise to a $\pi$-periodic solution of (1.1).

Let $J(r, \phi, p, \mu) \stackrel{\text { def }}{=} r^{-1} F(r, \phi, p, \mu)$ if $r \neq 0$ and $J(0, \phi, p, \mu) \stackrel{\text { def }}{=} F_{r}(0, \phi, p, \mu)$. In order to find the multiple roots of $J=0$, we must solve the system

$$
\begin{align*}
& J(r, \phi, p, \mu)=p+\frac{3}{4} \alpha r^{2}+3 \alpha \lambda \mu^{2}+\cdots=0, \\
& J_{r}(r, \phi, p, \mu)=\frac{3}{2} \alpha r+\cdots=0, \tag{3.2}
\end{align*}
$$

where $\cdots$ indicates higher order terms.
Since $\left.\operatorname{det}\left(\partial J, J_{r}\right) / \partial(p, r)\right)=\frac{3}{2} \alpha$ for $r=p=\mu=0$ from the implicit function theorem, it follows from (3.2) that for $\alpha \neq 0, p$ and $r$ can be solved for as functions of $\mu$ in a neighborhood of the origin, for $\phi=0$ and $\phi=\pi / 2$. But Lemma 2.2 implies that $F(r, \phi, p, \mu)$ is an odd function of $r$. This shows that $J_{r}(0, \phi, p, \mu) \equiv 0$. Thus $r \equiv 0$ is the function of $\mu$ given above. The functions $p=p(\mu)$ can be found by solving $J(0, \phi, p, \mu)$ $=p+3 \alpha \lambda \mu^{2}+o\left(|p|+|\mu|^{2}\right)=0$, and we obtain $p=-3 \alpha \lambda \mu^{2}+O\left(\mu^{4}\right)$.

If we assume that $\alpha \int_{0}^{2 \pi} \cos 2 \tau[(\mathscr{K} f)(\tau)]^{2} \mathrm{~d} \tau \neq 0$, an analysis of (3.1) shows that $\lambda_{1} \stackrel{\text { def }}{=} \lambda(0)$ and $\lambda_{2} \stackrel{\text { def }}{=} \lambda(\pi / 2)$ are nonzero and distinct. Then we have two bifurcation curves, $\Gamma_{1}$ and $\Gamma_{2}$, for $\phi=0$ and $\phi=\pi / 2$, respectively, given by

$$
\begin{array}{ll}
\Gamma_{1}: & p=-3 \alpha \lambda_{1} \mu^{2}+O\left(\mu^{4}\right) \\
\Gamma_{2}: & p=-3 \alpha \lambda_{2} \mu^{2}+O\left(\mu^{4}\right) .
\end{array}
$$

Using the fact that $J$ is quadratic in $r$, we can prove that when we cross each bifurcation curve we gain or lose two solutions. In Fig. 3.1 we show the bifurcation diagram with the number of $2 \pi$-periodic solutions of (1.1), in a neighborhood of the origin, when $\lambda_{1}, \lambda_{2}$ and $\alpha$ are positive. Thus, we have proved the following.

Theorem 3.2. Suppose $\left(\mathrm{A}_{1}\right),\left(\mathrm{B}_{1}\right)$ are satisfied and that $\alpha \int_{0}^{2 \pi} \cos 2 \tau[(\mathscr{K} f)(\tau)]^{2} d \tau$ $\neq 0$, where $\mathscr{K} f$ is the $\pi$-periodic solution of $\ddot{u}+u=f(t)$. Then there exist two bifurcation curves $\Gamma_{1}$ and $\Gamma_{2}$, in the plane $(p, \mu)$, given by $p=-3 \alpha \lambda_{1} \mu^{2}+O\left(\mu^{4}\right)$ and $p=-3 \alpha \lambda_{2} \mu^{2}$ $+O\left(\mu^{4}\right)$, respectively, where $\lambda_{1}$ and $\lambda_{2}$ are obtained from (3.1), for $\phi=0$, and $\phi=\pi / 2$, respectively. These curves divide a neighborhood of the origin into three regions, as shown in Fig. 3.1. In $S_{1}$ there is only one $2 \pi$-periodic solution which is in fact $\pi$-periodic. In $S_{2}$ there are two solutions with minimum period $2 \pi$ and one with period $\pi$. In $S_{3}$ there are four solutions with minimum period $2 \pi$ and one with period $\pi$. In $\Gamma_{1}$ we have only one $2 \pi$-periodic solution, which is in fact $\pi$-periodic; and in $\Gamma_{2}$ we have three $2 \pi$-periodic solutions, but one of them is $\pi$-periodic. All of the above information is concerned with small solutions, for $\mu \neq 0$.

Example 3.1. Let us consider (1.1) with $f(t)=1+\cos 2 t$ and $g(u, p)=p u+u^{3}$. In this case we have Duffing's equation. The calculation shows that $\rho=1, \lambda_{1}=\lambda(0)=\frac{13}{18}$, $\lambda_{2}=\lambda(\pi / 2)=\frac{25}{18}$ and the bifurcation curves are given by $\Gamma_{1}: p=-\frac{13}{6} \mu^{2}+O\left(\mu^{4}\right)$, $\Gamma_{2}: p=-\frac{25}{6} \mu^{2}+O\left(\mu^{4}\right)$ and the picture is shown in Fig. 3.1.
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4. The odd-harmonic case. This section contains our main results and is the most difficult part of this paper. The reason for the difficulty is that more symmetries are present in (1.1) and as a consequence, the bifurcation equation is more degenerate.

In this part we will assume more restrictive conditions on the forcing function and on the nonlinearity.
$\left(\mathrm{A}_{2}\right) f: R \rightarrow R$ is an even continuous function and $f(t+\pi / 2)=-f(t)$, for all $t$ in $R$.
$\left(\mathrm{B}_{2}\right) g$ is a real $C^{\infty}$ function, defined in a neighborhood of the origin, $g(u, p)=p u$ $+\alpha u^{3}+\nu u^{5}+O\left(\left|p u^{3}\right|+\left|u^{7}\right|\right)$ and $g$ is odd in $u$.

Besides the information given by Lemma 2.1, we have in this case the following properties of the solution of the auxiliary equation (2.4a).

Lemma 4.1. Suppose $\left(\mathrm{A}_{2}\right),\left(\mathrm{B}_{2}\right)$ are satisfied. Then, for all tin $R$,

$$
\begin{equation*}
v^{*}(0, \phi, p, \mu)(t+\pi / 2)=-v^{*}(0, \phi, p, \mu)(t) \tag{4.1}
\end{equation*}
$$

Furthermore, $v^{*}(r, \pi / 4, p, \mu)(t-\pi / 2)$ is odd in $t$.

The proof follows the same ideas as for Lemma 2.1.
Remark. Besides the above information, we need in this section the following properties which follow easily from Lemma 2.1 under the assumptions $\left(\mathrm{A}_{1}\right),\left(\mathrm{B}_{1}\right)$.

$$
\begin{align*}
& \frac{\partial v^{*}}{\partial r}(0, \phi, p, \mu)(t+\pi)=-\frac{\partial v^{*}}{\partial r}(0, \phi, p, \mu)(t),  \tag{4.2}\\
& \frac{\partial^{2} v^{*}}{\partial r^{2}}(0, \phi, p, \mu)(t) \text { is } \pi \text {-periodic in } t . \tag{4.3}
\end{align*}
$$

It was not easy to discover the representation stated in the next theorem. It plays an important role in the proof of our main results.

Theorem 4.1. Suppose $\left(\mathrm{B}_{1}\right)$ and $\left(\mathrm{B}_{2}\right)$ are satisfied. Then $\left(\partial v^{*} / \partial r\right)(0, \phi, p, \mu)(t-\phi)$ $=a(t) \cos (t-\phi)+b(t) \sin (t-\phi)$, where $a=a(p, \mu), b=b(p, \mu)$ are $\pi / 2$-periodic functions, independent of $\phi$ and with mean value zero. Furthermore $a=a(t)$ and $b=b(t)$ are, respectively, even and odd in $t$.

Proof. Let $M_{\phi} \stackrel{\text { def }}{=}\left\{y(\cdot, \phi) \in \mathscr{P}^{(2)}: y(t, \phi)=a(t) \cos (t-\phi)+b(t) \sin (t-\phi)\right.$, where $a$ and $b$ are $C^{(2)}, \pi / 2$-periodic functions, with mean value zero, $a$ is even and $b$ is odd $\}$.

Next, we prove that $M_{\phi}$ is a closed subspace of $\mathscr{P}^{(2)}$. Let $y_{n}(t, \phi)=a_{n}(t) \cos (t-\phi)$ $+b_{n}(t) \sin (t-\phi)$ be such that $y_{n}(\cdot, \phi) \rightarrow y(\cdot, \phi)$ in $\mathscr{P}^{(2)}$. An easy calculation shows that

$$
\begin{align*}
& a_{n}(t)=y_{n}(t, \phi) \cos (t-\phi)-y_{n}(t+\pi / 2, \phi) \sin (t-\phi), \\
& b_{n}(t)=y_{n}(t, \phi) \sin (t-\phi)+y_{n}(t+\pi / 2, \phi) \cos (t-\phi) . \tag{4.4}
\end{align*}
$$

Then $\left(a_{n}\right)$ and $\left(b_{n}\right)$ are convergent in $\mathscr{P}^{(2)}$. Let $a$ and $b$ be their limits.
Relations (4.4) imply that $y(t, \phi)=a(t) \cos (t-\phi)+b(t) \sin (t-\phi)$. The other properties which define $M_{\phi}$ are easily verified.

Now we observe that $\left(\partial v^{*} / \partial r\right)(0, \phi, p, \mu)(t-\phi)$ is a solution of the equation

$$
\ddot{x}+x=(I-P)\left[\frac{\partial g}{\partial u}\left(v^{*}(0, \phi, p, \mu)(\cdot-\phi), p\right)(\cos (\cdot-\phi)+x)\right] .
$$

We define $H: \mathscr{P}^{(2)} \rightarrow \mathscr{P}$ by

$$
H y=\mathscr{K}(I-P)\left[\frac{\partial g}{\partial u}\left(v^{*}(0, \phi, p, \mu)(\cdot-\phi), p\right)(\cos (\cdot-\phi)+y)\right] .
$$

Our next purpose is to prove that $H$ leaves $M_{\phi}$ invariant. As a first step we claim that if $\alpha(t), \beta(t)$ are $C^{(2)}, \pi / 2$-periodic functions, $\alpha(t)$ is even, $\beta(t)$ is odd and if we assume that $\beta$ has mean value zero, then

$$
z(\cdot, \phi) \stackrel{\text { def }}{=}(I-P)(\alpha(\cdot) \cos (\cdot-\phi)+\beta(\cdot) \sin (\cdot-\phi))
$$

is an element of $M_{\phi}$. This follows from

$$
z(t, \phi)=\left[\alpha(t)-(2 \pi)^{-1} \int_{0}^{2 \pi} \alpha(s) d s\right] \cos (t-\phi)+\beta(t) \sin (t-\phi)
$$

Using the above claim, $\left(B_{1}\right)$, Lemma 2.1 and Lemma 4.1, we can prove that

$$
(I-P)\left[\frac{\partial g}{\partial u}\left(v^{*}(0, \phi, p, \mu)(\cdot-\phi), p\right)(\cos (\cdot-\phi)+y(\cdot-\phi))\right]
$$

belongs to $M_{\phi}$ if $y(\cdot-\phi)$ is in $M_{\phi}$.

Now, we prove that if $y(\cdot, \phi)$ is in $M_{\phi}$, the $\mathscr{K} y(\cdot, \phi)$ is in $M_{\phi}$. Since $\mathscr{K}$ is linear we will prove it for $y(t, \phi)=a(t) \cos (t-\phi)$ and the other part follows in a similar way.

By computing $\mathscr{K} y(\cdot, \phi)$, we obtain $\mathscr{K} y(\cdot, \phi)(t)=A(t) \cos (t-\phi)+B(t) \sin (t-\phi)$, where

$$
\begin{aligned}
& \begin{array}{r}
A(t)=\frac{1}{2}\left\{\left[-\cos 2 t \int_{0}^{t} a(s) \sin 2 s d s-(2 \pi)^{-1} \int_{0}^{2 \pi} \cos 2 s d s \int_{0}^{s} a(u) \sin 2 u d u\right.\right. \\
\\
\left.-\frac{1}{2 \pi} \cos 2 t \int_{0}^{2 \pi} d s \int_{0}^{s} a(u) \sin 2 u d u\right] \\
\\
\left.+\left[\sin 2 t \int_{0}^{t} a(s) \cos 2 s d s-\frac{1}{2 \pi} \int_{0}^{2 \pi} \sin 2 s d s \int_{0}^{s} a(u) \cos 2 u d u\right]\right\}
\end{array} \begin{array}{r}
B(t)=\frac{1}{2}\left\{\int_{0}^{t} a(s) d s-\left[\sin 2 t \int_{0}^{t} a(s) \sin 2 s d s-\frac{1}{2 \pi} \sin 2 t \int_{0}^{2 \pi} d s \int_{0}^{s} a(u) \sin 2 u d u\right]\right. \\
\left.-\cos 2 t \int_{0}^{t} a(s) \cos 2 s d s\right\}
\end{array}
\end{aligned}
$$

With the identity

$$
\frac{1}{2 \pi} \int_{0}^{\pi} d s \int_{0}^{s} a(u) \sin 2 u d u=\int_{0}^{\pi / 2} a(s) \sin 2 s d s
$$

we prove that $A(t)$ and $B(t)$ are $\pi / 2$-periodic. The remaining properties, which define $M_{\phi}$, follow in a natural way. This concludes the proof that $\mathscr{K} y(\cdot, \phi)$ belongs to $M_{\phi}$ and so $H$ leaves $M_{\phi}$ invariant.

Moreover, $H$ is a uniform contraction with respect to $(p, \mu)$ in a neighborhood of the origin and $\phi$ in $(-\pi / 2 \pi / 2]$.

From the contraction fixed point principle it follows that $H$ has a unique fixed point in a small neighborhood of the origin in $\mathscr{P}^{(2)}$. Since $M_{\phi}$ is itself a Banach space and it is invariant under $H$, it follows that the fixed point must be in $M_{\phi}$ and this completes the proof that $\left(\partial v^{*} / \partial r\right)(0, \phi, p, \mu)(t-\phi)$ has the desired form.

Lemma 4.2. Suppose hypotheses $\left(\mathrm{A}_{2}\right),\left(\mathrm{B}_{2}\right)$ are satisfied. Then for $(r, p, \mu)$ in a small neighborhood of the origin

$$
\begin{equation*}
G(r, \phi, p, \mu)=r^{3} \mu^{2} \sin 4 \phi(\eta+\cdots) \tag{4.5}
\end{equation*}
$$

where

$$
\begin{align*}
\eta=\frac{1}{12 \pi}\{ & -27 \alpha^{2} \int_{0}^{2 \pi}\left[\mathscr{K}(I-P)\left((\mathscr{K} f(\cdot))^{2} \cos (\cdot)\right)\right](s) \cos 3 s d s  \tag{4.6}\\
& -27 \alpha^{2} \int_{0}^{2 \pi}(\mathscr{K} f)(\tau) \mathscr{K}[(\mathscr{K} f)(\cdot) \cos 2(\cdot)](s) \cos 2 s d s \\
& +27 \alpha^{2} \int_{0}^{2 \pi}(\mathscr{K} f)(\tau) \mathscr{K}[(\mathscr{K} f)(\cdot) \sin 2(\cdot)](s) \sin 2 s d s \\
& \left.+\left[\frac{9}{16} \alpha^{2}-15 \nu\right] \int_{0}^{2 \pi}[\mathscr{K} f(\tau)]^{2} \cos 4 \tau d \tau\right\}
\end{align*}
$$

$\mathscr{K}$ is given by (2.3) and $\cdots$ indicates terms of order $O(|p|+|\mu|+|r|)$, uniformly on $\phi$, as $(r, p, \mu)$ goes to $(0,0,0)$.

Proof. From the last statement of Lemma 4.1, and (2.10), it follows that

$$
\begin{equation*}
G(r, \phi, p, \mu) \equiv 0 \quad \text { for } \phi=0, \pi / 2, \pi / 4 \tag{4.7}
\end{equation*}
$$

Now we claim that

$$
\begin{equation*}
\frac{\partial G}{\partial r}(0, \phi, p, \mu) \equiv 0 . \tag{4.8}
\end{equation*}
$$

In fact, from Theorem 4.1,

$$
\begin{aligned}
\frac{\partial G}{\partial r} & (0, \phi, p, \mu)=\frac{1}{\pi} \int_{0}^{2 \pi} g_{u}\left(v^{*}(0, \phi, p, \mu)(s-\phi), p\right) \frac{\partial v^{*}}{\partial r}(0, \phi, p, \mu)(s-\phi) \sin (s-\phi) d s \\
= & \frac{1}{\pi} \int_{0}^{2 \pi} g_{u}\left(v^{*}(0, \phi, p, \mu)(s-\phi), p\right)[a(s) \cos (s-\phi)+b(s) \sin (s-\phi)] \sin (s-\phi) d s \\
= & \frac{1}{2 \pi} \int_{0}^{2 \pi} g_{u}\left(v^{*}(0, \phi, p, \mu)(s-\phi), p\right)(a(s) \sin 2(s-\phi)-b(s) \cos 2(s-\phi)) d s \\
& \quad+\frac{1}{2 \pi} \int_{0}^{2 \pi} g_{u}\left(v^{*}(0, \phi, p, \mu)(s-\phi), p\right) b(s) d s .
\end{aligned}
$$

Since $g_{u}(u, p)$ is even in $u$, from (4.1) it follows that $g_{u}\left(v^{*}(0, \phi, p, \mu)(s-\phi), p\right)$ is $\pi / 2$-periodic in $s$. If we add to this the fact that $a$ and $b$ are $\pi / 2$-periodic and that $\sin 2(s-\phi)$ and $\cos 2(s-\phi)$ change sign, when we change $s$ by $s+\pi / 2$, we conclude that the last but one integral vanishes. To prove that the last integral vanishes we use (2.9) and the fact that $b$ is odd. This completes the proof of (4.8).

From Lemma 2.2, $G(r, \phi, p, \mu)$ is odd in $r$, even in $\mu$ and $G(r, \phi, p, 0) \equiv 0$. If we use this information with (4.7) and (4.8), we can prove that there is a smooth function $S(r, \phi, p, \mu)$ such that $G(r, \phi, p, \mu)=r^{3} \mu^{2} \sin 4 \phi S(r, \phi, p, \mu)$.

Since $g(u, 0)=\alpha u^{3}+\nu u^{5}+O\left(u^{7}\right)$, we obtain

$$
\begin{align*}
\frac{\partial^{5}}{\partial \mu^{2} \partial r^{3}} G(0, \phi, 0,0)=\pi^{-1}\{ & 18 \alpha \int_{0}^{2 \pi} \frac{\partial 3 v^{*}}{\partial \mu^{2} \partial r}(0, \phi, 0,0)(s) \cos ^{2} s \sin s d s  \tag{4.9}\\
+ & 36 \alpha \int_{0}^{2 \pi} \frac{\partial v^{*}}{\partial \mu}(0, \phi, 0,0)(s) \frac{\partial^{3} v^{*}}{\partial \mu \partial r^{2}}(0, \phi, 0,0)(s) \sin s \cos s d s \\
+ & 6 \alpha \int_{0}^{2 \pi}\left[\frac{\partial v^{*}}{\partial \mu}(0, \phi, 0,0)(s)\right] \frac{\partial^{3} v^{*}}{\partial r^{3}}(0, \phi, 0,0)(s) \sin s d s \\
& \left.+120 \nu \int_{0}^{2 \pi}\left[\frac{\partial v^{*}}{\partial \mu}(0, \phi, 0,0)(s)\right]^{2} \cos ^{3} s \sin s d s\right\}
\end{align*}
$$

But

$$
\begin{align*}
& \frac{\partial^{3} v^{*}}{\partial \mu^{2} \partial r}(0, \phi, 0,0)=6 \alpha \mathscr{K}(I-P)\left[(\mathscr{K} f(\cdot+\phi))^{2} \cos (\cdot)\right],  \tag{4.10}\\
& \frac{\partial v^{*}}{\partial \mu}(0, \phi, 0,0)=\mathscr{K} f(\cdot+\phi),  \tag{4.11}\\
& \frac{\partial^{3} v^{*}}{\partial \mu \partial r^{2}}(0, \phi, 0,0)=6 \alpha \mathscr{K}(I-P)\left[\mathscr{K} f(\cdot+\phi) \cos ^{2}(\cdot)\right],  \tag{4.12}\\
& \frac{\partial^{3} v^{*}}{\partial r^{3}}(0, \phi, 0,0)=-\frac{3}{16} \alpha \cos 3(\cdot) \tag{4.13}
\end{align*}
$$

If we substitute (4.10)-(4.13) in (4.9), use the change $s=\tau-\phi$ in the integrals and take into account that $(\mathscr{K}(I-P) f)(t-\phi)=(\mathscr{K}(I-P) f(\cdot-\phi))(t)$ and $(\mathscr{K} f)(t-\phi)=$ $(\mathscr{K} f(\cdot-\phi))(t)$, we obtain

$$
\begin{aligned}
\frac{\partial^{5}}{\partial \mu^{2} \partial r^{3}} G(0, \phi, 0,0)=\frac{1}{\pi} \sin 4 \phi\{ & -27 \alpha^{2} \int_{0}^{2 \pi} \mathscr{K}(I-P)\left[(\mathscr{K} f(\cdot))^{2} \cos (\cdot)\right](\tau) \cos 3 \tau d \tau \\
& -27 \alpha^{2} \int_{0}^{2 \pi}(\mathscr{K} f)(\tau) \mathscr{K}[(\mathscr{K} f)(\cdot) \cos 2(\cdot)](\tau) \cos 2 \tau d \tau \\
& +27 \alpha^{2} \int_{0}^{2 \pi}(\mathscr{K} f)(\tau) \mathscr{K}[(\mathscr{K} f)(\cdot) \sin 2(\cdot)](\tau) \sin 2 \tau d \tau \\
& \left.+\left(\frac{9}{16} \alpha^{2}-15 \nu\right) \int_{0}^{2 \pi}((\mathscr{K} f)(\tau))^{2} \cos 4 \tau d \tau\right\} .
\end{aligned}
$$

This completes the proof of the lemma and gives the expression for $\eta$.
Remark 4.1. It should be pointed out that the expression (4.6), which defines $\eta$, can be computed as long as we know the forcing function and the coefficients $\alpha$ and $\nu$ respectively of third and fifth order, of the Taylor expansion of $g(u, 0)$ in $u$, around 0 .

The next theorem is our main result. It claims that, under certain conditions, the small $2 \pi$-periodic solutions of (1.1) maintain some symmetry properties of the forcing function.

Theorem 4.2. Suppose hypotheses $\left(\mathrm{A}_{2}\right)$, ( $\mathrm{B}_{2}$ ) are satisfied and $\eta \neq 0$, where $\eta$ is given by (4.6). Then the only small $2 \pi$-periodic solutions of (1.1) are such that $u(t)$ or $u(t-\pi / 2)$ is even or $u(t \pm \pi / 4)$ is odd in $t$ for $(\rho, \mu)$ small and $\mu \neq 0$.

Proof. From Lemma 4.2, $G(r, \phi, p, \mu)=r^{3} \mu^{2} \sin 4 \phi(\eta+\cdots)$. We see that $r=0$ solves $G(r, \phi, p, \mu)=0$ and we already know that it will give rise to a $\pi$-periodic solution $u(t)$ of (1.1). Since $\eta \neq 0$, for $\mu \neq 0$ the only possibility left is that $\sin 4 \phi=0$. This implies $\phi=0, \pi / 2, \pm \pi / 4$, because we have assumed that $\phi$ is in $(-\pi / 2, \pi / 2]$.

As in §3, Theorem 3.1, we can show that for $\phi=0$, the solution $u(t)$ is even in $t$ and for $\phi=\pi / 2, u(t-\pi / 2)$ is even in $t$.

For $\phi=\pi / 4$ since $u(t)=r \cos (t-\pi / 4)+v^{*}(r, \pi / 4, p, \mu)(t-\pi / 4)$, from the last statement of Lemma 4.1 it follows that $u(t-\pi / 4)$ is odd in $t$. The case $\phi=-\pi / 4$ is similar. This completes the proof of our theorem.

Now we turn to the analysis of the first bifurcation equation.
If we proceed as in the proof of Theorem 3.2, we see that bifurcation curves will be obtained by solving $J(0, \phi, p, \mu)=0$. The next lemma helps us to understand that equation.

Lemma 4.3. Suppose $\left(\mathrm{A}_{2}\right),\left(\mathrm{B}_{2}\right)$ are satisfied. Then $J(0, \phi, p, \mu)$ is independent of $\phi$.
Proof. Using the definition of $J$,

$$
J(0, \phi, p, \mu)=\frac{1}{\pi} \int_{0}^{2 \pi} g_{u}\left(v^{*}(0, \phi, p, \mu)(s), p\right)\left(\cos s+\frac{\partial v^{*}}{\partial r}(0, \phi, p, \mu)(s)\right) \cos s d s
$$

If we let $s=\tau-\phi$ and proceed as in the proof of (4.8), by using (4.1) and Theorem 4.1 .ve obtain

$$
\begin{aligned}
J(0, \phi, p, \mu)= & \frac{1}{2 \pi}\left(\int_{0}^{2 \pi} g_{u}\left(v^{*}(0, \phi, p, \mu)(\tau-\phi), p\right) d \tau\right) \\
& +\int_{0}^{2 \pi} g_{u}\left(v^{*}(0, \phi, p, \mu)(\tau-\phi) a(\tau) d \tau\right)
\end{aligned}
$$

where $a(\tau)$ is given as in Theorem 4.1. Using (2.9) and Theorem 4.1, we see that $J(0, \phi, p, \mu)$ is independent of $\phi$.

The next theorem is very interesting and it describes the changes of the number of the small $2 \pi$-periodic solutions of $(1.1)$ as ( $p, \mu$ ) crosses the bifurcation curve.

Theorem 4.3. Suppose $\left(\mathrm{A}_{2}\right),\left(\mathrm{B}_{2}\right)$ are satisfied and $\eta$, given by (4.6), is nonzero. Then there exists a unique bifurcation curve $\Gamma$, given by $p=-3 \alpha \lambda \mu^{2}+O\left(\mu^{4}\right)$, where $\lambda=(2 \pi)^{-1} \int_{0}^{2 \pi}(\mathscr{K} f(s))^{2} d s$ and $\mathscr{K} f$ is the $\pi$-periodic solution of $\ddot{u}+u=f(t)$. The curve $\Gamma$ divides a neighborhood of the origin, in the plane $(p, \mu)$ into two regions $S_{1}, S_{2}$, as shown in Fig. 4.1 for $\alpha, \lambda>0$. For $(p, \mu)$ in $S_{1}$ there is a unique $2 \pi$-periodic solution of (1.1), which is in fact $\pi$-periodic. In $S_{2}$ there are nine $2 \pi$-periodic solutions; only one of them is $\pi$-periodic. In $\Gamma$ there is a unique $2 \pi$-periodic solution of (1.1), which is in fact $\pi$-periodic.


Fig. 4.1
All of the above information is concerned with small solutions of (1.1), for $\mu \neq 0$.
Proof. We proceed as in the proof of Theorem 3.2, by solving the equation

$$
J(0, \phi, p, \mu)=p+3 \alpha \lambda \mu^{2}+\cdots=0
$$

where $\lambda$ is given as in (3.1).
From ( $\mathrm{A}_{2}$ ) it follows that $\mathscr{K} f(\tau+\pi / 2)=-\mathscr{K} f(\tau)$, and then

$$
\begin{aligned}
\lambda=\lambda(\phi) & =\frac{1}{2 \pi}\left[\int_{0}^{2 \pi}(\mathscr{K} f(\tau))^{2} d \tau+\cos 2 \phi \int_{0}^{2 \pi}(\mathscr{K} f(\tau))^{2} \cos 2 \tau d \tau\right] \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi}(\mathscr{K} f(\tau))^{2} d \tau
\end{aligned}
$$

which shows that $\lambda$ is independent of $\phi$. Since, from Lemma 4.3, $J(0, \phi, p, \mu)$ is independent of $\phi$, we conclude by implicit function theorem, that the bifurcation curve is the same for $\phi=0, \pi / 2, \pm \pi / 4$ and it is given by $p=-3 \alpha \lambda \mu^{2}+O\left(\mu^{4}\right)$.

Since $J(r, \phi, p, \mu)$ is quadratic in $r$ we see that for each phase, $\phi=0, \pi / 2, \pm \pi / 4$, when we cross $\Gamma$, we gain or lose two solutions, $u(t)=r \cos (t-\phi)+v^{*}(r, \phi, p, \mu)(t-\phi)$, of (1.1) of minimum period $2 \pi$, besides the $\pi$-periodic one. This completes the proof of our theorem.

The bifurcation is not so degenerate as it appears. In fact the above proof shows that, besides the $\pi$-periodic solution, for each fixed phase $\phi=0, \pi / 2, \pm \pi / 4$, we have a quadratic bifurcation in $r$.

Example 4.1. Consider the equation $\ddot{u}+u=p u+u^{3}+\mu \cos 2 t$. In this case $\eta=-\frac{11}{8}$, $\lambda=\frac{1}{18}$, all the assumptions of Theorem 4.2 and Theorem 4.3 are satisfied and $\Gamma$ is given by $p=-\frac{1}{6} \mu^{2}+O\left(\mu^{4}\right)$.

Example 4.2. Consider the equation of a forced pendulum $\ddot{v}+(g / L) \sin v=$ $\sigma \cos 2 w \tau$, where $w$ varies near $w_{0}=\sqrt{g / L}$ and $\sigma$ is small. With the changes $u(t) \stackrel{\text { def }}{=} v(t / w), w_{0}^{2} / w^{2} \stackrel{\text { def }}{=} 1-p$ and $\mu \stackrel{\text { def }}{=} \sigma / w^{2}$ the above equation is reduced to $\ddot{u}+u=$ $g(u, p)+\mu \cos 2 t$, where, $g(u, p)=p u+\left(u^{3} / 3!\right)-\left(u^{5} / 5!\right)+O\left(\left|p u^{3}\right|+\left|u^{7}\right|\right)$. In this case $\eta=-\frac{1}{32}, \lambda=\frac{1}{18}$, all the assumptions of Theorem 4.2 and Theorem 4.3 are satisfied and $\Gamma$ is given by $p=-\frac{1}{36} \mu^{2}+O\left(\mu^{4}\right)$.
5. Final remarks. As we said in the Introduction, we do not intend to exhaust all the possible cases, but we give below some indications about what can be expected when some of our assumptions are not satisfied. Some preliminary calculations show that the ideas of our work can be used to solve other cases not included here.

1. Suppose that $g$ is not odd in $u$, but $g(u, p)=p u+\alpha u^{2}+O\left(\left|p u^{2}\right|+\left|u^{3}\right|\right)$. Some calculations indicate that the bifurcation equations are given by

$$
\begin{aligned}
& F(r, \phi, p, \mu)=r\left[p+\frac{5}{6} \alpha^{2} r^{2}+\alpha \lambda \mu+\cdots\right]=0, \\
& G(r, \phi, p, \mu)=r \mu \sin 2 \phi(\xi+\cdots)=0
\end{aligned}
$$

where

$$
\begin{aligned}
\lambda & =\int_{0}^{2 \pi} \mathscr{K} f(s) d s+\cos 2 \phi \int_{0}^{2 \pi} \mathscr{K} f(s) \cos 2 s d s \\
\xi & =-\frac{\alpha}{\pi} \int_{0}^{2 \pi} \mathscr{K} f(s) \cos 2 s d s
\end{aligned}
$$

Thus, if $\xi \neq 0$ the only small $2 \pi$-periodic solutions $u(t)$ of (1.1) must satisfy either $u(t)$ is even in $t$ or $u(t-\pi / 2)$ is even in $t$, for $\mu \neq 0$.

The analysis of the first bifurcation equation furnishes the bifurcation curves.
2. Our approach should help to explain the case when the forcing function is even and $(2 \pi / n)$-periodic, where $n$ is a positive integer. For instance, some calculations for the example $\ddot{u}+u=p u+u^{3}+\mu \cos 3 t$, show that the bifurcation equations are given by

$$
\begin{aligned}
& F(r, \phi, p, \mu)=r\left[p+\frac{3}{4} r^{2}+\frac{3}{128} \mu^{2}+\cdots\right]=0, \\
& G(r, \phi, p, \mu)=r^{2} \mu \sin 3 \phi\left(\frac{3}{32}+\cdots\right)=0
\end{aligned}
$$

and the only small $2 \pi$-periodic solutions $u(t)$ must satisfy either $u(t)$ is even or $u(t \pm \pi / 3)$ is even in $t$.

Acknowledgment. We are grateful to a referee for valuable comments, in particular for a remark about the conjecture presented in the Introduction.
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#### Abstract

Sharp results for the number of solutions of a one-dimensional nonlinear Neumann boundary value problem are given, in terms of the range of its linearization, and the projection of the source term onto the principle eigenfunction.
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1. There have been many investigations in recent years of nonlinear boundary value problems for equations of the form

$$
\begin{equation*}
\Delta u+g(u)=h(x) \tag{1}
\end{equation*}
$$

under assumptions on the behavior of $g$ at infinity:

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} \frac{g(x)}{x}=a \quad \text { and } \quad \lim _{x \rightarrow+\infty} \frac{g(x)}{x}=b \tag{2}
\end{equation*}
$$

called asymptotically sublinear, linear, or superlinear if $a$ and $b$ are zero, finite, or infinite. Let $\lambda_{1}<\lambda_{2} \leqq \lambda_{3} \cdots$ denote the eigenvalues of the linear problem

$$
\begin{equation*}
\Delta v+\lambda v=0 \tag{3}
\end{equation*}
$$

with, for example, Dirichlet boundary conditions. One may then investigate the effect of relationships between $a, b$ and the $\left\{\lambda_{i}\right\}$. We suppose $a<b$ (so that $g$ is what Fučik [8] terms a "jumping nonlinearity"); the cases $a<b$ and $b<a$ are equivalent under change of variables. If $\lambda<a \leqq g^{\prime} \leqq b<\lambda_{n+1}$ for some $n$, then there is a unique solution of the Dirichlet problem (or the Neumann problem) for (1), for any smooth $g$ and $h$; see, for example [5, Chap. 3].

Amann and Hess [1] and Dancer [6] have shown that if we decompose $h$ as $s \phi_{1}+h_{1}$, where $\phi_{1}$ is the positive normalized eigenfunction for $\lambda_{1}$ and $h_{1}$ is orthogonal to $\phi_{1}$ (in $L^{2}$ ), then there exists $S_{0}=S_{0}\left(h_{1}\right)$ such that no solution exists for $s<S_{0}$, but (at least) two solutions exist for any $s>S_{0}$, if $a<\lambda_{1}<b$. If also $b<\lambda_{2}$ and $g \in C^{2}$, with $g^{\prime \prime}>0$, then Berger and Podolak [4] have shown that there are exactly two solutions for $s>S_{0}$ (and exactly one at $s=S_{0}$ ); this extends to an earlier result of Ambrosetti and Prodi [2].

[^116]In [12], Lazer and McKenna conjecture that whenever $a<\lambda_{1}, \lambda_{n}<b<\lambda_{n+1}$ and $h$ is as above, then for sufficiently large $s$ there are at least $2 n$ distinct solutions. Some partial results are given in [7], [10], [14], [17]. They have proved this for the one-dimensional case in [13]. The present authors have extended that result in [9], to show that if $a \in\left(\lambda_{k}, \lambda_{k+1}\right)$ and $b \in\left(\lambda_{n}, \lambda_{n+1}\right)$, for some integers $n>k \geqq 1$ (and a technical "nonresonance" condition on $a, b$ is satisfied), then the number of solutions of

$$
\begin{align*}
& u^{\prime \prime}+g(u)=s \sin t+h_{1}(t)  \tag{4a}\\
& u(0)=u(\pi)=0 \tag{4b}
\end{align*}
$$

for large positive $s$, plus the number of solutions for large negative $s$, is at least $2(n-k+1)$.

In this note we discuss the corresponding one-dimensional Neumann problem,

$$
\begin{align*}
& u^{\prime \prime}+g(u)=s+h(t),  \tag{5a}\\
& u^{\prime}(0)=0=u^{\prime}(\pi) . \tag{5b}
\end{align*}
$$

The eigenvalues of the corresponding linear problem (3) are then just the squares of integers. We verify the conjecture, and show that the estimate for the number of solutions is sharp in the asymptotically linear or sublinear cases, for any smooth $h$.

We assume without further mention a nondegeneracy condition, in the statement of our theorems: that $g^{\prime}$ does not vanish on an interval. If this condition were violated, the theorems would remain true if the phrase "any $s$ " were replaced throughout by "any $s$ such that $g(u)-s$ does not vanish on an interval." Our main result is the following.

Theorem 1. Suppose $g \in C^{1}(R)$, that $\lim _{u \rightarrow-\infty} g^{\prime}(u)=a, \lim _{u \rightarrow+\infty} g^{\prime}(u)=b$, where $b \in\left((n-1)^{2}, n^{2}\right)$ for some integer $n \geqq 1$. If $a<0$, then for any $h \in C^{1}([0, \pi])$, there exists $S_{0}>0$ such that for any $s>S_{0}$, (5) has exactly $2 n$ solutions. If $a \in\left((k-1)^{2}, k^{2}\right)$, for some integer $k, 0<k<n$, and $a^{-1 / 2}+b^{-1 / 2}$ is not twice the reciprocal of an integer, then for any $h \in C^{1}([0, \pi])$, there exists $S_{+}>0$ and $S_{-}<0$ such that the number of solutions of (5) for any $s<S_{-}$plus the number of solutions of (5) for any $s>S^{+}$is exactly $2(n-k+1)$.

Note that we include the equilibrium solutions in our count. Our method is to use scaling arguments to reduce the asymptotically linear case to a perturbation of the autonomous piecewise linear case, which we analyze by phase plane methods.

For the superlinear case, we have the following.
Theorem 2. Suppose $g \in C^{1}(R)$, that $\lim _{u \rightarrow-\infty} g^{\prime}(u)=a$, for some $a \in[-\infty, \infty)$, and that $\lim _{u \rightarrow+\infty} g^{\prime}(u)=+\infty$. Then for any positive integer $n$ there exists $S_{n}$ such that for $s>S_{n}$, there exists $\eta>0$ such that if $h \in C^{0}([0, \pi])$ and $\|h\|_{C^{0}}<\eta$, then (5) has at least $2 n$ solutions. Further, there exist $S_{-}<0$ such that $s<S_{-}$implies, for small enough $h$, at least $2 k$ solutions when $a \in\left((k-1)^{2}, k^{2}\right)$.

If we do not assume that $\lim _{u \rightarrow+\infty} g^{\prime}(u)$ exists, but only retain the idea that $g^{\prime}(u)$ increases from negative to positive as $u$ increases, we still have the following.

Theorem 3. Let $g \in C^{1}(R)$, and suppose there exist numbers $R_{a}<R_{b}$ and $a<0<b$ such that $u<R_{a}$ implies that $g^{\prime}(u)<a$, and $u>R_{b}$ implies that $g^{\prime}(u)>b$. Assume that $b>(n-1)^{2}$ for some integer $n \geqq 1$. Then there exist $S>0$ such that for any $s>S$, there exists $\eta>0$ such that $\|h\|_{C^{0}}<\eta$ implies that (5) has at least $2 n$ solutions.

Finally, we note that these results would not be altered by the introduction of a "sufficiently small" dissipative term, $\varepsilon u^{\prime}$, in (5). The plan of the papers is as follows: in §2, we establish the lower bounds on the number of solutions as given in Theorems 1, 2,
and 3. In §3, we establish the upper bound on the number of solutions as given in Theorem 1 for piecewise linear autonomous equations. In $\S 4$, we show that we can reduce the general situations of Theorem 1 to perturbations of the problem treated in §3.
2. Solutions to the autonomous equation ( $h=$ constant)

$$
\begin{equation*}
u^{\prime \prime}+g(u)=s \tag{6a}
\end{equation*}
$$

lie in the level curves of the conserved "energy" $E=\frac{1}{2}\left(u^{\prime}\right)^{2}+V(u)$, where the "potential" $V(u)=\int^{u}[g(t)-s] d t$ (see for example [3] or [11]). Solutions of the Neumann problem (6) are simply segments of $2 \pi$-periodic trajectories. Any periodic solution lies in a "well" of the potential, that is, a neighborhood of a local minimum of $V$. These minima, in general, are just the solutions of $g(u)=s$ such that $g^{\prime}(u)>0$ (see Fig. 1b). At such an equilibrium point $C$ (a "center"), the period tends to $2 \pi\left(g^{\prime}(c)\right)^{-1 / 2}$, the period of the linearization of the vector field

$$
\begin{equation*}
u^{\prime}=v, \quad v^{\prime}=s-g(u) \tag{7}
\end{equation*}
$$






(a) $s<0$.

(b) $s>0$.

Fig. 1
at the constant solution $u=C$. Note that if $g^{\prime}$ is monotone there can be only one such well, so just one center $C$. Further, by choice of $s$ we may drive $C$ toward positive or negative infinity (for $a, b$ not zero), and so control $g^{\prime}(C)$. Note also that the nondegeneracy hypothesis, that $g^{\prime}$ does not vanish on an interval, implies that $g(u)-s$ does not vanish on an interval but at discrete points; this is the only use we make of this hypothesis.

Suppose that the hypotheses of Theorem 3 are satisfied; for some numbers $R_{a}<R_{b}$, $g^{\prime}(u)<a<0$ if $u<R_{a}$, and $g^{\prime}(u)>b>0$ if $u>R_{b}$, where $b>(n-1)^{2}$ for some positive integer $n$. Then there must be at exactly two equilibria for $s$ large, since $g(u) \rightarrow \infty$ as $u \rightarrow \pm \infty$; let $C$ be the larger, and $S$ the smaller. Then as the energy $E$ increases from $V(C)$ to $V(S)$, the periods go from $2 \pi\left(g^{\prime}(C)\right)^{-1 / 2}$ to infinity; hence if $s$ is such that $g^{\prime}(C)>(n-1)^{2}$, there exists a $(2 \pi / k)$-periodic trajectory $\left(u_{k}(t), v_{k}(t)\right)$ of (7) for each integer $k$ between 1 and $n-1$. Hence the Neumann problem (6) has at least $2 n$ solutions (including the constant solutions $u \equiv C$ and $u \equiv S$ ), obtained by requiring that $v_{k}(0)=0$. Let $\phi\left(t, u_{0}, v_{0}\right)=\left(u\left(t, u_{0}, v_{0}\right), v\left(t, u_{0}, v_{0}\right)\right)$ be the time- $t$ map (the flow) for the solution of (7) with initial conditions $u(0)=u_{0}, v(0)=v_{0}$. Then for some neighborhood of $u_{k}(0)$, where $u_{k}(t)$ is a solution of the Neumann problem (6), $\phi(\pi)$ carries the $u$-axis across itself, with a zero at $u_{k}(\pi)$. If $h$ is $C^{0}$-small, then the time- $\pi$ map for (5) must also carry the $u$-axis across itself, and thus (5) also has a solution (near the solution $u_{k}(t)$ of (6)). The persistence of the constant solutions follows from the inverse function theorem, in the standard way [5]. This proves Theorem 3, and Theorem 2 for $a<0$.

We now treat the case $a>0$ of Theorem 2. If $\lim _{u \rightarrow-\infty} g^{\prime}(u)=a \in\left((k-1)^{2}, k^{2}\right)$ for an integer $k \geqq 1$, and $\lim _{u \rightarrow+\infty} g^{\prime}(u)=+\infty$, then $g(u)=s$ has a unique solution $C=C(s)$ for large positive $s$, and also for large negative $s$; all solutions are then periodic. Choose $S_{n}$ such that $g^{\prime}(C)>n^{2}$ for $s>S_{n}$; then the periods of (6) approach some value less than $2 \pi / n$, as the solutions approach $C$. Since $n$ may be arbitrary, we need only show that the greatest period is bounded below. Let $x=u-C$ and $f(x)=$ $g(x+C)-s$, so that (6a) becomes $x^{\prime \prime}+f(x)=0$, where $f(0)=0$. Introduce polar coordinates by $x=r \cos \theta, y=x^{\prime} / \omega=r \sin \theta$, where we treat $\omega$ as a free parameter. Then

$$
\begin{equation*}
\theta^{\prime}=\left(x y^{\prime}-y x^{\prime}\right) / r^{2}=-\omega\left[1-\left(1-\frac{g(x)}{\omega^{2} x}\right)\left(\frac{x}{r}\right)^{2}\right] . \tag{8}
\end{equation*}
$$

Let the right side of (8) define $-F(\omega, r, \theta)$. Take $\omega=\sqrt{a}$, and consider a segment of a trajectory with $\theta(0)=5 \pi / 4, \theta(T)=3 \pi / 4$, so $x / r$ is bounded below, and take $R$ so large that $|1-f(x) / a x|<1$, for $x \leqq x(0)=-R / \sqrt{2}$. Then $\left|\theta^{\prime}\right| \leqq \sqrt{a}(1+$ $\left.|1-f(x) / a x| \cos ^{2} \theta\right) \leqq 2 \sqrt{a}$ and the time $T$ elapsed on this trajectory segment exceeds $\pi / 4 \sqrt{a}$. The range of periods for (6a) contains $(2 \pi / n, \pi / 4 \sqrt{a})$, so as $n$ increases, the number of solutions of (6) increases without bound.

We now take $S_{-}<0$ so that for $s<S_{-},|1-f(x) / a x|<\varepsilon$, for all $x \leqq 0$. We want to show that $k-12 \pi$-periodic solutions exist when $(k-1)^{2}<\lim _{u \rightarrow-\infty} g^{\prime}(u)<k^{2}$. The periods of trajectories near $C$ approach $2 \pi\left(g^{\prime}(C)\right)^{-1 / 2}$, so exceed $2 \pi / k$ for $\varepsilon$ sufficiently small. On the other hand, we claim that as the energy goes to infinity, the periods become less than $\pi /(k-1)$ since (i) the time-elapsed for $x<0$ is less than $\pi /(k-1)$, and (ii) the time elapsed for $x>0$ is going to zero. The first assertion may be seen from (8), with $\omega=\sqrt{a}$ again; we have $\left|\theta^{\prime}\right|=\sqrt{a}\left(1-\varepsilon \cos ^{2} \theta\right)$, and if $\varepsilon$ is so small that $k-1<\sqrt{a}(1-\varepsilon)$, then $T<\pi /(k-1)$.

We now show (ii), that the time $T^{+}$for $x>0$ may be made arbitrarily small. Note that $T^{+}=2 \int_{0}^{\pi / 2} d \theta / F(\omega, r, \theta)$, where $F$ was defined in equation (8). Thus if $g$ is increased (keeping $g(0)=0$ ) then $F$ is also increased, so that $T^{+}$is decreased. Now
define $x_{j}$ by requiring $g^{\prime}(x)>(j+1)^{2}$ for all $x \geqq x_{j}$, and define $\theta_{j}(r)=\cos ^{-1}\left(x_{j} / r\right)$ for $r \geqq x_{j}$. If $g$ is monotone, then $x_{k-1}<0<x_{k}$ (since $g^{\prime}(0) \in\left((k-1)^{2}, k^{2}\right)$; let $j^{*}$ denote the least $j \geqq-1$ such that $x_{j+1} \geqq 0$ ). Notice that $\theta_{j+1}<\theta_{j}$ and $\theta_{j} \rightarrow 0$ as $j \rightarrow \infty$, for fixed $r$, and that $\theta_{j}(r) \rightarrow \pi / 2$ as $r \rightarrow \infty$, for any $j$. Given $\varepsilon>0$, choose $n>j_{*}$ such that $\pi / n<\varepsilon / 2$; then choose $R$ so large that for any $r>R, \pi / 2-\theta_{n}<\varepsilon / 4$. Since $\left|f^{\prime}(0)-a\right|$ $<\varepsilon$, the time for $\theta$ to go from $\pi / 2$ to $\theta_{n}$ is less than $\varepsilon / 4 a$, on a trajectory with $r(0)>R$; the time from $\theta_{n}$ to 0 is less than $\varepsilon / 4$; and thus $T^{+}<\varepsilon$.

Finally, a $C^{0}$-small nonautonomous perturbation $h$ is treated as in the case $a<0$ above. This completes the proof of Theorem 2.
3. Consider now the piecewise linear function $g(u)=a u$ for $u<0, g(u)=b u$ for $u>0$; we write $g(u)=b u^{+}-a u^{-}$. Then (6) becomes

$$
\begin{gather*}
u^{\prime \prime}+b u^{+}-a u^{-}=s,  \tag{9a}\\
u^{\prime}(0)=0=u^{\prime}(\pi) \tag{9b}
\end{gather*}
$$

We consider two cases, (i) $a<0$ and ( $n-1)^{2}<b<n^{2}$, and (ii) $(k-1)^{2}<a<k^{2},(n-1)^{2}$ $<b<n^{2}$.

In the former $(a<0)$ case, the graphs of $g(u)-s, V_{s}(u)$, and the phase portrait are as in Fig. 1. There are no periodic solutions if $s<0$. If $s>0$, the period of the strictly positive orbits is $2 \pi / \sqrt{b}$; we show below that as the energy increases from zero, the period tends continuously and monotonically to infinity. Hence there are $n-1$ nonstationary $2 \pi$-periodic solutions if $n-1<\sqrt{b}<n$, and the Neumann problem (9) has exactly $2 n$ solutions.

In the case $\sqrt{a} \in(k-1, k)$ and $\sqrt{b} \in(n-1, n)$ for some integrals $n>k \geqq 1$, the situation is as depicted in Fig. 2. All solutions are periodic and consist of solutions of the two linear problems, pieced together along $x=0$. If $s=0$, all have period $\pi\left(a^{-1 / 2}\right.$ $+b^{-1 / 2}$ ). There are positive solutions for $s>0$, which have period $2 \pi b^{-1 / 2}$, and negative solutions for $s<0$ with period $2 \pi a^{-1 / 2}$. Using (8), one finds the period of a solution of both signs passing through $\left(u, u^{\prime}\right)=(0, I), I>0$, to be $2\left(\left(\pi-\theta_{a}\right) a^{-1 / 2}+\right.$ $\left.\theta_{b} b^{-1 / 2}\right)$, where $\tan \theta_{a}=-I a^{1 / 2} / s$, and $\tan \theta_{b}=-I b^{1 / 2} / s\left(\theta_{a}\right.$ and $\theta_{b}$ are in $\left.[0, \pi]\right)$. The period is then easily seen to be continuous and strictly monotone (increasing with $I$ for $s>0$, decreasing for $s<0$ ), with range ( $2 \pi b^{-1 / 2}, \pi\left(a^{-1 / 2}+b^{-1 / 2}\right)$ ) for $s>0$ and $\left(\pi\left(a^{-1 / 2}+b^{-1 / 2}\right), 2 \pi a^{-1 / 2}\right)$ for $s<0$. Since we have assumed that $a^{-1 / 2}+b^{-1 / 2}$ is not twice the reciprocal of an integer, the number of solutions of (9) for $s$ positive, plus the number for $s$ negative, is therefore exactly $2(n-k+1)$, as claimed.
4. We treat the asymptotically linear problem (5) as a perturbation of the autonomous piecewise-linear problem (9), via rescaling. Let $u=|s| v$, so that (9a) becomes

$$
\begin{equation*}
v^{\prime \prime}+b v^{+}-a v^{-}= \pm 1 \tag{10}
\end{equation*}
$$

and (5a) becomes

$$
\begin{equation*}
v^{\prime \prime}+b v^{+}-a v^{-}\left(b v^{+}-a v^{-}-g(|s| v) /|s|\right)= \pm 1+h(x) /|s| . \tag{11}
\end{equation*}
$$

We want to show that (11) differs from (10) by a $C^{1}$-small term for $|s|$ large, since then their solutions are $C^{1}$-close. If $\theta_{E}(t)$ is the angular coordinate on the solution of (9) with energy $E$ and with $\theta(0)=\pi$, then near solutions of the Neumann problem, $\theta_{E}(\pi)$ carries the negative $x$-axis to a smooth curve which is differentiably transverse to the positive $x$-axis. Hence any map $C^{1}$-close to $\theta_{E}$ does the same. We therefore see that for
any given $a, b$ and $s$, any $C^{1}$ perturbation of (9) has the same number of solutions. (We remark that the permissible size of such a perturbation decreases as $a$ or $b$ approach an eigenvalue $n^{2}$, for fixed $s$, or as $b$ is increased.)


FIG. 2. $(k-1)^{2}<a<k^{2},(n-1)^{2}<b<n^{2}$.
If $v$ is a solution of (10), the trajectory ( $v, v^{\prime}$ ) in phase space is bounded away from the center $(C /|s|, 0)$ if $s$ is bounded above, and its size is bounded above if $s$ is bounded below. We require $|s|$ to be so large that $\|h\|_{C^{1}}<\eta / 2|s|$, and likewise $\| b v^{+}-$ $a v^{-}-g(|s| v) /|s| \|_{C^{1}}<\eta / 2|s|$, for any $v$ in an annulus $r_{1}<\left\|\left(v, v^{\prime}\right)-(C, 0)\right\|<r_{2}$. We will treat $s>0$; the other case is similar. For $v>0$, we then have $b v^{+}-a v^{-}-g(s v) / s=$ $v(b-g(s v) / s v)$. Since $v$ is bounded (for $s>S_{0}$, say, where $S_{0}$ is such that $g^{\prime}(C)$ exceeds $n^{2}$ by $\frac{1}{2}\left(b-n^{2}\right)$ for all $\left.s>S_{0}\right)$, and $g(u) / u \rightarrow b$ as $u \rightarrow \infty$, it follows that $\|v(b-q g(s v) / s v)\|_{C^{1}} \rightarrow 0$ as $s \rightarrow \infty$. Likewise for $v<0, v(a-g(s v) / s v) \rightarrow 0$. This gives $C^{0}$-smallness (for large positive $s$ ); $C^{1}$-smallness follows, as $v>0$ implies ( $b v^{+}-a v^{-}-$ $g(s v) / s)^{\prime}=b-g^{\prime}(s v) \rightarrow 0$ as $s \rightarrow \infty$, similarly for $v<0$. Thus (5) has exactly as many solutions as (9), and the proof of Theorem 1 is completed.

The term $h(x)$ is of course no problem above, under the assumption that $\lim _{x \rightarrow+\infty} g^{\prime}(x)$ exists and is finite. Under the assumptions of Theorem 2, however, the $|s|$ required above increases as $\eta$ decreases, as $b$ increases; so if $g^{\prime}(x)$ is unbounded, then for fixed $\|h\|_{C^{1}}$, we may be forced to choose $s$ large to arrange that $\|h\|_{C^{1}} /|s|<\eta$, but then find $g^{\prime}(C)$ (the " $b$ " above) so large that $\eta$ must be still smaller.
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#### Abstract

In this paper the structure of the nonnegative steady-state solutions of a system of reactiondiffusion equations arising in ecology is investigated. The equations model a situation in which a predator species and a prey species inhabit the same region and the interaction terms are of Holling-Tanner type so that the predator has finite appetite. Prey and predator birth-rates are treated as bifurcation parameters and the theorems of global bifurcation theory are adapted so that they apply easily to the system. Thus ranges of parameters are found for which there exist nontrivial steady-state solutions.
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1. Introduction. In this paper we study the nonnegative steady-state solutions of the reaction-diffusion system

$$
\begin{align*}
& u_{t}(x, t)-d_{1} \Delta u(x, t)=a u-a_{1} u^{2}-a_{2} u v /(1+m u),  \tag{1.1}\\
& v_{t}(x, t)-d_{2} \Delta v(x, t)=b v-b_{1} v^{2}+b_{2} u v /(1+m u)
\end{align*}
$$

for $x \in D$ and $t \geqq 0$ where $D$ is a bounded region in $\mathbb{R}^{n}(n=1,2,3)$ with smooth boundary together with boundary conditions

$$
\begin{equation*}
u(x, t)=0=v(x, t) \quad \text { for all } x \in \partial D \text { and } t \geqq 0 . \tag{1.2}
\end{equation*}
$$

Equation (1.1) models a situation in which a prey and a predator species with population densities $u(x, t)$ and $v(x, t)$ respectively inhabit the region $D$. It is assumed that both species diffuse, i.e., move from points of high to points of low population density; the Laplacian terms in (1.1) correspond to this diffusion, the constants $d_{1}$ and $d_{2}$ giving the rates at which the species diffuse. It is also assumed that in the absence of other species and of diffusion that both species would grow logistically. Thus, in the absence of other factors, the rate of increase of the prey population is given by $a u-a_{1} u^{2}$. If $u$ is small, this increase is approximately equal to $a u$ and the constant $a$ is termed the birth rate of the prey. Because of limited natural resources, the prey population will decrease in size if it becomes too large; we assume throughout that the constant $a_{1}>0$ so that $a u-a_{1} u^{2}<0$ for sufficiently large $u$. Similarly the constant $b$ is termed the birth rate of $v$ and we assume that the constant $b_{1}>0$. The term $a_{2} u v /(1+$ $m u$ ) represents the rate at which the prey is consumed by the predator and is usually referred to as the Holling-Tanner interaction term; as is reasonable this term increases as either $u$ or $v$ increases. In the classical equations of ecology the corresponding term is simply $a_{2} u v$. This classical interaction term has the defect that for a fixed predator population $\lim _{u \rightarrow \infty} a_{2} u v=\infty$ which implies that predators must be capable of consuming prey at an infinitely great rate. For the Holling-Tanner interaction term, however, $\lim _{u \rightarrow \infty} a_{2} u v /(1+m u)=a_{2} v / m$ and this difficulty does not arise. We assume throughout that the constants $a_{2}, b_{2}>0$.

[^117]In [2] we used a decoupling technique to study the steady-state solutions of the classical equations of ecology, viz.

$$
\begin{equation*}
-d_{1} \Delta u=a u-a_{1} u^{2}-a_{2} u v, \quad-d_{2} \Delta v=b v-b_{1} v^{2}+b_{2} u v \tag{1.3}
\end{equation*}
$$

with Dirichlet boundary conditions. The general idea is to regard $v$ as a fixed function in the first equation in (1.3) and solve for $u$, denoting the solution by $u(v)$, i.e., $u(v)$ is the solution of

$$
\begin{equation*}
-d_{1} \Delta u+a_{2} v u=a u-a_{1} u^{2} \quad \text { on } D,\left.\quad u\right|_{\partial D}=0 \tag{1.4}
\end{equation*}
$$

The solutions of (1.4) are easy to describe and a suitable $u(v)$ can be defined. Then $u(v)$ is substituted into the second equation in (1.3) to give a single equation for $v$. Treating $b$ as a bifurcation parameter and using the results of global bifurcation theory, fairly detailed results are obtained about the solutions of (1.3).

If we fix $v$ in the first equation with the Holling-Tanner interaction term, it seems considerably harder to analyze the solutions of the corresponding equation for $u$, viz.,

$$
-d_{1} \Delta u=a u-a_{1} u^{2}-\frac{a_{2} u v}{1+m u} \quad \text { on } D,\left.\quad u\right|_{\partial D}=0
$$

and we are no longer able to use our decoupling technique. In this paper we study nontrivial steady-state solutions of a simplified version of (1.1), i.e.,

$$
\begin{array}{lll}
-\Delta u=a u-a_{1} u^{2}-a_{2} u v /(1+m u) & \text { on } D, & \left.u\right|_{\partial D}=0,  \tag{1.5}\\
-\Delta v=b v-b_{1} v^{2}+b_{2} u v /(1+m u) & \text { on } D, & \left.v\right|_{\partial D}=0
\end{array}
$$

by applying bifurcation theory directly to the system (1.5). Note that we assume $d_{1}=d_{2}=1$; this is done simply for notational convenience and it is straightforward to adapt our proofs to deal also with the general case of unequal diffusion coefficients. If we assume that all the other constants in (1.5) are fixed and treat $a$ as a bifurcation parameter, we can show that (1.5) is equivalent to an operator equation of the form $w-T(a, w)=0$ where $w=(u, v)$. In the existing literature global bifurcation theorems of the type we require seem only to apply in the cases where the Fréchet derivative $T_{w}(a, 0)=a A w$ (see Rabinowitz [11]) or $T_{w}(a, 0)=a A_{1} w+A_{2} w$ (see Chow and Hale [4]) where $A, A_{1}$ and $A_{2}$ are linear operators. In some situations which we encounter $T_{w}(a, 0)$ depends on $a$ in a more complicated way and in $\S 3$ we give a formulation of some standard theorems on bifurcation which can be applied easily to all the cases in which we are interested. In $\S 2$ we discuss results we shall require later on linear problems and on the trivial solutions of (1.5). In $\S \S 4$ and 5 we treat $b$ and $a$ respectively as bifurcation parameters.

We work throughout with Dirichlet boundary conditions. Our results also apply to the more ecologically reasonable cases of Neumann and Robin boundary conditions. However Dirichlet boundary conditions present the hardest mathematical problem and so we concentrate our attention on these. In the case of Neumann boundary conditions all the steady-state solutions we obtain are spatially homogeneous.

A number of other studies have been made on the existence of steady-state solutions of the classical equations of ecology. In Dancer [7] index theory is used to give necessary and sufficient conditions for the existence of nontrivial solutions. Leung [9] has obtained existence and uniqueness results by using iteration methods. Local bifurcation methods for the classical equations describing competing species are used in Cantrell and Cosner [3].
2. Preliminaries. It is well known that the linear eigenvalue problem

$$
-\Delta \phi=\lambda \phi \quad \text { on } D, \quad \phi=0 \quad \text { on } \partial D
$$

has an infinite sequence of eigenvalues $\left\{\lambda_{n}\right\}$ such that $0<\lambda_{1}<\lambda_{2} \leqq \lambda_{3} \cdots$ with corresponding eigenfunctions $\phi_{1}, \phi_{2}, \phi_{3}, \cdots$ where $\phi_{1}(x)>0$ for $x \in D$. Suppose that $q: D \rightarrow$ $\mathbb{R}$ is smooth. Then the linear eigenvalue problem

$$
\begin{equation*}
-\Delta u+q u=\lambda u \quad \text { on } D, \quad u=0 \quad \text { on } \partial D \tag{2.1}
\end{equation*}
$$

also has an infinite sequence of eigenvalues which are bounded below. We denote the $i$ th eigenvalue of (2.1) by $\lambda_{i}(q)$. It is known that $\lambda_{1}(q)$ is a simple eigenvalue and that the corresponding eigenfunctions do not change sign on $D$. Clearly $\lambda_{1}(0)=\lambda_{1}$ and $\lambda_{1}(q)$ is an increasing function of $q$.

If 0 is not an eigenvalue of (2.1), then we can define a corresponding solution operation $K$, i.e., $K f$ is the unique solution of

$$
-\Delta u+q u=f \quad \text { on } D, \quad u=0 \quad \text { on } \partial D
$$

i.e., $K$ is the inverse of the differential operator $L=-\Delta+q$ associated with Dirichlet boundary conditions. It is well known (see e.g. Amann [1] and Sattinger [12]) that $K: C^{1}(D) \rightarrow C^{1}(D)$ and $K: L_{2}(D) \rightarrow L_{2}(D)$ is a compact operator and that $K: C^{\alpha}(D)$ $\rightarrow C_{0}^{2+\alpha}(D)$ is an isomorphism $\left(C_{0}^{2+\alpha}(D)=\left\{u \in C^{2+\alpha}(D): u(x)=0\right.\right.$ for $\left.\left.x \in \partial D\right\}\right)$.

Consider now the nonlinear boundary value problem

$$
\begin{equation*}
-\Delta u+q u=a u-a_{1} u^{2} \quad \text { on } D, \quad u=0 \quad \text { on } \partial D \tag{2.2}
\end{equation*}
$$

where $q$ is as above and $a$ and $a_{1}$ are real numbers with $a_{1}>0$. It is known that if $a \leqq \lambda_{1}(q)$ then $u=0$ is the only nonnegative solution of (2.2) whereas if $a>\lambda_{1}(q)$ then (2.2) has a solution $u$ which is positive on $D$. Since $u \rightarrow\left(a u-a_{1} u^{2}\right) / u$ is a decreasing function, it follows that (see Cohen and Laetsch [5]) for each fixed $a>\lambda_{1}(q)$ there is a unique solution of (2.2) which is positive on $D$.

Suppose now that $q=0$. We denote the unique positive solution of

$$
\begin{equation*}
-\Delta u=a u-a_{1} u^{2} \quad \text { on } D,\left.\quad u\right|_{\partial D}=0 \tag{2.3}
\end{equation*}
$$

where $a>\lambda_{1}$ by $u_{a}$. In the ( $a, u$ ) plane, i.e., $\mathbb{R} \times C^{1}(D)$, the curve of solutions $a \rightarrow u_{a}$ bifurcates from the zero solution when $a=\lambda_{1}$. The linearized operator corresponding to $u_{a}$ is the differential operator $L$ where

$$
L u(x)=-\Delta u(x)-a u(x)+2 a_{1} u_{a}(x) u(x)
$$

associated with Dirichlet boundary conditions.
Lemma 2.1. All eigenvalues of $L$ are strictly positive.
Proof. Since

$$
\begin{equation*}
-\Delta u_{a}+\left(a_{1} u_{a}-a\right) u_{a}=0 \quad \text { on } D,\left.\quad u_{a}\right|_{\partial D}=0, \tag{2.4}
\end{equation*}
$$

$u_{a}$ is a positive eigenfunction of $-\Delta+\left(a_{1} u_{a}-a\right)$ corresponding to the eigenvalue 0 and so $\lambda_{1}\left(a_{1} u_{a}-a\right)=0$. Hence $\lambda_{1}\left(2 a_{1} u_{a}-a\right)>0$ and the result is proved.

We now show that $u_{a}$ depends continuously on $a$. Define $F:\left(\lambda_{1}, \infty\right) \times C_{0}^{2+\alpha}(D) \rightarrow$ $C^{\alpha}(D)$ by

$$
F(s, u)=-\Delta u-s u+a_{1} u^{2} .
$$

Clearly $F$ is a $C^{1}$ function and $F\left(s, u_{s}\right)=0$ for all $s>\lambda_{1}$. Choose and fix $a>\lambda_{1}$. If we denote the Fréchet derivative $F_{u}\left(a, u_{a}\right)$ by $L$, then $L: C_{0}^{2+\alpha}(D) \rightarrow C^{\alpha}(D)$ such that $L u=-\Delta u-a u+2 a_{1} u_{a} u$. By Lemma 2.1 $L$ is an isomorphism and so by the Implicit Function Theorem there exists a $C^{1}$ function $\phi: \mathbb{R} \rightarrow C_{0}^{2+\alpha}(D)$ defined on a neighbourhood of $a$ such that $\phi(a)=u_{a}$ and $F(s, \phi(s))=0$. However, $F(s, u)=0$ has the unique solution $\left(s, u_{s}\right)$ close to $\left(a, u_{a}\right)$ and so $\phi(s)=u_{s}$. This $s \rightarrow u_{s}$ is a $C^{1}$ map from $\mathbb{R}$ to $C_{0}^{2+\alpha}(D)$.

Let $\eta_{a}=d u_{a} / d a$. Differentiation of (2.4) with respect to $a$ and interchange of order of the smooth derivatives involved show that

$$
-\Delta \eta_{a}+\left(2 a_{1} u_{a}-a\right) \eta_{a}=u_{a}>0 \quad \text { on } D,
$$

i.e.

$$
L \eta_{a}>0 \quad \text { on } D,\left.\quad \eta_{a}\right|_{\partial D}=0 .
$$

Since by Lemma 2.1 the principal eigenvalue of $L$ on $D$ is positive, there exists a region $\hat{D}$ containing $\bar{D}$ such that the principal eigenvalue of $L$ with Dirichlet boundary conditions on $\hat{D}$ is positive; the corresponding principal eigenfunction $\phi$ is such that $\phi$ and $L \phi$ are strictly positive on $\bar{D}$. Hence it follows from the generalized maximum principle (see [10, Chap. 2, Thm. 10]) that $\eta_{a} / \phi$ does not have a nonpositive minimum in $D$ and so $\eta_{a}>0$. Thus we have

Lemma 2.2. The map $a \rightarrow u_{a}$ is a $C^{1}$ map from $\left(\lambda_{1}, \infty\right)$ to $C_{0}^{2+\alpha}(D)$ and, if $\eta_{a}=d u_{a} / d a$, then $\eta_{a}(x)>0$ for all $x$ in $D$.

In a similar way we can define and establish the corresponding properties of $v_{b}$, the unique positive solution of

$$
-\Delta v=b v-b_{1} v^{2} \quad \text { on } D,\left.\quad v\right|_{\partial D}=0
$$

when $b>\lambda_{1}$.
We now discuss the trivial solutions of (1.5). Clearly for all values of $a$ and $b$ there is the zero solution i.e. $u=0$ and $v=0$. When $a>\lambda_{1}$, there is the semi-trivial solution $u=u_{a}$ and $v=0$ and, when $b>\lambda_{1}$, there is the semi-trivial solution $u=0$ and $v=v_{b}$. We prove the existence of nontrivial solutions by studying the bifurcations which occur from branches of semi-trivial solutions. For this purpose it is necessary to obtain some a priori information about solutions of (1.5).

Lemma 2.3. If $a>\lambda_{1}$, then $\left(a-\lambda_{1}\right) \phi / a_{1} \leqq u_{a} \leqq a / a_{1}$ where $\phi$ is the principal eigenfunction of $-\Delta$ such that $\max \phi=1$.

Proof. It is easy to check that $\left(a-\lambda_{1}\right) \phi / a_{1}$ and $a / a_{1}$ are sub and supersolutions of (2.3). But $u_{a}$ is the unique positive solution of (2.3) and so must lie between the suband supersolution.

Lemma 2.4. If $(u, v)$ is a nonnegative solution of (1.5) such that $u$ is not identically zero, then $a>\lambda_{1}$.

Proof. Since $u$ satisfies the first equation in (1.5), it follows that $-\Delta u<a u$ on $D$. Multiplying by $u$ and integrating over $D$ shows that $\int_{D}|\nabla u|^{2} d x<a \int_{D} u^{2} d x$. But by Poincaré's Inequality $\int_{D}|\nabla u|^{2} d x \geqq \lambda_{1} \int_{D} u^{2} d x$ and so $a>\lambda_{1}$.

The above lemma shows that the prey cannot coexist with the predator if its birth rate is too low. The next lemma gives a priori bounds on the population densities in terms of the birth rates.

Lemma 2.5. Suppose $(u, v)$ is a nonnegative solution of (1.5) such that $u \not \equiv 0$ and $v \not \equiv 0$. Then
(i) $u \leqq u_{a}$ and $v \leqq b_{1}^{-1}\left[b+b_{2} a /\left(a_{1}+m a\right)\right]$;
(ii) if $b>\lambda_{1}$, then $v \geqq v_{b}$.

Proof. (i) Since $u \neq 0$, it follows that $a>\lambda_{1}$ and so (2.3) has the unique positive solution $u_{a}$. Clearly $u$ is a subsolution of (2.3) and there exist arbitrarily large supersolutions of (2.3). Hence $u_{a}$ must be greater than or equal to the subsolution $u$.

As $v$ satisfies the equation

$$
\begin{equation*}
-\Delta v=\left[b-b_{1} v+b_{2} u /(1+m u)\right] v \quad \text { on } D \tag{2.5}
\end{equation*}
$$

and $u \leqq u_{a} \leqq a / a_{1}$, we have that

$$
-\Delta v \leqq\left[b-b_{1} v+a b_{2} /\left(a_{1}+m a\right)\right] v
$$

and so $\Delta v>0$ whenever $v>b_{1}^{-1}\left[b+b_{2} a /\left(a_{1}+m a\right)\right]$ ( $=B$ say.) Thus it is impossible that $v$ has a local maximum at $x_{0}$ where $v\left(x_{0}\right)>B$ and so we obtain the required upper bound for $v$.
(ii) Regarding $u$ as a fixed function, $v$ is the unique positive solution of (2.5) with Dirichlet boundary conditions. Clearly $v_{b}$ is a subsolution of (2.5) and, as there are arbitrarily large constant supersolutions of (2.5), it follows that $v \geqq v_{b}$.

Finally in this section we make a preliminary investigation of bifurcation from the branch of trivial solutions of the form $u=u_{a}, v=0$. Writing $u=u_{a}-U$ and $v=V$, it is easy to check that ( $u, v$ ) is a nonnegative solution of (1.5) if and only if $0 \leqq U \leqq u_{a}$, $V \geqq 0$ and ( $U, V$ ) satisfies

$$
\begin{align*}
& -\Delta U=a U-2 a_{1} u_{a} U+a_{2} u_{a} V /\left(1+m u_{a}\right)+f(a, x, U, V),  \tag{2.6}\\
& -\Delta V=b V+b_{2} u_{a} V /\left(1+m u_{a}\right)+g(a, x, U, V)
\end{align*}
$$

where $f$ and $g$ are smooth functions on $\left[\lambda_{1}, \infty\right) \times D \times \mathbb{R} \times \mathbb{R}$ such that

$$
\begin{aligned}
& f(a, x, U, V)=a_{1} U^{2}+a_{2}\left[\left(u_{a}-U\right) V /\left(1+m\left(u_{a}-U\right)\right)-u_{a} V /\left(1+m u_{a}\right)\right] \\
& g(a, x, U, V)=-b_{1} V^{2}+b_{2}\left[\left(u_{a}-U\right) V /\left(1+m\left(u_{a}-U\right)\right)-u_{a} V /\left(1+m u_{a}\right)\right]
\end{aligned}
$$

for $U \leqq u_{a}(x)+\frac{1}{2} m^{-1}$. Let $F:\left(\lambda_{1}, \infty\right) \times C^{1}(D) \times C^{1}(D) \rightarrow C^{1}(D)$ be defined by

$$
[F(a, U, V)](x)=f(a, x, U(x), V(x))
$$

and let $G$ be the similar operator corresponding to $g$. Clearly $F$ and $G$ are continuous and the Fréchet derivatives $F_{(U, V)}(a, 0,0)$ and $G_{(U, V)}(a, 0,0)$ are zero. Then equation (2.6) can be written as

$$
\begin{align*}
& U=a K U-2 a_{1} K\left(u_{a} U\right)+a_{2} K\left[u_{a} V /\left(1+m u_{a}\right)\right]+K F(a, U, V),  \tag{2.7}\\
& V=b K V+b_{2} K\left[u_{a} V /\left(1+m u_{a}\right)\right]+K G(a, U, V)
\end{align*}
$$

where $K$ is the inverse of $-\Delta$ with Dirichlet boundary conditions. Clearly (2.7) has the solution $U=0, V=0$ for all values of $a$ and $b$ and to find possible bifurcation points from the branch of zero solutions it is necessary to investigate the linearisation

$$
\begin{align*}
& U=a K U-2 a_{1} K\left(u_{a} U\right)+a_{2} K\left[u_{a} V /\left(1+m u_{a}\right)\right],  \tag{2.8}\\
& V=b K V+b_{2} K\left[u_{a} V /\left(1+m u_{a}\right)\right] .
\end{align*}
$$

3. Bifurcation theory. Since the dependence of the linearisation (2.8) on $a$ and $b$ is quite complicated, it is necessary to reformulate some of the standard theorems of bifurcation before we can apply them to our equations.

Let $X$ be a Banach space and let $T: \mathbb{R} \times X \rightarrow X$ be a compact, continuously differentiable operator such that $T(a, 0)=0$. Suppose we can write $T$ as

$$
\begin{equation*}
T(a, u)=K(a) u+R(a, u) \tag{3.1}
\end{equation*}
$$

where $K(a)$ is a linear compact operator and the Fréchet derivative $R_{u}(a, 0)=0$. We investigate bifurcation phenomena for the equation

$$
\begin{equation*}
u=T(a, u) \tag{3.2}
\end{equation*}
$$

treating $a$ as a bifurcation parameter.
Theorem 3.1. Suppose ( $a, 0$ ) is a bifurcation point of (3.2). Then
(i) $K(a)$ has eigenvalue 1 ;
(ii) if $\left\{\left(a_{n}, u_{n}\right)\right\}$ is a sequence of nontrivial solutions such that $a_{n} \rightarrow a$ and $u_{n} \rightarrow 0$, then there exists a subsequence of $\left\{u_{n}\right\}$, again denoted by $\left\{u_{n}\right\}$, such that $u_{n} /\left\|u_{n}\right\| \rightarrow u_{0}$ where $u_{0}$ is an eigenvector of $K(a)$ corresponding to the eigenvalue 1 .

Proof. Since $u_{n}-T\left(a_{n}, u_{n}\right)=0$ for all $n$, we have that

$$
u_{n}-T_{u}(a, 0) u_{n}=\int_{0}^{1}\left[T_{u}\left(a_{n}, s u_{n}\right) u_{n}-T_{u}(a, 0) u_{n}\right] d s
$$

Let $v_{n}=u_{n} /\left\|u_{n}\right\|$. Then

$$
v_{n}-K(a) v_{n}=\int_{0}^{1}\left[T_{u}\left(a_{n}, s u_{n}\right) v_{n}-T_{u}(a, 0) v_{n}\right] d s
$$

As $n \rightarrow \infty$, the integral term $\rightarrow 0$ and so $\lim _{n \rightarrow \infty}\left(v_{n}-K(a) v_{n}\right)=0$. Since $\left\{v_{n}\right\}$ is bounded and $K(a)$ is compact, there exists a subsequence such that $\left\{K(a) v_{n}\right\}$ is convergent. Hence there exists a subsequence of $\left\{v_{n}\right\}$ converging to $u_{0}$ say. As $\left\|v_{n}\right\|=1$ for all $n, u_{0} \neq 0$ and clearly $u_{0}-K(a) u_{0}=0$.

We now give a sufficient condition for bifurcation to occur and at the same time obtain a global bifurcation result. First we recall the notions of multiplicity of an eigenvalue and the index of a fixed point.

Let $K: X \rightarrow X$ be a compact linear operator and let $\lambda_{0}$ be a nonzero eigenvalue of $K$. Then the null space of $K-\lambda_{0} I$ denoted by $N\left(K-\lambda_{0} I\right)$ is nonempty. We define the generalized null space of $\lambda_{0}$ as $M\left(K ; \lambda_{0}\right)=\cup_{p=1}^{\infty} N\left(K-\lambda_{0} I\right)^{p}$. It is well known that

$$
N\left(K-\lambda_{0} I\right) \subseteq N\left(K-\lambda_{0} I\right)^{2} \subseteq N\left(K-\lambda_{0} I\right)^{3} \subseteq \cdots
$$

and that there exists $P$ such that $N\left(K-\lambda_{0} I\right)^{p} \varsubsetneqq N\left(K-\lambda_{0} I\right)^{p+1}$ for $p<P$ but $N\left(K-\lambda_{0} I\right)^{P}=N\left(K-\lambda_{0} I\right)^{P+1}=N\left(K-\lambda_{0} I\right)^{P+2}=\cdots$ and so

$$
M\left(K ; \lambda_{0}\right)=\bigcup_{p=1}^{P} N\left(K-\lambda_{0} I\right)^{p}
$$

Thus $\operatorname{dim} M\left(K ; \lambda_{0}\right)<\infty$ and we define the algebraic multiplicity of $\lambda_{0}$ as equal to $\operatorname{dim} M\left(K ; \lambda_{0}\right)$. If $\lambda_{0}$ has algebraic multiplicity 1 , we say that $\lambda_{0}$ is a simple eigenvalue. Clearly $\lambda_{0}$ is a simple eigenvalue if and only if $\operatorname{dim} N\left(K-\lambda_{0} I\right)=$ $\operatorname{dim} N\left(K-\lambda_{0} I\right)^{2}=1$. It is easy to show that $N\left(K-\lambda_{0} I\right)=N\left(K-\lambda_{0} I\right)^{2}$ if and only if $N\left(K-\lambda_{0} I\right) \cap R\left(K-\lambda_{0} I\right)=\{0\}$ where $R\left(K-\lambda_{0} I\right)$ denotes the range space of $K-\lambda_{0} I$. Thus $\lambda_{0}$ is a simple eigenvalue of $K$ if and only if $\operatorname{dim} N\left(K-\lambda_{0} I\right)=1$ and $N\left(K-\lambda_{0} I\right) \cap R\left(K-\lambda_{0} I\right)=\{0\}$.

Suppose now that $I-K: X \rightarrow X$ is a bijection. Then it is well known that the Leray Schauder degree $\operatorname{deg}(I-K, B, 0)=(-1)^{p}$ where $B$ is a ball centre 0 in $X$ and $p=$ sum of the algebraic multiplicities of the eigenvalues of $K$ which are $>1$ (see Krasnoselskii [8]). Suppose $T: X \rightarrow X$ is a compact differentiable operator. If $x_{0}$ is an isolated fixed point of $T$, we define the index of $T$ at $x_{0}$ as $i\left(T, x_{0}\right)=\operatorname{deg}\left(I-T, B, x_{0}\right)$ where $B$ is a ball centre $x_{0}$ such that $x_{0}$ is the only fixed point of $T$ in $B$. If $x_{0}$ is a fixed point of $T$ such that $I-T^{\prime}\left(x_{0}\right)$ is invertible, then $x_{0}$ is an isolated fixed point of $T$ and

$$
i\left(T, x_{0}\right)=\operatorname{deg}\left(I-T, B, x_{0}\right)=\operatorname{deg}\left(I-T^{\prime}\left(x_{0}\right), \hat{B}, 0\right)
$$

where $B$ is a sufficiently small ball centre $x_{0}$ and $\hat{B}$ is a ball centre 0 .
We now state the result we shall use on global bifurcation. Suppose $T: \mathbb{R} \times X \rightarrow X$ is as given by (3.1).

Theorem 3.2. Let $a_{0}$ be such that $I-K(a)$ is invertible if $0<\left|a-a_{0}\right|<\varepsilon$ for some $\varepsilon>0$. Suppose $i(T(a, \cdot), 0)$ is constant on $\left(a_{0}-\varepsilon, a_{0}\right)$ and on $\left(a_{0}, a_{0}+\varepsilon\right)$ such that, if $a_{0}-\varepsilon<a_{1}<a_{0}<a_{2}<a_{0}+\varepsilon$, then $i\left(T\left(a_{1}, \cdot\right), 0\right) \neq i\left(T\left(a_{2}, \cdot\right), 0\right)$. Then there exists $a$ continuum $C$ in the $(a-u)$-plane of solutions of (3.2) such that one of the following alternatives holds
(i) C joins $\left(a_{0}, 0\right)$ to $(\hat{a}, 0)$ where $I-K(\hat{a})$ is not invertible.
(ii) C joins $\left(a_{0}, 0\right)$ to $\infty$ in $\mathbb{R} \times X$.

The above results can be proved by using exactly the same argument as in Rabinowitz [11]. The index $i(T(a, \cdot), 0)$ can be calculated by investigating the eigenvalues of $K(a)$.
4. Structure of solutions with $\boldsymbol{b}$ as bifurcation parameter. In this section we shall regard $b$ as a bifurcation parameter and suppose that all other constants are fixed. For all values of $b$ we have the branch of zero solutions of (1.5) $S_{0}=\{(b, 0,0): b \in \mathbb{R}\}$. When $b$ crosses $\lambda_{1}$, there bifurcates from $S_{0}$ the branch of semi-trivial solutions $S_{1}=\left\{\left(b, 0, v_{b}\right): b>\lambda_{1}\right\}$. Lemma 2.4 shows that, when $a$ is fixed $\leqq \lambda_{1}$, then all nonnegative solutions of (1.5) lie on either $S_{0}$ or $S_{1}$. For the rest of this section we suppose that $a$ is fixed $>\lambda_{1}$ so that we also have the branch of semi-trivial solutions $S_{2}=$ $\left\{\left(b, u_{a}, 0\right): b \in \mathbb{R}\right\}$. We show that there is a continuum of nontrivial solutions (i.e. in which neither $u$ nor $v$ is identically zero) joining $S_{1}$ and $S_{2}$.

First we use the result of Crandall and Rabinowitz [6] on bifurcation from a simple eigenvalue to obtain a local result on bifurcation from $S_{2}$. Motivated by (2.7), we define $T: \mathbb{R} \times C^{1}(D) \times C^{1}(D) \rightarrow C^{1}(D) \times C^{1}(D)$ by $T(b, u, v)=\left(a K u-2 a_{1} K\left(u_{a} u\right)+\right.$ $\left.a_{2} K\left[u_{a} v /\left(1+m u_{a}\right)\right]+K F(a, u, v), b K v+b_{2} K\left[u_{a} v /\left(1+m u_{a}\right)\right]+K G(a, u, v)\right)$ where $K$ is the inverse of $-\Delta$ with Dirichlet boundary conditions. Let $H=I-T$. Then $H(b, u, v)=0$ with $0 \leqq u \leqq u_{a}$ and $v \geqq 0$ if and only if ( $b, u_{a}-u, v$ ) is a nonnegative solution of (1.5). It is easy to see that $H$ is a $C^{1}$ function with $H(b, 0,0)=0$. Straightforward computations show that $H$ has Fréchet derivative

$$
\begin{align*}
& H_{(u, v)}(b, 0,0)(\phi, \psi)  \tag{4.1}\\
& \quad=\left(\phi-a K \phi+2 a_{1} K\left(u_{a} \phi\right)-a_{2} K\left[u_{a} \psi /\left(1+m u_{a}\right)\right], \psi-b K \psi-b_{2} K\left[u_{a} \psi /\left(1+m u_{a}\right)\right]\right)
\end{align*}
$$

For notational convenience let $q(x)=u_{a}(x) /\left(1+m u_{a}(x)\right)$. Let $b_{0}=\lambda_{1}\left(-b_{2} q\right)$ and let $\psi_{1}$ denote a corresponding nonnegative principal eigenfunction corresponding to principal eigenvalue $b_{0}$ of

$$
-\Delta \psi-b_{2} q \psi=b \psi \quad \text { on } D,\left.\quad \psi\right|_{\partial D}=0
$$

It is easy to check that $N\left(H_{(u, v)}\left(b_{0}, 0,0\right)\right)=\operatorname{span}\left\{\left(\phi_{1}, \psi_{1}\right)\right\}$ where $\phi_{1}=a_{2} K_{1}\left[q \psi_{1}\right]$ and $K_{1}$ denotes the inverse of $-\Delta-a+2 a_{1} u_{a}$ with Dirichlet boundary conditions. Thus $\operatorname{dim} N\left(H_{(u, v)}\left(b_{0}, 0,0\right)\right)=1$. It follows from the properties of compact operators that the codimension of $R\left(H_{(u, v)}\left(b_{0}, 0,0\right)\right)=1$.

Using (4.1), it is easy to see that the Fréchet derivative

$$
H_{b,(u, v)}\left(b_{0}, 0,0\right)\left(\phi_{1}, \psi_{1}\right)=\left(0,-K \psi_{1}\right)
$$

Suppose that $\left(0,-K \psi_{1}\right) \in R\left(H_{(u, v)}\left(b_{0}, 0,0\right)\right)$. Then there exists $\psi \in C^{1}(D)$ such that

$$
\psi-b K \psi-b_{2} K[q \psi]=-K \psi_{1}
$$

and so

$$
\begin{equation*}
-\Delta \psi-b \psi-b_{2} q \psi=-\psi_{1} \tag{4.2}
\end{equation*}
$$

Multiplying (4.2) by $\psi_{1}$ and integrating over $D$ shows that $\int_{D} \psi_{1}^{2} d x=0$ and this is impossible. Thus $\left(0,-K \psi_{1}\right) \notin R\left(H_{(u, v)}\left(b_{0}, 0,0\right)\right)$.

We have shown that $H$ satisfies all the hypotheses of Theorem 1.7 of [6]. Thus there exists a real interval $(-\varepsilon, \varepsilon)$ and functions $b:(-\varepsilon, \varepsilon) \rightarrow \mathbb{R}, u, v:(-\varepsilon, \varepsilon) \rightarrow C^{1}(D)$ such that the nontrivial zeros of $H$ close to $\left(b_{0}, 0,0\right)$ lie on the curve $\left\{\left(b(s), s \phi_{1}+\right.\right.$ $\left.\left.s u(s), s \psi_{1}+s v(s)\right):-\varepsilon<s<\varepsilon\right\}$ where $b(0)=b_{0}, u(0)=v(0)=0$. It follows that for the system of equations (1.5) bifurcation occurs from the branch of semi-trivial solutions $S_{2}$ at $\left(b_{0}, u_{a}, 0\right)$ and close to the bifurcation point the nontrivial solutions lie on the curve $\left\{\left(b(s), u_{a}-s \phi_{1}-s u(s), s \psi_{1}+s v(s)\right):-\varepsilon<s<\varepsilon\right\}$. Points on the curve with $s>0$ correspond to nontrivial, nonnegative solutions of (1.5).

We now investigate the global nature of the above curve of nontrivial, nonnegative solutions in the $b-(u, v)$ plane, i.e., in $\mathbb{R} \times C^{1}(D) \times C^{1}(D)$. Theorems 4.1 and 4.2 give limitations on the values of $b$ for which such solutions can exist.

Theorem 4.1. If $(b, u, v)$ be a nontrivial, nonnegative solution of (1.5), then $b>b_{0}$ (i.e. $b>\lambda_{1}\left(-b_{2} q\right)$ ).

Proof. We have that

$$
-\Delta v-\left[b_{2} u /(1+m u)\right] v=b v-b_{1} v^{2}
$$

Since $u \leqq u_{a}$, it follows that

$$
-\Delta v-b_{2} q v \leqq b v-b_{1} v^{2}
$$

Multiplying by $v$ and integrating over $D$, we obtain

$$
-\int_{D}\left(\Delta v+b_{2} q v\right) v d x<b \int_{D} v^{2} d x
$$

By the spectral theorem

$$
-\int_{D}\left(\Delta v+b_{2} q v\right) v d x \geqq b_{0} \int_{D} v^{2} d x
$$

and so it follows that $b>b_{0}$.
The above result shows that the bifurcation of nonnegative solutions from $S_{2}$ at $\left(b_{0}, u_{a}, 0\right)$ must be to the right. The next result shows that the branch of nontrivial solutions cannot extend too far to the right.

Theorem 4.2. There exists $M>0$ such that, if $(b, u, v)$ is a nontrivial, nonnegative solution of (1.5), then $b \leqq M$.

Proof. By Lemma $2.3 v_{b} \geqq\left(b-\lambda_{1}\right) \phi / b_{1}$ where $\phi$ is the principal eigenfunction of $-\Delta$ with $\sup \phi=1$. If $\alpha$ is a positive constant, it follows that $\lim _{b \rightarrow \infty} \lambda_{1}\left(\alpha v_{b}\right)=\infty$ (see [2, Thm. 3.4]). Choose $M$ such that $\lambda_{1}\left(a_{1} a_{2} v_{b} /\left(a_{1}+m a\right)\right)>a$ whenever $b>M$.

Suppose ( $b, u, v$ ) is a nontrivial, nonnegative solution of (1.5). Then $u$ is a nontrivial solution of

$$
-\Delta u+\left[a_{2} v /(1+m u)\right] u=a u-a_{1} u^{2}
$$

and so $a>\lambda_{1}\left(a_{2} v /(1+m u)\right.$. Since $v \leqq v_{b}$ and $u \leqq a / a_{1}$, it follows that $a>$ $\lambda_{1}\left(a_{1} a_{2} v_{b} /\left(a_{1}+m a\right)\right)$. Hence we must have that $b<M$.

We now show that $T$ satisfies the hypotheses of our global bifurcation result, i.e., Theorem 3.2. We can write $T$ as

$$
T(b, u, v)=K(b)(u, v)+R(b, u, v)
$$

where $K(b)$ is the compact linear operator such that $K(b)(u, v)=\left(a K u-2 a_{1} K\left(u_{a} u\right)+\right.$ $\left.a_{2} K(q v), b K v+b_{2} K(q v)\right)$ and $K(b)$ and $R(b, u, v)$ satisfy the conditions given at the start of $\S 3.1$. In order to show that the hypotheses of Theorem 3.2 are satisfied, we must calculate the index $i(T(b, \cdot), 0)$ when $b$ is close to $b_{0}$. This index is equal to $(-1)^{\beta}$ where $\beta$ is the sum of the algebraic multiplicities of eigenvalues of $K(b)>1$.

Suppose that $\mu>0$ is an eigenvalue of $K(b)$. Then there exists a nonzero function $v$ such that

$$
b K v+b_{2} K(q v)=\mu v
$$

and so

$$
\begin{equation*}
-\mu \Delta v-b_{2} q v=b v \quad \text { on } D, \quad v=0 \quad \text { on } \partial D \tag{4.3}
\end{equation*}
$$

i.e. $b$ is an eigenvalue of (4.3). Conversely, if $\mu \geqq 1$ and $b$ is an eigenvalue of (4.3) with corresponding eigenfunction $v$, then $(u, v)$ is an eigenfunction of $K(b)$ corresponding to the eigenvalue $\mu$ where $u$ is the unique solution of

$$
-\mu \Delta u-a u+2 a_{1} u_{a} u=a_{2} q v \quad \text { on } D, \quad u=0 \quad \text { on } \partial D .
$$

Note that, since all eigenvalues of $-\Delta-a+2 a_{1} u_{a}$ are positive by Lemma 2.1 and $\mu>1$, it follows that $-\mu \Delta-a+2 a_{1} u_{a}$ is invertible. The eigenvalues of (4.3) form an increasing sequence $\gamma_{1}(\mu)<\gamma_{2}(\mu) \leqq \gamma_{3}(\mu) \leqq \cdots$ and the variational characterisation of eigenvalues shows that $\mu \rightarrow \gamma_{i}(\mu)$ is a continuous increasing function. Thus $\mu \geqq 1$ is an eigenvalue of $K(b)$ if and only if $b=\gamma_{i}(\mu)$ for some $\mu$. Clearly $\gamma_{i}(1)=\lambda_{i}\left(-b_{2} q\right)$.

Suppose that $b<b_{0}$, i.e., $b<\lambda_{1}\left(-b_{2} q\right)$. Hence $b<\gamma_{1}(1)$ and so $b<\gamma_{i}(\mu)$ for $i=$ $1,2, \cdots$ and $\mu \geqq 1$. Hence $K(b)$ has no eigenvalues $>1$ and so $i(T(b, \cdot), 0)=1$.

Suppose $b_{0}<b<\lambda_{2}\left(-b_{2} q\right)$. Then $\gamma_{1}(1)<b<\gamma_{2}(1)$. Since $\mu \rightarrow \gamma_{1}(\mu)$ is increasing with $\lim _{\mu \rightarrow \infty} \gamma_{1}(\mu)=\infty$, there exists a unique $\mu>1\left(\mu_{1}\right.$ say) such that $b=\gamma_{1}\left(\mu_{1}\right)$. Since $b<\gamma_{2}(1)$, it follows that $b<\gamma_{i}(\mu)$ for $i=2,3, \cdots$ and $\mu \geqq 1$. Thus $\mu_{1}$ is the only eigenvalue of $K(b)$ which is greater than 1 . We now show that $\mu_{1}$ is a simple eigenvalue of $K(b)$. The discussion above shows that $N\left(K-\mu_{1} I\right)=\operatorname{span}\{(\phi, \psi)\}$ where $\psi$ is the principal eigenfunction corresponding to the eigenvalue $b$ of

$$
-\mu_{1} \Delta v-b_{2} q v=b v \quad \text { on } D, \quad v=0 \quad \text { on } \partial D
$$

and $\phi=a_{2} K_{1}[q \psi]$ and $K_{1}$ denotes the inverse of $-\mu_{1} \Delta-a+2 a_{1} u_{a}$. Thus $\operatorname{dim} N\left(K(b)-\mu_{1} I\right)=1$. Suppose that $(\phi, \psi) \in R\left(K(b)-\mu_{1} I\right)$. Then there exists $v$ such that

$$
b K v+b_{2} K(q v)-\mu_{1} v=\psi
$$

Hence

$$
-\mu_{1} \Delta v-b v-b_{2} q v=-\Delta \psi=-\mu_{1}^{-1}\left(b \psi+b_{2} q \psi\right) \quad \text { on } D .
$$

Multiplying by $\psi$ and integrating over $D$ shows that $\int_{D}\left(b+b_{2} q\right) \psi^{2} d x=0$ which is impossible. Hence $R\left(K(b)-\mu_{1} I\right) \cap N\left(K(b)-\mu_{1} I\right)=\{0\}$ and so $\mu_{1}$ is a simple eigenvalue of $K(b)$. Thus $i(T(b, \cdot), 0)=-1$ whenever $b_{0}<b<\lambda_{2}\left(-b_{2} q\right)$.

Therefore Theorem 3.2 can be applied to $T$. Thus there exists a continuum $C_{0}$ of solutions of $(u, v)=T(b, u, v)$ in the $b-(u, v)$ plane, i.e., in $\mathbb{R} \times C^{1}(D) \times C^{1}(D)$ emanating from $\left(b_{0}, 0,0\right)$ and either joining with $(\hat{b}, 0,0)$ where $I-K(\hat{b})$ is not invertible or joining with $\infty$. Close to the bifurcation point all solutions lie on the curve whose existence we proved by using the Crandall and Rabinowitz theorem. Let $C_{1}$ be the maximal continuum of solutions contained in $C_{0}-\left\{\left(b(s), s \phi_{1}+s u(s), s \psi_{1}+s v(s)\right):-\varepsilon\right.$ $<s \leqq 0\}$. Then close to the bifurcation point $\left(b_{0}, 0,0\right) C_{1}$ consists of the curve $\left\{\left(b(s), s \phi_{1}+s u(s), s \psi_{1}+s v(s)\right): 0<s<\varepsilon\right\}$ and it can be shown by a reflection argument exactly as in Rabinowitz [11] that $C_{1}$ either satisfies one of the same alternatives as $C_{0}$ or contains a pair of points of the form $(b, u, v)$ and $(b,-u,-v)$ where $(u, v) \neq$ $(0,0)$. Let $C=\left\{\left(b, u_{a}-u, v\right):(b, u, v) \in C_{1}\right\}$. Clearly, if $u, v \geqq 0$ and $(b, u, v) \in C$, then ( $b, u, v$ ) is a solution of system (1.5). Let

$$
P_{1}=\left\{u \in C^{1}(D): u(x)>0 \text { for } x \in D \text { and } \partial u / \partial n(x)<0 \text { for } x \in \partial D\right\}
$$

and let

$$
P=\left\{(b, u, v): b \in \mathbb{R} \text { and } u, v \in P_{1}\right\} .
$$

Clearly $C \subset P$ in a neighbourhood of the bifurcation point ( $b_{0}, u_{a}, 0$ ). However
Theorem 4.3. $C-\left\{\left(b_{0}, u_{a}, 0\right)\right\}$ is not contained in $P$.
Proof. Suppose $C-\left\{\left(b_{0}, u_{a}, 0\right)\right\}$ is contained in $P$; we shall obtain a contradiction. By the previous discussion the continuum $C-\left\{\left(b_{0}, u_{a}, 0\right)\right\}$ must
(i) contain points of the form $\left(b, u_{a}-u, v\right)$ and $\left(b, u_{a}+u,-v\right)$ or
(ii) join up with a bifurcation point of the form $\left(\hat{b}, u_{a}, 0\right)$ where $\hat{b} \neq b_{0}$ and $I-K(\hat{b})$ is not invertible or
(iii) join $\left(b_{0}, u_{a}, 0\right)$ with $\infty$.

Since the continuum is contained in $P$ neither (i) nor (ii) is possible. By Theorem 4.1 and Theorem 4.2 we must have that $b_{0}<b<M$ whenever $(b, u, v) \subset C$. Therefore by Lemma 2.5 there exists a constant $M_{1}>0$ such that $|u(x)|,|v(x)| \leqq M_{1}$ for all $x \in D$ whenever $(b, u, v) \in C$. It follows from standard bootstrapping arguments that $C$ is bounded in $\mathbb{R} \times C^{1}(D) \times C^{1}(D)$ and so (iii) is also impossible. This is a contradiction and so the continuum is not contained in $P$.

Theorem 4.4. C joins with $S_{1}$.
Proof. Since $C-\left\{\left(b_{0}, u_{a}, 0\right)\right\}$ is not contained in $P$, there exists $(\hat{b}, \hat{u}, \hat{v}) \in$ $\left[C-\left\{\left(b_{0}, u_{a}, 0\right)\right\}\right] \cap \partial P$ which is the limit of a sequence $\left\{\left(b_{n}, u_{n}, v_{n}\right)\right\} \subseteq C \cap P$. As $(\hat{b}, \hat{u}, \hat{v}) \in \partial P$, either $\hat{u} \in \partial P_{1}$ or $\hat{v} \in \partial P_{1}$.

Suppose $\hat{v} \in \partial P_{1}$. Then $\hat{v}(x) \geqq 0$ for $x \in D$ and either $\hat{v}(x)=0$ for some $x \in D$ or $\partial \hat{v} / \partial n(x)=0$ for some $x \in \partial D$. It follows from the second equation in system (1.5) that

$$
-\Delta \hat{v}+\left[M-b+b_{1} \hat{v}-b_{2} \hat{u} /(1+m \hat{u})\right] \hat{v}=M \hat{v} \geqq 0 \quad \text { on } D
$$

where $M$ is a constant chosen sufficiently large so that the term in the square brackets is positive for all $x \in D$. It follows from the maximum principle that $\hat{v} \equiv 0$. A similar but simpler argument shows that if $\hat{u} \in \partial P_{1}$ then $\hat{u} \equiv 0$. Thus $\hat{u} \equiv 0$ or $\hat{v} \equiv 0$.

Suppose that $\hat{u} \equiv 0$ and $\hat{v} \equiv 0$. Then ( $\hat{b}, \hat{u}, \hat{v}$ ) lies on the branch of trivial solutions $S_{0}=\{(b, 0,0): b \in \mathbb{R}\}$. The only nontrivial, nonnegative solutions which are close to $S_{0}$ lie on the semi-trivial branch $S_{1}=\left\{\left(b, 0, v_{b}\right): b \geqq \lambda_{1}\right\}$ and so there cannot exist a sequence in $P$ converging to $(\hat{b}, 0,0)$. Hence either $\hat{u}$ or $\hat{v}$ is nonzero.

Suppose that $\hat{u}$ is nonzero and $\hat{v} \equiv 0$. Then $(\hat{b}, \hat{u}, \hat{v})$ lies on $S_{2}=\left\{\left(b, u_{a}, 0\right): b \in \mathbb{R}\right\}$ and so is a bifurcation point on $S_{2}$ from which bifurcate nontrivial and nonnegative solutions. Therefore by Theorem $3.1 \hat{b}$ is such that 1 is an eigenvalue of $K(\hat{b})$ with corresponding eigenfunctions which are nonnegative on $D$. If ( $u, v$ ) is a nonnegative eigenfunction corresponding to $\hat{b}$, then $v$ satisfies

$$
-\Delta v-b_{2} q v=\hat{b} v \quad \text { on } D, \quad v=0 \quad \text { on } \partial D
$$

and since $v$ is nontrivial and nonnegative, it follows that $\hat{b}=\lambda_{1}\left(-b_{2} q\right)=b_{0}$ and this is impossible.

Thus the only remaining possibility is that $\hat{v}$ is nonzero and $\hat{u} \equiv 0$. In this case ( $\hat{b}, \hat{u}, \hat{v}$ ) must lie on $S_{1}$. Hence $C$ joins up with $S_{1}$.

It is possible to use our methods to analyze the bifurcation which occurs when $C$ joins up with $S_{1}$. The arguments involved are very similar to those we develop in the next section and so we omit the details here. In fact $C$ joins $S_{1}$ when $b$ is such that $a=\lambda_{1}\left(a_{2} v_{b}\right)$ (when $b=b_{1}$ say). The argument in Theorem 4.4 shows that, if $(b, u, v) \in C$ $\cap \partial P$, then $(b, u, v) \in S_{1}$. Thus $C$ provides a continuum of nontrivial, nonnegative solutions joining ( $b_{0}, u_{a}, 0$ ) on $S_{2}$ to the point $\left(b_{1}, 0, \hat{v}\right)$ on $S_{1}$. In particular we can conclude

Theorem 4.5. The system of equations (1.5) has a nontrivial, nonnegative solution provided $b_{0}<b<b_{1}$.
5. Structure of solutions with $\boldsymbol{a}$ as bifurcation parameter. We now treat $a$ as a bifurcation parameter and assume that all the other constants are fixed. The decoupling technique of [2] works in this case. Suppose $b>\lambda_{1}$. Then (1.5) has a continuum of semi-trivial solutions $S_{1}=\left\{\left(a, 0, v_{b}\right): a \in \mathbb{R}\right\}$ and it can be proved as in [2] that there is a continuum $C$ of nontrivial, nonnegative solutions bifurcating from $S_{1}$ at $\left(\lambda_{1}\left(a_{2} v_{b}\right), 0, v_{b}\right)$ such that $C$ does not join up with any other continuum and goes to $\infty$ as $a \rightarrow \infty$. Thus the following result holds.

Theorem 5.1. If $b>\lambda_{1}$, then the system of equations (1.5) has a nontrivial, nonnegative solution provided $a>\lambda_{1}\left(a_{2} v_{b}\right)$.

The above result could also be established by using an argument similar to that of the preceding section.

Suppose now that $b<\lambda_{1}$. In this case we have the continuum of trivial solutions $S_{0}=\{(a, 0,0): a \in \mathbb{R}\}$ and the continuum of semi-trivial solutions $S_{1}=\left\{\left(a, u_{a}, 0\right): a \geqq\right.$ $\left.\lambda_{1}\right\}$. In [2], using decoupling techniques for the classical predator-prey equations it was shown that the stability of the semi-trivial solution ( $u_{a}, 0$ ) changes as $a$ is increased and this indicates that a continuum of nontrivial, nonnegative solutions bifurcates from $S_{1}$. We now use bifurcation techniques similar to those of the preceding section to make a direct investigation of this continuum for the more complicated system (1.5).

As we are linearizing about the same solution as in the previous section, bifurcation seems likely to occur at values of $a$ such that $b=\lambda_{1}\left(-b_{2} u_{a} /\left(1+m u_{a}\right)\right)$. Modifying our notation slightly from that used in the previous section in order to highlight the dependence on $a$, we let $q_{a}(x)=u_{a}(x) /\left(1+m u_{a}(x)\right)$. Since $u_{a}$ is an increasing function of $a, q_{a}$ is also an increasing function of $a$. Clearly $q_{a}(x) \leqq m^{-1}$ for all $a$. Hence $\lambda_{1}\left(-b_{2} q_{a}\right)$ is a decreasing function of $a$ and $\lambda_{1}\left(-b_{2} q_{a}\right) \geqq \lambda_{1}-b_{2} / m$ for all $a$. Thus
$\lim _{a \rightarrow \infty} \lambda_{1}\left(-b_{2} q_{a}\right)$ exists and $\lim _{a \rightarrow \infty} \lambda_{1}\left(-b_{2} q_{a}\right) \geqq \lambda_{1}-b_{2} / m$. By Lemma $2.3 u_{a}$ converges uniformly to $\infty$ on any compact subset of $D$ and so $b_{2} q_{a}$ converges uniformly to $b_{2} / m$. If $\phi$ denotes the principal eigenfunction of $-\Delta$ with zero boundary conditions such that $\int_{D} \phi^{2} d x=1$, then $\int_{D}|\nabla \phi|^{2} d x=\lambda_{1}$. Since $\lim _{a \rightarrow \infty} \int_{D} b_{2} q_{a} \phi^{2} d x=b_{2} / m \int_{D} \phi^{2} d x$ $=b_{2} / m$, it follows that

$$
\lim _{a \rightarrow \infty} \int_{D}\left(|\nabla \phi|^{2}-b_{2} q_{a} \phi^{2}\right) d x=\lambda_{1}-b_{2} / m
$$

Hence by the variational characterisation of eigenvalues $\lim _{a \rightarrow \infty} \lambda_{1}\left(-b_{2} q_{a}\right) \leqq \lambda_{1}-$ $b_{2} / m$.

Thus we have shown
Lemma 5.1. $\lim _{a \rightarrow \infty} \lambda_{1}\left(-b_{2} q_{a}\right)=\lambda_{1}-b_{2} / m$.
Our first theorem shows that if the predator birth rate is too low then no nontrivial solutions exist. This result differs from what occurs in the classical case where, however negative the predator birth rate, nontrivial solutions exist provided the prey birth rate is sufficiently large.

Theorem 5.2. If $(a, u, v)$ is a nonnegative solution of (1.5) with $v \not \equiv 0$, then $b>\lambda_{1}-$ $b_{2} / m$.

Proof. Since

$$
-\Delta v-\left[b_{2} u /(1+m u)\right] v=b v-b_{1} v^{2}
$$

it follows that

$$
-\Delta v-b_{2} / m v \leqq b v-b_{1} v^{2}
$$

Multiplying by $v$ and integrating over $D$, we obtain

$$
-\int_{D} \Delta v \cdot v d x-b_{2} / m \int_{D} v^{2} d x<b \int_{D} v^{2} d x .
$$

Since $-\int_{D} \Delta v \cdot v d x \geqq \lambda_{1} \int_{D} v^{2} d x$, it follows that $b>\lambda_{1}-b_{2} / m$.
The above theorem shows that, if we fix $b \leqq \lambda_{1}-b_{2} / m$, there can be no bifurcation of nontrivial solutions from $S_{1}$. From now on we suppose that $b$ is fixed such that $b>\lambda_{1}-b_{2} / m$. Since $a \rightarrow \lambda_{1}\left(-b_{2} q_{a}\right)$ is a decreasing function which equals $\lambda_{1}$ when $a=\lambda_{1}$ and tends to $\lambda_{1}-b_{2} / m$ as $a \rightarrow \infty$, there is a unique value of $a>\lambda_{1}$, say $\alpha$, such that $b=\lambda_{1}\left(-b_{2} q_{\alpha}\right)$. We show that bifurcation from $S_{1}$ occurs at $\left(\alpha, u_{\alpha}, 0\right)$.

Motivated by equation (2.7) as in the previous section but now interested in varying $a$ rather than $b$, we define $T: \mathbb{R} \times C^{1}(D) \times C^{1}(D) \rightarrow C^{1}(D) \times C^{1}(D)$ by

$$
\begin{aligned}
& T(a, u, v) \\
& \quad=\left(a K u-2 a_{1} K\left(u_{a} u\right)+a_{2} K\left(q_{a} v\right)+K F(a, u, v), b K v+b_{2} K\left(q_{a} v\right)+K G(a, u, v)\right)
\end{aligned}
$$

and let $H=I-T$. Then $H(a, u, v)=0$ with $0 \leqq u \leqq u_{a}$ and $v \geqq 0$ if and only if $\left(a, u_{a}-u, v\right)$ is a nonnegative solution of (1.5). Clearly $H(a, 0,0)=0$ and it follows from Lemma 2.2 that $H$ is a $C^{1}$ function. The Fréchet derivative with respect to $(u, v)$ is

$$
H_{(u, v)}(a, 0,0)(\phi, \psi)=\left(\phi-a K \phi+2 a_{1} K\left(u_{a} \phi\right)-a_{2} K\left(q_{a} \psi\right), \psi-b K \psi-b_{2} K\left(q_{a} \psi\right)\right) .
$$

We have that $N\left(H_{(u, v)}(\alpha, 0,0)\right)=\operatorname{span}\left\{\left(\phi_{1}, \psi_{1}\right)\right\}$ where $\psi_{1}$ is a nonnegative eigenfunction corresponding to the principal eigenvalue $b\left(=\lambda_{1}\left(-b_{2} q_{\alpha}\right)\right)$ of

$$
-\Delta \psi-b_{2} q_{\alpha} \psi=b \psi \quad \text { on } D,\left.\quad \psi\right|_{\partial D}=0
$$

and $\phi_{1}=a_{2} K_{1}\left(q_{\alpha} \psi_{1}\right)$ where $K_{1}$ denotes the inverse of $-\Delta-a+2 a_{1} u_{a}$ with Dirichlet boundary conditions. Thus $\operatorname{dim} N\left(H_{(u, v)}(\alpha, 0,0)\right)=1$ and it follows that the codimension of $R\left(H_{(u, v)}(\alpha, 0,0)\right)=1$.

It is easy to check that further differentiation with respect to $a$ gives

$$
\begin{aligned}
& H_{a,(u, v)}(\alpha, 0,0)\left(\phi_{1}, \psi_{1}\right) \\
& \quad=\left(-K \phi_{1}+2 a_{1} K\left(u_{\alpha}^{\prime} \phi_{1}\right)-a_{2} K\left[\psi_{1} u_{\alpha}^{\prime} /\left(1+m u_{\alpha}\right)^{2}\right],-b_{2} K\left[\psi_{1} u_{\alpha}^{\prime} /\left(1+m u_{\alpha}\right)^{2}\right]\right)
\end{aligned}
$$

where $u_{a}^{\prime}=d u_{a} / d a$. Suppose that $H_{a,(u, v)}(\alpha, 0,0)\left(\phi_{1}, \psi_{1}\right) \in R\left(H_{(u, v)}(\alpha, 0,0)\right)$. Then there exists $v$ such that

$$
v-b K v-b_{2} K\left(q_{\alpha} v\right)=-b_{2} K\left[\psi_{1} u_{\alpha}^{\prime} /\left(1+m u_{\alpha}\right)^{2}\right]
$$

and so

$$
-\Delta v-b v-b_{2} q_{a} v=-b_{2} \psi_{1} u_{\alpha}^{\prime} /\left(1+m u_{\alpha}\right)^{2} .
$$

Multiplying by $\psi_{1}$ and integrating over $D$ shows that

$$
0=-b_{2} \int_{D} u_{\alpha}^{\prime} \psi_{1}^{2} /\left(1+m u_{\alpha}\right)^{2} d x .
$$

But by Lemma $2.2 u_{\alpha}^{\prime}$ is positive on $D$ and so we have a contradiction.
Thus the hypotheses of the Crandall-Rabinowitz theorem are satisfied and so there exists a curve of nontrivial, nonnegative solutions of (1.5) bifurcating from $S_{1}$ at $\left(\alpha, u_{\alpha}, 0\right)$. We shall investigate the global nature of this continuum. First we show that bifurcation of nonnegative solutions is to the right.

Theorem 5.3. If $(a, u, v)$ is a nontrivial, nonnegative solution of (1.5), then $a>\alpha$.
Proof. Suppose $a \leqq \alpha$. Then $b=\lambda_{1}\left(q_{\alpha}\right) \leqq \lambda_{1}\left(q_{a}\right)$. But by Theorem 4.1 system (1.5) has nontrivial, nonnegative solutions only when $b>\lambda_{1}\left(q_{a}\right)$. Thus, if $(a, u, v)$ is nontrivial, $a>\alpha$.

We now compute $i(T(a, \cdot), 0)$ so that we can apply our global bifurcation result. This index is $(-1)^{\beta}$ where $\beta$ is the sum of the algebraic multiplicities of the eigenvalues of $K(a)>1$ where $K(a)$ is the compact linear operator

$$
K(a)(u, v)=\left(a K u-2 a_{1} K\left(u_{a} u\right)+a_{2} K\left(q_{a} v\right), b K v+b_{2} K\left(q_{a} v\right)\right) .
$$

If $\mu>0$ is an eigenvalue of $K(a)$, then $b$ must be an eigenvalue of

$$
\begin{equation*}
-\mu \Delta v-b_{2} q_{a} v=\lambda v \quad \text { on } D,\left.\quad v\right|_{\partial D}=0 . \tag{5.1}
\end{equation*}
$$

Conversely, if $\mu \geqq 1$ and $b$ is an eigenvalue of (5.1) with corresponding eigenfunction $v$, then $(u, v)$ is an eigenfunction of $K(a)$ corresponding to the eigenvalue $\mu$ where $u=\left(-\mu \Delta-a+2 a_{1} u_{a}\right)^{-1} v$, the inverted differential operator corresponding to zero boundary conditions.

Suppose that $a<\alpha$ and $\mu \geqq 1$ is an eigenvalue of $K(a)$. Then $b$ is an eigenvalue of (5.1) and, since $\mu \geqq 1$, it follows that $b>$ the least eigenvalue of $-\Delta-b_{2} q_{a}$, i.e. $b>$ $\lambda_{1}\left(-b_{2} q_{a}\right)$. But $b=\lambda_{1}\left(-b_{2} q_{\alpha}\right)<\lambda_{1}\left(-b_{2} q_{a}\right)$ and this is a contradiction. Hence, if $a<\alpha$, $K(a)$ has no eigenvalues $>1$ and so $i(T(a, \cdot), 0)=1$.

Now suppose that $a$ is such that $\lambda_{1}\left(-b_{2} q_{a}\right)<b<\lambda_{2}\left(-b_{2} q_{a}\right)$, i.e. $a$ lies in an open interval with left-hand end point $\alpha$. An argument similar to that used in the preceding section shows that $K(a)$ has a unique eigenvalue $\mu_{1}$ which is greater than 1 and that this eigenvalue is simple. Therefore $i(T(a, \cdot), 0)=-1$ and so Theorem 3.2 can be applied to $T$.

By arguments similar to those used in the preceding section it can be proved that there exists a continuum $C$ in $\mathbb{R} \times C^{1}(D) \times C^{1}(D)$ emanating from $\left(\alpha, u_{\alpha}, 0\right)$ such that
(i) if $(a, u, v) \in C$, then $\left(u_{a}-u, v\right)=T\left(a, u_{a}-u, v\right)$;
(ii) if $(a, u, v) \in C$ and $u, v \geqq 0$, then $(a, u, v)$ is a solution of (1.5);
(iii) close to the bifurcation point $\left(\alpha, u_{\alpha}, 0\right), C$ consists of the points $(a, u, v)$ on the curve given by the Crandall and Rabinowitz theorem with $v \geqq 0$.
We now show that $C$ does not join up with any other continuum but extends to $a=\infty$.

Theorem 5.4. (i) If $(a, u, v) \in C-\left\{\left(\alpha, u_{\alpha}, 0\right)\right\}$, then $u, v \in P_{1}$, i.e. $u, v>0$ on $D$ and $\partial u / \partial n, \partial v / \partial n<0$ on $\partial D$.
(ii) $\{a:(a, u, v) \in C\}=[\alpha, \infty)$.

Proof. (i) Suppose that $C$ contains a point $(a, u, v) \neq\left(\alpha, u_{\alpha}, 0\right)$ which lies outside of $P$. Then there exists a point $(\hat{a}, \hat{u}, \hat{v}) \in C-\left\{\left(\alpha, u_{\alpha}, 0\right)\right\} \cap \partial P$ which is the limit of a sequence of points $\left\{\left(a_{n}, u_{n}, v_{n}\right)\right\}$ in $C \cap P$. It follows as in the previous section that $\hat{u} \equiv 0$ or $\hat{v} \equiv 0$.

Suppose that $\hat{u} \equiv 0$ and $\hat{v} \equiv 0$. Then $(\hat{a}, \hat{u}, \hat{v})=(\hat{a}, 0,0)$ and so $(\hat{a}, \hat{u}, \hat{v})$ lies on the trivial branch of solutions $S_{0}$. The only nontrivial, nonnegative solutions which are close to $S_{0}$ lie on the semi-trivial branch $S_{1}=\left\{\left(a, u_{a}, 0\right): a \geqq \lambda_{1}\right\}$ and so there cannot exist a sequence in $C \cap P$ converging to ( $\hat{a}, \hat{u}, \hat{v}$ ). Therefore it is impossible that both $\hat{u}$ and $\hat{v}$ are identically zero.

Suppose that $\hat{u} \equiv 0$. Then

$$
-\Delta \hat{v}=b \hat{v}-b_{1} \hat{v}^{2} \quad \text { on } D,\left.\quad \hat{v}\right|_{\partial D}=0
$$

and so, since $b<\lambda_{1}, \hat{v} \equiv 0$. Therefore $\hat{u}$ is not identically zero.
Suppose that $\hat{v} \equiv 0$. Then $(\hat{a}, \hat{u}, \hat{v}) \in S_{1}$ and there bifurcate from $(\hat{a}, \hat{u}, \hat{v})$ nontrivial, nonnegative solutions. Therefore by Theorem $3.1 \hat{a}$ is such that 1 is an eigenvalue of $K(\hat{a})$ with corresponding eigenfunctions which are nonnegative on $D$. Thus $\hat{a}$ must be such that $b=\lambda_{1}\left(-b_{2} q_{a}\right)$ when $a=\hat{a}$. Hence $\hat{a}=\alpha$ and $(\hat{a}, \hat{u}, \hat{v})=\left(\alpha, u_{\alpha}, 0\right)$ which is impossible.

Therefore, if $(a, u, v) \in C-\left\{\left(\alpha, u_{\alpha}, 0\right)\right\}$, then $(a, u, v) \in P$.
(ii) $C$ must satisfy one of the three alternatives discussed in the preceding section. Because of (i) above, $C$ contains no pairs of points of the form ( $a, u_{a}-u, v$ ) and $\left(a, u_{a}+u,-v\right)$ and $C$ cannot join up with another bifurcation point of the form $\left(a, u_{a}, 0\right)$ on $S_{1}$. Hence $C$ joins $\left(\alpha, u_{\alpha}, 0\right)$ to $\infty$. By Theorem 5.3 we have that $a \geqq \alpha$ whenever $(a, u, v) \in C$. Lemmas 2.3 and 2.5 show that there exist a constant $M_{1}(a)$ such that, if $(a, u, v) \in C$, then $|u(x)|,|v(x)|<M_{1}(a)$ for all $x \in D$. Bootstrapping arguments imply that there exists a constant $M(a)$ such that $\|u\|,\|v\|<M(a)$ where $\|\|$ denotes the norm in $C^{1}(D)$. Hence the only way for $C$ to approach $\infty$ in $\mathbb{R} \times C^{1}(D) \times C^{1}(D)$ is by $a$ becoming unbounded. Since $\{a:(a, u, v) \in C\}$ is connected, it must equal $[\alpha, \infty)$.

Thus we obtain the following theorem on the existence of solutions of $(1.5)$ to complement Theorem 5.2.

Theorem 5.5. Suppose $b>\lambda_{1}-b_{2} / m$. Then (1.5) has a nontrivial, nonnegative solution if and only if $a>\alpha$ where $b=\lambda_{1}\left(-b_{2} q_{\alpha}\right)$ i.e. if and only if $a$ is sufficiently large so that $b>\lambda_{1}\left(-b_{2} q_{a}\right)$.
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# SYMMETRY IN AN OVERDETERMINED FOURTH ORDER ELLIPTIC BOUNDARY VALUE PROBLEM* 
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#### Abstract

Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}$ for which the following boundary value problem has a classical solution: $\Delta(\Delta u)=-1$ in $\Omega ; u=\partial u / \partial n$ on $\partial \Omega ; \Delta u=c$ (constant) on $\partial \Omega$. We show that $\Omega$ must be an open ball and that $u$ must be radially symmetric about the center of $\Omega$. This result is analogous to that of Serrin (Arch. Rat. Mech. Anal., 43 (1971), pp. 304-318) and Weinberger (Arch. Rat. Mech. Anal., 43 (1971), pp. 319-320) for the problem $\Delta u=-1$ in $\Omega, u=0$ and $\partial u / \partial n=c$ on $\partial \Omega$. Our result is obtained from a maximum principle for fourth order elliptic equations and several applications of Green's theorem. We then obtain two characterizations of open balls by means of integral identities - the first depends on our result and the second on that of Serrin and Weinberger.
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In 1971, J. Serrin [3] and H. Weinberger [4] proved that if $\Omega$ is a bounded domain in $\mathbb{R}^{N}$ with smooth boundary and if the solution to the problem

$$
\begin{array}{ll}
\Delta u=-1 & \text { in } \Omega, \\
u=0 & \text { on } \partial \Omega \tag{1b}
\end{array}
$$

has the property that $\partial u / \partial n$ is equal to a constant $c$ on $\partial \Omega$, then $\Omega$ is a ball of radius $|N c|$ and the solution to (1) is radially symetric about the center.

Serrin's proof is based on the Hopf maximum principle [2] and on a device of moving parallel planes to a critical position and then showing that the solution is symmetric about the limiting plane. This method can be extended to a more general second order elliptic problems. Weinberger's argument, however, is much more elementary. It also uses the maximum principle but relies on Green's theorem to establish certain identities which make it possible to solve for all second derivatives of the solution to (1). Unfortunately, Weinberger's argument does not extend to the more general results of [3]. However, the argument in [4] can be modified to establish the following theorem:

Theorem. Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}$ with $C^{4+\varepsilon}$ boundary $\partial \Omega$, and suppose that the following overdetermined problem has a solution $u$ in $C^{4}(\bar{\Omega})$ :

$$
\begin{array}{ll}
\Delta(\Delta u)=-1 & \text { in } \Omega \\
u=\frac{\partial u}{\partial n}=0 & \text { on } \partial \Omega \tag{2b}
\end{array}
$$

Then $\Omega$ is an open ball of radius $\left[|c|\left(N^{2}+2 N\right)\right]^{1 / 2}$, and

$$
\begin{equation*}
u(x)=\frac{-1}{2 N}\left\{\frac{1}{4}(N+2)(N c)^{2}+\frac{N c}{2} r^{2}+\frac{1}{4(N+2)} r^{4}\right\} \tag{2d}
\end{equation*}
$$

where $r$ denotes the distance from $x$ to the center of $\Omega$.

[^118]This result has a corollary which allows a characterization of open balls in $\mathbb{R}^{N}$ by means of an integral identity:

Corollary. Let $D$ be a bounded domain in $\mathbb{R}^{N}$ with $C^{4+\varepsilon}$ boundary $\partial D$, and suppose that there is a real constant $M$ so that

$$
\begin{equation*}
\int_{D} B d x=M \oint_{\partial D} \frac{\partial B}{\partial n} d S \tag{3}
\end{equation*}
$$

holds for any function $B$ in $C^{4}(\bar{D})$ satisfying $\Delta(\Delta B)=0$ in $D$ and $B=0$ on $\partial D$. Then $D$ is an open ball, and

$$
\begin{equation*}
M=\frac{1}{|D|} \int_{D}|\nabla \psi|^{2} d x \tag{4}
\end{equation*}
$$

where $|D|$ is the $N$-dimensional volume of $D$ and $\psi$ satisfies $\Delta \psi=1$ in $D$ and $\psi=0$ on $\partial D$.
Before proving these results, let us make some remarks about notation to be used. We shall use $u,_{i}$ and $u,_{i j}$ to denote, respectively, $\partial u / \partial x_{i}$ and $\partial^{2} u / \partial x_{i} \partial x_{j}$. A superscript will denote a vector coordinate-for example, $n^{i}$ is the $i$ th coordinate of the (outward) unit normal vector to a surface at a given point. Finally, repeated indices indicate a summation with respect to that index, for example,

$$
u,_{i i}=\Delta u=\sum_{i=1}^{N} \frac{\partial^{2} u}{\partial x_{i}^{2}} .
$$

Proof of Theorem. Suppose that $u \in C^{4}(\bar{\Omega})$ is a solution of the overdetermined problem (2). We first consider the following lemmas:

Lemma 1 [1]. The function

$$
\begin{equation*}
\Phi:=\frac{N-4}{N+2} u+\frac{N-4}{2(N+2)}(\Delta u)^{2}+u,_{i j} u,_{i_{j}}-\nabla u \cdot \nabla(\delta u) \tag{5}
\end{equation*}
$$

assumes its maximum value on $\partial \Omega$.
Lemma 2. The following identity holds:

$$
\begin{equation*}
\int_{\Omega} u d x=\frac{-N}{N+4} c^{2}|\Omega| . \tag{6}
\end{equation*}
$$

To prove Lemma 1, it suffices to show that $\Delta \Phi \geqq 0$ in $\Omega$. Routine calculation gives

$$
\begin{equation*}
\Delta \Phi=2 u,_{i j k} u_{i j k}-\frac{6}{N+2}|\nabla(\Delta u)|^{2} . \tag{7}
\end{equation*}
$$

To show that the right side of (7) is nonnegative, note that for any real number $\gamma$ :

$$
\begin{equation*}
\sum_{i, j, k}\left[u,_{i j k}-\gamma\left\{(\Delta u)_{, i} \delta_{j k}+(\Delta u),{ }_{, j} \delta_{i k}+(\Delta u),_{, k} \delta_{i j}\right\}\right]^{2} \geqq 0 \tag{8}
\end{equation*}
$$

or

$$
\begin{equation*}
u,_{i j k} u,_{i j k}-6 \gamma|\nabla(\Delta u)|^{2}+3 \gamma^{2}(N+2)|\nabla(\Delta u)|^{2} \geqq 0 . \tag{9}
\end{equation*}
$$

The discriminant of this quadratic expression in $\gamma$ must then satisfy

$$
\begin{equation*}
36|\nabla(\Delta u)|^{4}-12(N+2)|\nabla(\Delta u)|^{2} u,_{i j k} u,_{i j k} \leqq 0, \tag{10}
\end{equation*}
$$

which is equivalent to $\Delta \Phi \geqq 0$. This yields the conclusion of Lemma 1 .

The proof of Lemma 2 requires several applications of Green's theorem and the boundary condition in (2). First note that

$$
\begin{equation*}
\Delta\left[\Delta\left(r \frac{\partial u}{\partial r}\right)\right]=r \frac{\partial}{\partial r}[\Delta(\Delta u)]+4 \Delta(\Delta u)=-4 \tag{11}
\end{equation*}
$$

where $r$ is the distance from a fixed origin. From (11) we obtain:

$$
\begin{align*}
\int_{\Omega}\left[4 u-r \frac{\partial u}{\partial r}\right] d x & =\int_{\Omega}\left[-u \Delta \Delta\left(r \frac{\partial u}{\partial r}\right)+r \frac{\partial u}{\partial r} \Delta \Delta u\right] d x  \tag{12}\\
& =-\oint_{\partial \Omega} \Delta u \frac{\partial}{\partial n}\left(r \frac{\partial u}{\partial r}\right) d S=-c \oint_{\partial \Omega} \frac{\partial}{\partial n}\left(r \frac{\partial r}{\partial n} \frac{\partial u}{\partial n}\right) d S \\
& =-c \oint_{\partial \Omega} r \frac{\partial r}{\partial n} \frac{\partial^{2} u}{\partial n^{2}} d S=-c^{2} \oint_{\partial \Omega} r \frac{\partial r}{\partial n} d S=-c^{2} N \cdot|\Omega|
\end{align*}
$$

An application of Green's theorem gives

$$
\begin{equation*}
\int_{\Omega} r \frac{\partial u}{\partial r} d x=-N \int_{\Omega} u d x \tag{13}
\end{equation*}
$$

so that (12) and (13) yield Lemma 2.
Our next step is to show that $\Phi$ is constant in $\Omega$. We note that on $\partial \Omega$,

$$
\begin{equation*}
u_{i j} u u_{i j}=\frac{\partial^{2} u}{\partial n^{2}} n^{i} n^{j} \frac{\partial^{2} u}{\partial n^{2}} n^{i} n^{j}=\left(\frac{\partial^{2} u}{\partial n^{2}}\right)^{2} . \tag{14}
\end{equation*}
$$

Lemma 1 and the boundary conditions (2) give

$$
\begin{equation*}
\Phi=\frac{3 N c^{2}}{2(N+2)} \quad \text { on } \partial \Omega, \quad \Phi \leqq \frac{3 N c^{2}}{2(N+2)} \quad \text { in } \Omega . \tag{15}
\end{equation*}
$$

By Lemma 2 and Green's theorem, we see that

$$
\begin{equation*}
\int_{\Omega} \Phi d x=\frac{-3(N+4)}{2(N+2)} \int_{\Omega} u d x=\frac{3 N c^{2}}{2(N+2)} \cdot|\Omega| . \tag{16}
\end{equation*}
$$

Thus, by (15) and (16), $\Phi \equiv 3 N c^{2} /(2(N+2))$ in $\bar{\Omega}$. This implies that $\Delta \Phi$ vanishes identically in $\bar{\Omega}$. Therefore each term of the sum in (8) vanishes when $\gamma=1 /(N+2)$. By differentiating each term with respect to $x_{k}$ and adding, we obtain

$$
\begin{equation*}
u_{,_{i j k}}=(\Delta u)_{,_{i j}}=\frac{1}{N+2}\left[2(\Delta u)_{,_{i j}}-\delta_{i j}\right] \tag{17}
\end{equation*}
$$

or

$$
\begin{equation*}
(\Delta u)_{,_{i j}}=\frac{-1}{N} \delta_{i j} . \tag{18}
\end{equation*}
$$

Now by (17) and analyticity of solutions of (2a), we have $\Delta u(x)=(1 / 2 N)(A-\mid x$ $-\left.a\right|^{2}$ ) in $\bar{\Omega}$, where $A$ is the maximum value of $\Delta u$ in $\bar{\Omega}$ and $\Delta u(a)=A$. By the boundary conditions (2c), we see that $\Omega$ is an open ball of radius $(A-2 c N)^{1 / 2}$ centered at $a$. The boundary conditions (2b) then yield the radially symmetric solution (2d) and the additional relation $A=-c N^{2}$. This completes the proof of the theorem.

Proof of the corollary. Let $u \in C^{4}(\bar{D})$ be the solution of the problem

$$
\begin{equation*}
\Delta(\Delta u)=1 \quad \text { in } D, \quad u=\frac{\partial u}{\partial n}=0 \quad \text { on } \partial D \tag{19}
\end{equation*}
$$

Then for any function $B$ satisfying the hypothesis of the corollary, we have

$$
\begin{equation*}
M \int_{\partial D} \frac{\partial B}{\partial n} d S=\int_{D} B d x=\int_{D} \Delta(\Delta u)=-\oint_{\partial D} \Delta u \frac{\partial B}{\partial n} d S . \tag{20}
\end{equation*}
$$

The last equality in (20) follows from several applications of Green's theorem and from the boundary value problems satisfied by $u$ and $B$. We see now from (20) that

$$
\begin{equation*}
0=\oint_{\partial D} \frac{\partial B}{\partial n}(M+\Delta u) \tag{21}
\end{equation*}
$$

Let $B$ be the solution of class $C^{4}(\bar{D})$ to the problem

$$
\begin{equation*}
\Delta(\Delta B)=0 \quad \text { in } D, \quad B=0 \quad \text { and } \quad \frac{\partial B}{\partial n}=M+\Delta u \quad \text { on } \partial D \tag{22}
\end{equation*}
$$

It is immediate from (21) that $\Delta u=-M$ on $\partial D$, so that the theorem implies that $D$ is an open ball. The exact value of $M$ can be determined by replacing $B$ in (3) by $\psi$ in (4) and using an argument similar to the one above. Q.E.D.

To conclude this note, let us consider the analogue of the preceding corollary for harmonic functions. If $D$ is an open ball in $\mathbb{R}^{N}$ and $h \in C^{2}(\bar{D})$ is harmonic in $D$, then the mean value theorem for harmonic functions implies that the average value of $h$ over $D$ and the average value of $h$ on $\partial D$ are both equal to the value of $h$ at the center of $D$. Using the Serrin-Weinberger theorem, we can prove the following proposition: If $\Omega$ is a bounded domain in $\mathbb{R}^{N}$ with $C^{2+\varepsilon}$-boundary $\partial \Omega$ and if

$$
\begin{equation*}
\frac{1}{|\Omega|} \int_{\Omega} h=\frac{1}{|\partial \Omega|} \oint_{\partial \Omega} h \tag{23}
\end{equation*}
$$

for each function in $C^{2}(\bar{\Omega})$ satisfying $\Delta h=0$ in $\Omega$, then $\Omega$ is an open ball. (Here, $|\partial \Omega|$ is the surface area of $\partial \Omega$.)

Proof. Let $u \in C^{2}(\bar{\Omega})$ satisfy $\Delta u=1$ in $\Omega$ and $u=0$ on $\partial \Omega$. Then:

$$
\begin{align*}
\int_{\Omega} h & =\int_{\Omega} h \Delta u=\int_{\Omega} u \Delta h+\oint_{\partial \Omega}\left[h \frac{\partial u}{\partial n}-u \frac{\partial h}{\partial n}\right]=\oint_{\partial \Omega} h \frac{\partial u}{\partial n}  \tag{24}\\
& =\frac{|\Omega|}{|\partial \Omega|} \oint_{\partial \Omega} h .
\end{align*}
$$

Therefore, we see that

$$
\begin{equation*}
0=\oint_{\partial \Omega} h\left[\frac{\partial u}{\partial n}-\frac{|\Omega|}{|\partial \Omega|}\right] . \tag{25}
\end{equation*}
$$

Now choose $h \in C^{2}(\bar{\Omega})$ so that $\Delta h=0$ in $\Omega$ and $h=\partial u / \partial n-|\Omega| /|\partial \Omega|$ on $\partial \Omega$. Then (26) implies that $\partial u / \partial n|=|\Omega| /|\partial \Omega|$ on $\partial \Omega$, and the Serrin-Weinberger result completes the proof of the proposition. Q.E.D.
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# ON A SINGULAR NONLINEAR ELLIPTIC PROBLEM* 

SÔNIA M. GOMES ${ }^{\dagger}$


#### Abstract

Elliptic boundary value problems of the form $L u=k(x) u^{-\alpha}$ in $\Omega$ and $u=0$ on the boundary of $\Omega$ are studied where $L$ is given in the divergence form, $\alpha>0$ and $k(x)$ is a nonnegative measurable real function. Existence in $C^{1}(\bar{\Omega})$ and uniqueness of a solution $u \geqq 0$ are established for the equivalent fixed point problem $u(x)=\int_{\Omega} G(x, s) k(s)[u(s)]^{-\alpha} d s$, where $G(x, s)$ is the Green's function for the Dirichlet problem associated to $L$ in $\Omega$. Various inequalities for $G(x, s)$ are proved and a study is made of the action of the integral operator defined by the kernel $G$ on unbounded functions with a prescribed growth near the boundary.


Introduction. This paper concerns positive solutions of elliptic boundary value problems of the form:

$$
\begin{align*}
& L u(x)=-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial}{\partial x_{j}} u(x)\right)=f(x, u(x)) \quad \text { for } x \in \Omega,  \tag{0.1}\\
& u(x)=0 \quad \text { for } x \in \partial \Omega,
\end{align*}
$$

where $\Omega$ is a bounded region in $R^{n}, n \geqq 3$ and $\partial \Omega$ is the boundary of $\Omega$. We will consider nonlinearities of the form:

$$
f(x, u)=k(x) u^{-\alpha}, \quad \alpha>0
$$

where $k(x)$ is a nonnegative measurable real function.
The main point of study here, besides the existence and uniqueness, is the behavior of solutions near $\partial \Omega$, where $f$ is singular.

We say that $u(x)$ is a solution of $(0.1)$ if $u$ satisfies

$$
\begin{equation*}
u(x)=\int_{\Omega} G(x, s) k(s)[u(s)]^{-\alpha} d s \tag{0.2}
\end{equation*}
$$

where $G(x, s)$ is the Green's function for the Dirichlet problem for the equation $L u=h$ in $\Omega$.

In §1 we establish various inequalities for $G(x, s)$. Using these inequalities, we will study in $\S 2$ the action of the integral operator defined by the kernel $G$ on functions $h(x)$ which tend to infinity as $x \rightarrow \partial \Omega$ in a way we will make precise later.

The fixed point problem (0.2) may not have solutions in $H_{0}^{1}(\Omega)$. However, under appropriate assumptions, we will prove in $\S 3$ the existence and uniqueness of a solution $u(x)$ of ( 0.2 ), continuously differentiable in $\bar{\Omega}$. For this purpose, we seek a solution written in the form $u(x)=\Phi(x) \Psi(x)$, where $\Phi \in C^{1}(\bar{\Omega}) \cap C^{2}(\Omega)$ satisfies $L \Phi(x)=1$ for $x \in \Omega$ and $\Phi(x)=0$ for $x \in \partial \Omega$. The new unknown $\Psi(x)$ must satisfy

$$
\begin{equation*}
\Psi(x)=\int_{\Omega} \frac{G(x, s) k(s)}{\Phi(x)[\Phi(s)]^{\alpha}}[\Psi(s)]^{-\alpha} d s . \tag{0.3}
\end{equation*}
$$

[^119]Consequently, instead of (0.2), we have a new fixed point problem, that is, $\Psi=T \circ F(\Psi)$, where $F(\Psi)=[\Psi(x)]^{-\alpha}$ and $T$ is the operator defined by the kernel

$$
N(x, s)=\frac{G(x, s) k(s)}{\Phi(x)[\Phi(s)]^{\alpha}} .
$$

We determine $\Psi \in C(\bar{\Omega})$, bounded away from zero.
With this process we are "avoiding the nonlinear singularity" but, on the other hand, we have to deal with an integral operator with a "bad" kernel. However, we still have that $T: C(\bar{\Omega}) \rightarrow C(\bar{\Omega})$ is a completely continuous operator.

By using this idea, in [5] we have already proved analogous results for the particular case of the sphere and $L=-\Delta$.

Singular differential equations like (0.1) arise in the theory of heat conduction in electrically conducting materials as discussed in [3]. In that paper the authors treat the existence question for the equation

$$
u_{t}-\Delta u=f(x, t, u), \quad x \in \Omega \subset \mathbb{R}^{n}, \quad t>0,
$$

coupled with initial and boundary conditions for a class of functions $f$ which are nonincreasing in $u$. Assuming that $f(x, t, r) \rightarrow f(x, r)$ as $t \rightarrow \infty$, they obtain classical solutions of the corresponding elliptic boundary value problem upon letting $t \rightarrow \infty$.

Later, the existence of classical solutions was obtained in [9] for elliptic operators $L$ more general than the Laplacian and for a class of functions $f(x, r)$ with no monotonicity assumption. The uniqueness was also obtained under appropriate assumptions.

In [2] the authors considered generalized solutions by means of a nonlinear eigenvalue problem. They assume the continuity of the coefficients of $L$ and $f$, that $f(x, r)$ is bounded from above for $r>1$ and that $f(x, r) \rightarrow \infty$ as $r \rightarrow 0^{+}$, uniformly for $x \in \bar{\Omega}$. For $f(x, r)=f(r)$ they obtained bounds for the rate at which $u(x) \rightarrow 0$ when $x \rightarrow \partial \Omega$ and for $\|\operatorname{grad} u(x)\|$.

It is also interesting to observe that for $\Omega=(0,1) \subset \mathbb{R}$, the problem ( 0.1 ) appears in the study of similarity solutions of one-dimensional initial value problems for diffusion equations of the type $u_{t}=\left(k(x)\left|u_{x}\right|^{N-1} u_{x}\right)_{x}, N>0$ (cf. [1]).

Singular equations like (0.3) have been treated in [8] where the existence of solutions of

$$
u(x)=\int_{0}^{1} K(x, s)[u(s)]^{-\alpha} d s
$$

is studied for $\alpha=1$ and for positive semidefinite symmetric kernels $K(x, s)$ satisfying $\int_{0}^{1} K(x, s) d s \geqq \delta>0$. That work was generalized for $\alpha>0$ in [6] but, in both papers, $K(x, s)$ is supposed to be continuous for $0 \leqq x, s \leqq 1$.

1. Inequalities for the Green's function. Let $\Omega \subset \mathbb{R}^{n}, n \geqq 3$ be a bounded region of class $C^{2}$. We consider a linear differential operator $L$ defined by

$$
L u=-\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j} \frac{\partial}{\partial x_{j}} u\right),
$$

where $a_{i j} \in C^{2, \lambda}(\bar{\Omega})$ for some $0<\lambda<1$ and $a_{i j}=a_{j i}$.
The operator $L$ is assumed to be uniformly elliptic in the sense that there exists a constant $\gamma>0$ such that

$$
\gamma \sum_{i=1}^{n} \xi_{i}^{2} \leqq \sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \leqq \gamma^{-1} \sum_{i=1}^{n} \xi_{i}^{2}
$$

for all $x \in \bar{\Omega}$ and $\xi \in R^{n}$.

In what follows $C$ is a generic constant which may be different at different places. The function $d(x)$ will denote the distance from $x$ to $\partial \Omega$.

Let $G(x, y)$ be the Green's function of the Dirichlet problem for the equation $L u=h$ in $\Omega$. Under the above hypothesis the function $G$ can be shown to exist with the following properties (cf. [7]):
(a) $G(x, y)$ is continuous in the variables $x$ and $y, x$ and $y$ in $\Omega$, with $x \neq y$, together with its first and second derivatives with respect to $x_{i}$.
(b) $L_{x} G(x, y)=0$ in $\Omega$ for $x \neq y$.
(c) $G(x, y)=0$ for $x \in \partial \Omega$.
(d) $G(x, y)=G(y, x)$.

Furthermore,
(1.1) (e) $G=O(\|x-y\|)^{2-n}$ uniformly in $\bar{\Omega}$.

First we will prove the following further properties of $G(x, y)$.
Theorem 1.1. For $x, y \in \Omega, x \neq y$, the Green's function $G(x, y)$ verifies:

$$
\begin{align*}
& G(x, y) \leqq C d(x)\|x-y\|^{1-n}  \tag{1.2}\\
& \left\|\operatorname{grad}_{x} G(x, y)\right\| \leqq C\|x-y\|^{1-n}  \tag{1.3}\\
& \left\|\operatorname{grad}_{x} G(x, y)\right\| \leqq C d(y)\|x-y\|^{-n} \tag{1.4}
\end{align*}
$$

where the constant $C$ depends only on $\Omega$ and $L$.
In [10, Thm. 2.3], the author proves these inequalities for $L=-\Delta$ in Lyapunov-Dini regions. We will use the same idea of his proof.

Proof of Theorem 1.1. First we observe that if $D$ is the region defined by

$$
D=\left\{x=\left(x^{\prime}, x_{n}\right) ; x^{\prime} \in R^{n-1},\left\|x^{\prime}\right\|<1 \text { and }-1+\sqrt{1-\left\|x^{\prime}\right\|^{2}}<x_{n}<2\right\},
$$

then there is some $s_{0}<1$ such that regions $D_{s}$ congruent to $D$ shrunk by a factor $1 / s$ can be placed at every point $x_{0} \in \partial \Omega$ in such a way that the bent part intersects $\partial \Omega$ at this point only and the symmetry axis is along the normal, for all $s<s_{0}$.

Let $y \in \Omega$ be fixed. If $d(x) \geqq s_{0}$ we have

$$
d(x) \geqq s_{0} \geqq C d \geqq C\|x-y\|
$$

where $d=$ diameter of $\Omega$. Hence, by (1.1),

$$
G(x, y) \leqq C|x-y|^{2-n} \leqq C d(x)\|x-y\|^{1-n} .
$$

The same type of argument holds if $d(x)<s_{0}$ but $\|x-y\|<2 d(x)$. Thus it is sufficient to consider the case $d(x)<s_{0}$ and $d(x)<1 / 2\|x-y\|$. Let $x_{0} \in \partial \Omega$ be such that $d(x)=$ $\left\|x-x_{0}\right\|$. At $x_{0}$ we place a region $D_{s}$ as above, where

$$
s= \begin{cases}\|x-y\| / 4 & \text { if }\|x-y\|<4 s_{0} \\ s_{0} & \text { otherwise }\end{cases}
$$

We may assume that $x_{0}=(0, s / 2)$ and that the direction of the normal to $\Omega$ at $x_{0}$ is the $x_{n}$-axis. In this way $B \cap \bar{\Omega}=\left\{x_{0}\right\}$ where $B$ is the ball $B_{s / 2}(0)$.
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We will construct "local barriers" at $x_{0}$ as follows. For suitable positive constants $\beta_{s}$ and $p$, the function

$$
w_{s}(x)=\beta_{s}\left[(s / 2)^{-p}-\|x\|^{-p}\right]
$$

satisfies:

$$
\begin{array}{ll}
L w_{s} \geqq 0 & \text { in } D_{s} \cap \Omega, \\
w_{s} \geqq 1 & \text { in } \partial D_{s} \cap \Omega,  \tag{1.5}\\
w_{s} \geqq 0 & \text { in } \partial \Omega \cap D_{s} .
\end{array}
$$

Indeed:

$$
\begin{aligned}
L w_{s}(x)=\beta_{s} p\|x\|^{-p-4}\{ & (p+2) \sum_{i, j=1}^{n} a_{i j}(x) x_{i} x_{j} \\
& \left.-\|x\|^{2}\left[\sum_{i=1}^{n} a_{i i}(x)+\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}} a_{i j}(x) x_{j}\right]\right\} .
\end{aligned}
$$

Since the coefficients of $L$ are bounded, there is a positive constant $\Lambda$ such that

$$
L w_{s}(x) \geqq \beta_{s} p\|x\|^{-p-2}\left[(p+2)^{\gamma}-\Lambda(1+2 s)\right] .
$$

Now, if $p$ is sufficiently large so that $(p+2) \gamma-\Lambda(1+2 s) \geqq 0$ for all $s \leqq s_{0}$, then $L w_{s}(x) \geqq 0$ in $D_{s} \cap \Omega$ as asserted. If $x \in \partial D_{s} \cap \Omega$ then $\|x\| \geqq s$ and thus $w_{s}(x) \geqq$ $\beta_{s} s^{-p}\left(2^{p}-1\right)=1$ provided $\beta_{s}=s^{p} /\left(2^{p}-1\right)$. If $\nu$ is the unit normal to $\Omega$ at the boundary point $x_{0}$ in the inward direction, then we also can see that

$$
w_{s}\left(x_{0}+t \nu\right) \leqq C t s^{-1}
$$

where the constant $C$ is independent of $s$. Indeed,

$$
w_{s}\left(x_{0}+t \nu\right)=\beta_{s}\left[(s / 2)^{-p}-(t+s / 2)^{-p}\right]=f_{s}(t)
$$

$f_{s}^{\prime}(t)=\beta_{s} p(t+s / 2)^{-p-1} \geqq 0$ and $f_{s}^{\prime \prime}(t)=-\beta_{s} p(p+1)(t+s / 2)^{-p-2} \leqq 0$. Hence $f_{s}(t) / t$ $\leqq f_{s}^{\prime}(0)=p s^{-p-1} 2^{p+1} s^{p} /\left(2^{p}-1\right)=p s^{-1} 2^{p+1} /\left(2^{p}-1\right) \leqq 4 p s^{-1}$. It is easy to see that the distance from $y$ to $D_{s}$ is greater than $\|x-y\| / 4$ which implies that

$$
G(z, y) \leqq C\|x-y\|^{2-n} \quad \text { for } z \in \partial D_{s} \cap \Omega .
$$

Now, we define $v(z)=w_{s}(z)-G(z, y) / C\|x-y\|^{2-n}$. In view of (1.5), we have

$$
L v=L w_{s} \geqq 0 \quad \text { in } D_{s} \cap \Omega, \quad v \geqq 0 \quad \text { in } \partial\left(D_{s} \cap \Omega\right) .
$$

Hence, $v(z) \geqq 0$ in $D_{s} \cap \Omega$. In particular, for $z=x=x_{0}+d(x) \nu$ we have that $w_{s}(x) \leqq$ $C d(x) s^{-1}$ and hence

$$
G(x, y) \leqq C\|x-y\|^{2-n} w_{s}(x) \leqq C\|x-y\|^{2-n} d(x) s^{-1} .
$$

If $\|x-y\|<4 s_{0}$ then $s^{-1}=4 /\|x-y\|$ and

$$
G(x, y) \leqq C d(x)\|x-y\|^{1-n} .
$$

Otherwise,

$$
G(x, y) \leqq C d(x)\|x-y\|^{1-n}\|x-y\| / s_{0} \leqq C d(x)\|x-y\|^{1-n},
$$

and (1.2) is proved.
To prove (1.3), we consider first the points $x$ such that $d(x)>\|x-y\|$. Let $B=B_{r}(x)$ where $r=\|x-y\| / 4$. Since $G(x, y)$ belongs to $C^{2, \lambda}(B)$ (cf. [4, Thm. 6.13]) and in view of [4, Cor. 6.3], we can assert that

$$
\|x-y\|\left\|\operatorname{grad}_{x} G(x, y)\right\| \leqq C \sup _{z \in B} G(z, y)
$$

where $C$ depends on the ellipticity constant $\gamma$ and on the $C^{\lambda}(\bar{\Omega})$ bounds on the coefficients of $L$ (as well as on $n$ ).

Hence,

$$
\begin{aligned}
\left\|\operatorname{grad}_{x} G(x, y)\right\| & \leqq C\|x-y\|^{-1} \sup _{z \in B}\|z-y\|^{2-n} \\
& \leqq C\|x-y\|^{-1}\|x-y\|^{2-n} \\
& =C\|x-y\|^{1-n} .
\end{aligned}
$$

If $d(x) \leqq\|x-y\|$ we consider $B=B_{r}(x)$ with $r=d(x) / 4$. By the same argument we have

$$
\begin{aligned}
\left\|\operatorname{grad}_{x} G(x, y)\right\| & \leqq C[d(x)]^{-1} \sup _{z \in B} G(z, y) \\
& \leqq C[d(x)]^{-1} \sup _{z \in B} d(z)\|z-y\|^{1-n} \\
& \leqq C \sup _{z \in B}\|z-y\|^{1-n} \\
& \leqq C\|x-y\|^{1-n} .
\end{aligned}
$$

To prove (1.4), we first show that for fixed $x \in \Omega$

$$
\frac{\partial}{\partial x_{i}} G(x, y) \rightarrow 0 \quad \text { as } y \rightarrow \partial \Omega .
$$

Let $\rho>0$, small enough such that

$$
G(x, z) \geqq \frac{1}{2}\|x-z\|^{2-n} \quad \text { for }\|x-z\|=\rho .
$$

Now, let $t \in \mathbb{R}$ with $|t|<\rho / 2$. Hence, for $\|x-z\|=\rho$ and for some $\tilde{x}$ in the segment [ $x, x+t e_{i}$ ] we have

$$
\begin{aligned}
\left|\frac{G\left(x+t e_{i}, z\right)-G(x, z)}{t}\right| & =\left\|\operatorname{grad}_{x} G(\tilde{x}, z)\right\| \leqq C\|\tilde{x}-z\|^{1-n} \\
& \leqq C\|x-z\|^{1-n} \\
& \leqq C \rho^{-1} G(x, z) .
\end{aligned}
$$

Since this difference quotient is zero for $z \in \partial \Omega$, this inequality holds also for $z \in \Omega-B$ where $B=B_{\rho}(x)$. Therefore, if $y \in \Omega-B$ we have that

$$
\begin{aligned}
\left|\partial / \partial x_{i} G(x, y)\right| & =\lim _{t \rightarrow 0}\left|\frac{G\left(x+t e_{i}, y\right)-G(x, y)}{t}\right| \\
& \leqq C \rho^{-1} G(x, y) .
\end{aligned}
$$

Hence

$$
\frac{\partial}{\partial x_{i}} G(x, y) \rightarrow 0 \quad \text { as } d(y) \rightarrow 0 .
$$

Next, since $L_{y} \partial / \partial x_{i} G(x, y)=0$ and using (1.3), the inequality (1.4) follows as in the proof of (1.2).
2. Consider the integral operator defined by the kernel $G(x, y)$. The proof of the following lemma is analogous to that of [4, Lemma 4.1] and it is a consequence of (1.1) and (1.3).

Lemma 2.1. Let $h: \Omega \rightarrow R$ be a bounded measurable function. If $v(x)$ is the function defined by

$$
v(x)=\int_{\Omega} G(x, s) h(s) d s
$$

then

$$
\begin{aligned}
& v \in C^{1}(\bar{\Omega}) \\
& \frac{\partial}{\partial x_{i}} v(x)=\int_{\Omega} \frac{\partial}{\partial x_{i}} G(x, s) h(s) d s \quad \text { for all } x \in \bar{\Omega} .
\end{aligned}
$$

As we said in the introduction, we will study here the behavior of the function $v(x)$ when the function $h$ goes to infinity on the boundary. More precisely, the inequalities (1.2)-(1.4) will allow us to consider unbounded functions $h$ with the following condition on their growth near $\partial \Omega$.

There is some $0 \leqq \tau<1$ such that $[d(x)]^{\tau} h(x) \in L^{\infty}(\Omega)$.

Theorem 2.2. If $h: \Omega \rightarrow R$ is a measurable function that satisfies (2.1) and $v(x)=\int_{\Omega} G(x, s) h(s) d s$, then:

$$
\begin{align*}
& v \in C^{1}(\bar{\Omega}),  \tag{2.2}\\
& \frac{\partial}{\partial x_{i}} v(x)=\int_{\Omega} \frac{\partial}{\partial x_{i}} G(x, s) h(s) d s \quad \text { for all } x \in \bar{\Omega} . \tag{2.3}
\end{align*}
$$

Proof of Theorem 2.2. By virtue of (1.1) the function $v$ is well defined. In what follows, we will use several times the inequalities (1.2), (1.3) and (1.4). Let $w(x)=$ $\int_{\Omega} \partial / \partial x_{i} G(x, s) h(s) d s$. First we will prove that $w$ is well defined for $x \in \bar{\Omega}$.
(i) If $x \in \Omega$ and $r<d(x)$, we have:

$$
\begin{aligned}
|w(x)| & \leqq C\left[\int_{\|x-s\|<r}\|x-s\|^{1-n}|h(s)| d s+r^{1-n} \int_{\|x-s\| \geqq r}|h(s)| d s\right] \\
& \leqq C\left[\int_{\|x-s\|<r}\|x-s\|^{1-n} d s+r^{1-n} \int_{\|x-s\| \geqq r}[d(s)]^{-\tau} d s\right]<\infty .
\end{aligned}
$$

(ii) If $x \in \partial \Omega$ and $r>0$, we have:

$$
\begin{aligned}
|w(x)| & \leqq C\left[\int_{\|x-s\|<r}[d(s)]^{1-\tau}\|x-s\|^{-n} d s+\int_{\|x-s\| \geqq r}[d(s)]^{-\tau}\|x-s\|^{1-n} d s\right] \\
& \leqq C\left[\int_{\|x-s\|<r}\|x-s\|^{1-n-\tau} d s+r^{1-n} \int_{\|x-s\| \geqq r}[d(s)]^{-\tau} d s\right]<\infty .
\end{aligned}
$$

Next, we define $h_{\varepsilon}(x)=h(x) \eta(d(x) / \varepsilon)$ where $\eta$ is the characteristic function of the interval $[1,+\infty)$; that is, $\eta(t)=1$ if $t \geqq 1$ and $\eta(t)=0$ if $t<1$. Now $h_{\varepsilon}$ is bounded and thus, the function

$$
v_{\varepsilon}(x)=\int_{\Omega} G(x, s) h_{\varepsilon}(s) d s
$$

is in $C^{1}(\bar{\Omega})$ and $\partial / \partial x_{i} v_{\varepsilon}(x)=\int_{\Omega} \partial / \partial x_{i} G(x, s) h_{\varepsilon}(s) d s=w_{\varepsilon}(x)$ for all $x \in \bar{\Omega}$.

$$
v(x)-v_{\varepsilon}(x)=\int_{\Omega_{\varepsilon}} G(x, s) h(s) d s \quad \text { where } \Omega_{\varepsilon}=\{x \in \Omega ; d(x)<\varepsilon\} .
$$

Hence,

$$
\begin{aligned}
\left|v(x)-v_{\varepsilon}(x)\right| & \leqq \int_{\Omega_{\varepsilon}} G(x, s)|h(s)| d s \leqq \int_{\Omega_{\varepsilon}}[d(s)]^{1-\tau}\|x-s\|^{1-n} d s \\
& \leqq C \varepsilon^{1-\tau} .
\end{aligned}
$$

Now,

$$
w(x)-w_{\varepsilon}(x)=\int_{\Omega_{\varepsilon}} \frac{\partial}{\partial x_{i}} G(x, s) h(s) d s .
$$

Thus,
(i) If $d(x)>2 \varepsilon$ and $s \in \Omega_{\varepsilon}$ then $\|x-s\| \geqq \varepsilon>d(s)$ and

$$
\begin{aligned}
\left|w(x)-w_{\varepsilon}(x)\right| & \leqq C \int_{\Omega_{\varepsilon}}[d(s)]^{1-\tau}\|x-s\|^{-n} d s \\
& \leqq C \int_{\Omega_{\varepsilon}}\|x-s\|^{1-n-\tau} d s \\
& \leqq C\left[\int_{\|x-s\|<d}\|x-s\|^{p(1-n-\tau)} d s\right]^{1 / p} \mu\left(\Omega_{\varepsilon}\right)^{1 / q}
\end{aligned}
$$

where $p>1$ is such that $p(n-1+\tau)<n, q=p /(p-1), d=$ diameter of $\Omega$ and $\mu$ is the Lebesgue measure.
(ii) If $d(x) \leqq \varepsilon$ we shall consider a partition of $\Omega_{\varepsilon}$ as follows:

$$
\begin{aligned}
& A_{1}=\left\{s \in \Omega_{\varepsilon} ;\|x-s\|<2 d(x) \text { and } d(s)<\frac{1}{2} d(x)\right\}, \\
& A_{2}=\left\{s \in \Omega_{\varepsilon} ;\|x-s\|<2 d(x) \text { and } d(s) \geqq \frac{1}{2} d(x)\right\}, \quad \text { and } \\
& A_{3}=\Omega_{\varepsilon}-\left(A_{1} \cup A_{2}\right) .
\end{aligned}
$$

In this way we have:

$$
\begin{aligned}
&\left|w(x)-w_{\varepsilon}(x)\right| \leqq I_{1}+I_{2}+I_{3} \quad \text { where } I_{j}=\int_{A_{j}}\left|\partial / \partial x_{i} G(x, s) h(s)\right| d s . \\
& I_{1} \leqq C[d(x)]^{1-n-\tau} \int_{A_{1}} d s \leqq C[d(x)]^{1-\tau} \leqq C \varepsilon^{1-\tau}, \\
& I_{2} \leqq C \int_{A_{2}}[d(s)]^{-\tau}\|x-s\|^{1-n} d s \leqq C[d(x)]^{-\tau} \int_{A_{2}}\|x-s\|^{1-n} d s \leqq C[d(x)]^{1-\tau} \\
& \leqq C \varepsilon^{1-\tau}, \\
& I_{3} \leqq C \int_{A_{3}}[d(s)]^{1-\tau}\|x-s\|^{-n} d s \leqq C \int_{A_{3}}\|x-s\|^{1-n-\tau} d s \\
& \leqq C\left[\int_{\|x-s\|<d}\|x-s\|^{p(1-n-\tau)} d s\right]^{1 / p} \mu\left(\Omega_{\varepsilon}\right)^{1 / q} .
\end{aligned}
$$

For the last inequality we used the fact that if $s \in A_{3}$, that is $\|x-s\| \geqq 2 d(x)$, then

$$
\begin{aligned}
d(s) & =\left\|s-s_{0}\right\| \leqq\left\|s-x_{0}\right\| \leqq\|x-s\|+\left\|x-x_{0}\right\|=\|x-s\|+d(x) \\
& \leqq\|x-s\|+1 / 2\|x-s\|=3 / 2\|x-s\|,
\end{aligned}
$$

where $x_{0}$ and $s_{0}$ are in $\partial \Omega$.
So, we have proved that $\left|v(x)-v_{\varepsilon}(x)\right| \leqq C \varepsilon^{1-\tau}$ and $\left|w(x)-w_{\varepsilon}(x)\right| \leqq C \mu\left(\Omega_{\varepsilon}\right)^{1 / q}$. Consequently $v_{\varepsilon}$ and $w_{\varepsilon}$ converge to $v$ and to $w$ respectively as $\varepsilon \rightarrow 0$. Hence, $v \in C^{1}(\bar{\Omega})$ and $\partial / \partial x_{i} v=w$ and the theorem is proved.

Remark. The first assertion of Theorem 2.2 above is well known under more restrictive assumptions; for example if $h \in L^{p}(\Omega), p>n$. Assuming also that $h$ satisfies the condition (2.1) the Holder continuity of the grad $v$ is stated in [10] for $v \in C^{2}(\Omega)$. However, in the proof of Theorem 3.1 below, we will need, not only the regularity condition (2.2), but also an integral representation for $\operatorname{grad} v$, as stated in (2.3).
3. The main theorem. In view of Theorem 2.2 above, we observe that if $u(x)$ is a solution of (0.2) and $k(x)[u(x)]^{-\alpha}$ verifies the condition (2.1) then $u \in C^{1}(\bar{\Omega})$. In this case, since $\partial / \partial \nu u(x)>0$ for all $x \in \partial \Omega$, there are positive numbers $\theta$ and $\Theta$ such that $\theta d(x) \leqq u(x) \leqq \Theta d(x)$. Consequently, $k(x)[d(x)]^{-\alpha} \leqq C k(x)[u(x)]^{-\alpha}$ and $k(x)[d(x)]^{-\alpha}$ also verifies (2.1). Conversely, we will prove in the present section the existence and uniqueness of a solution $u(x)$ of ( 0.2 ), $u(x)$ continuously differentiable in $\bar{\Omega}$, provided that $k(x)[d(x)]^{-\alpha}$ verifies (2.1).

Let $\Phi \in C^{1}(\bar{\Omega}) \cap C^{2}(\Omega)$ be the solution of

$$
\begin{array}{ll}
L \Phi(x)=1 & \text { for } x \in \Omega \\
\Phi(x)=0 & \text { for } x \in \partial \Omega
\end{array}
$$

We observe that $\Phi(x)=\int_{\Omega} G(x, s) d s$ and that $\partial / \partial \nu \Phi(x)>0$ for all $x \in \partial \Omega$.
As mentioned in the introduction, we will seek a solution in the form $u(x)=$ $\Phi(x) \Psi(x)$ where $\Psi(x)$ must satisfy (0.3); that is, the fixed point problem $\Psi=T \circ F(\Psi)$ where $F(\Psi)(x)=[\Psi(x)]^{-\alpha}$ and

$$
T w(x)=\int_{\Omega} \frac{G(x, s) k(s)}{\Phi(x)[\Phi(s)]^{\alpha}} w(s) d s .
$$

We will determine the existence and uniqueness of the fixed point $\Psi \in \stackrel{\circ}{K}$ where $\stackrel{\circ}{K}=\{v \in C(\bar{\Omega}) ; v(x)>0$ for all $x \in \bar{\Omega}\}$ is the cone of the positive functions. For this purpose we will prove first the following theorem:

Theorem 3.1. If $k(x)[d(x)]^{-\alpha}$ verifies the condition (2.1), then $T: C(\bar{\Omega}) \rightarrow C(\bar{\Omega})$ is a completely continuously linear operator that preserves $\stackrel{\circ}{K}$.

Proof of Theorem 3.1. The complete continuity of the operator $T$ in $C(\bar{\Omega})$ is satisfied if it can be represented in the form

$$
T w(x)=\int_{\Omega} N(x, s) w(s) d s
$$

where the kernel function $N(x, s)$ verifies the following condition:

$$
\begin{equation*}
\lim _{y \rightarrow x} \int_{\Omega}|N(x, s)-N(y, s)| d s=0 \quad \text { for all } x \in \bar{\Omega} \tag{3.1}
\end{equation*}
$$

For this purpose we define for $s \in \Omega$

$$
N(x, s)=\left(\begin{array}{ll}
\frac{G(x, s) k(s)}{\Phi(x)[\Phi(s)]^{\alpha}} & \text { for } x \in \Omega \\
\frac{\partial / \partial \nu G(x, s) k(s)}{\partial / \partial \nu \Phi(x)[\Phi(s)]^{\alpha}} & \text { for } x \in \partial \Omega
\end{array}\right.
$$

Lemma 3.2. Under the hypothesis of Theorem 3.1 and for all $x \in \bar{\Omega}$ we have:

$$
\begin{align*}
& \lim _{y \rightarrow x} N(y, s)=N(x, s)  \tag{3.2}\\
& \lim _{y \rightarrow x} \int_{\Omega} N(y, s) d s=\int_{\Omega} N(x, s) d s . \tag{3.3}
\end{align*}
$$

Proof of Lemma 3.2. Since $\Phi \in C^{2}(\Omega)$ and $G \in C^{2}(\Omega-\{s\})$, we need to verify (3.2) only for $x \in \partial \Omega$. By virtue of the continuity of $\operatorname{grad} \Phi$ and $\operatorname{grad} G$ up to the boundary of $\Omega$, we have:

$$
\begin{aligned}
& G(x+t \nu, s)=\frac{\partial}{\partial \nu} G(x, s) t+E_{1}(x, t) ; \\
& \Phi(x+t \nu)=\frac{\partial}{\partial \nu} \Phi(x) t+E_{2}(x, t),
\end{aligned}
$$

where $\lim _{t \rightarrow 0} E_{i}(x, t) / t=0$ uniformly for $x \in \partial \Omega$. Therefore, given $\varepsilon>0$ there exists $\delta_{1}>0$ such that for all $x \in \partial \Omega$ and for $0 \leqq t \leqq \delta_{1}$ :

$$
\begin{aligned}
& \mid N(x+t \nu, s)-N(x, s) \mid \\
&= k(s)|\Phi(s)|^{-\alpha}\left|\frac{\partial / \partial \nu \Phi(x) E_{1}(x, t) / t-\partial / \partial \nu G(x, s) E_{2}(x, t) / t}{|\partial / \partial \nu \Phi(x)|^{2}+\partial / \partial \nu \Phi(x) E_{2}(x, t) / t}\right| \\
& \quad<\varepsilon / 2 .
\end{aligned}
$$

Since the direction of the normals is a continuous function on $\partial \Omega$, there exists $\delta_{2}>0$ such that $|N(y, s)-N(x, s)|<\varepsilon / 2$ for $x$ and $y \in \partial \Omega$ with $\|x-y\|<\delta_{2}$. Hence, given $x \in \partial \Omega$ and $\varepsilon>0$, let $y \in \bar{\Omega}$ be such that $\|x-y\|<\delta$, where $\delta=\min \left\{\delta_{1}, \delta_{2} / 4\right\}$. If $\bar{y} \in \partial \Omega$ verifies $d(y)=\|y-\bar{y}\|$ then,

$$
\|x-\bar{y}\| \leqq\|x-y\|+\|y-\bar{y}\| \leqq 2\|x-y\|<2 \delta \leqq \delta_{2} / 2<\delta_{2}
$$

Thus,

$$
|N(x, s)-N(y, s)| \leqq|N(x, s)-N(\bar{y}, s)|+|N(\bar{y}, s)-N(y, s)|<\varepsilon .
$$

To prove (3.3), we proceed as in the proof of (3.2) observing that $\int_{\Omega} N(x, s) d s=$ $\Gamma(x) / \Phi(x)$ for $x \in \Omega$ and $\int_{\Omega} N(x, s) d s=\partial / \partial \nu \Gamma(x) / \partial / \partial \nu \Phi(x)$ for $x \in \partial \Omega$, where

$$
\Gamma(x)=\int_{\Omega} \frac{G(x, s) k(s)}{[\Phi(s)]^{\alpha}} d s \in C^{1}(\bar{\Omega})
$$

Completion of the proof of Theorem 3.1. Now, (3.1) follows as a consequence of (3.2) and (3.3) and the fact that if the functions $g$ and $g_{m} \in L^{1}(\Omega)$ are such that $g_{m}(x) \rightarrow g(x)$ a.e. and $\int_{\Omega}\left|g_{m}(s)\right| d s \rightarrow \int_{\Omega}|g(s)| d s$ then $\int_{\Omega}\left|g_{m}(s)-g(s)\right| d s \rightarrow 0$. To conclude the proof of Theorem 3.1, we consider $w(x) \in K$. $T w(x)=\int_{\Omega} N(x, s) w(s) d s$ is a continuous function in $\bar{\Omega}, T w(x) \geqq 0$ and $T w(x)=0$ if and only if $N(x, s) \equiv 0$. But this takes place only if $k(x) \equiv 0$. So, $T w$ is a strictly positive continuous function in $\bar{\Omega}$, that is, $T w \in K$, and the Theorem 3.1 is proved.

Now, for $0<\varepsilon \leqq 1$ we define $f_{\varepsilon}(t)=\varepsilon^{-\alpha}$ for $t \leqq \varepsilon$ and $f_{\varepsilon}(t)=t^{-\alpha}$ for $t>\varepsilon$. If $F_{\varepsilon}: C(\bar{\Omega}) \rightarrow C(\bar{\Omega})$ is such that $F_{\varepsilon} w(x)=f_{\varepsilon}(w(x))$, then it follows immediately from the Theorem 3.1 above, that $T \circ F_{\varepsilon}: \stackrel{\circ}{K} \rightarrow \stackrel{\circ}{K}$ is a continuous and compact nonlinear operator. Under these conditions we will prove:

Lemma 3.3. There exists a unique function $\Psi_{\varepsilon} \in \dot{K}$ such that

$$
T \circ F_{\varepsilon}\left(\Psi_{\varepsilon}\right)=\Psi_{\varepsilon} .
$$

Furthermore, if $0<\varepsilon \leqq \bar{\varepsilon} \leqq 1$ then $\Psi_{\bar{\varepsilon}} \leqq \Psi_{\varepsilon}$.
Proof of Lemma 3.3. Let $R \geqq 1$ be a number such that $1 / R \leqq \int_{\Omega} N(x, s) d s \leqq R$, for all $x \in \bar{\Omega}$. For all $w \in \dot{K}, T \circ F_{\varepsilon}(w) \leqq R \varepsilon^{-\alpha}$. If we define $w_{2}(x)=R \varepsilon^{-\alpha}$, then $T \circ F_{\varepsilon}\left(w_{2}\right) \geqq$ $R^{-1-\alpha} \varepsilon^{\alpha^{2}}$, and if $w_{1}(x)=R^{-1-\alpha} \varepsilon^{\alpha^{2}}$, then $T \circ F_{\varepsilon}\left(w_{1}\right) \leqq w_{2}$. So, $T \circ F_{\varepsilon}:\left[w_{1}, w_{2}\right] \rightarrow\left[w_{1}, w_{2}\right]$ where $\left[w_{1}, w_{2}\right]=\left\{w \in C(\bar{\Omega}) ; w_{1}(x) \leqq w(x) \leqq w_{2}(x)\right.$ for all $\left.x \in \bar{\Omega}\right\}$. Now, the existence of
$\Psi_{\varepsilon} \in\left[w_{1}, w_{2}\right]$, fixed point of $T \circ F_{\varepsilon}$, is a consequence of Schauder's Theorem. The uniqueness of $\Psi_{\varepsilon}$ is a consequence of the Maximum Principle (cf. [4, Thm. 8.8]). Indeed, if $\Psi_{\varepsilon, 1}$ and $\Psi_{\varepsilon, 2}$ are two fixed points and $h(x)=\Phi(x) \Psi_{\varepsilon, 1}(x)-\Phi(x) \Psi_{\varepsilon, 2}(x)$, then $h \in H_{0}^{1}(\stackrel{\varepsilon}{\Omega})$ (in fact, $h \in C^{1}(\bar{\Omega})$, cf. Theorem 2.2) and

$$
\operatorname{Lh}(x)=k(x)[\Phi(x)]^{-\alpha}\left[f_{\varepsilon}\left(\Psi_{\varepsilon, 1}(x)\right)-f_{\varepsilon}\left(\Psi_{\varepsilon, 2}(x)\right)\right] .
$$

Let $A$ be the open set $\left\{x \in \Omega ; \Psi_{\varepsilon, 1}(x)>\Psi_{\varepsilon, 2}(x)\right\}$. For $x \in \partial A h(x)=0$ and $L h(x) \leqq 0$ in $A$. Hence, $h(x) \leqq 0$ in $A$. But this is a contradiction, unless $A=\varnothing$.

In the same way, if $0<\varepsilon \leqq \bar{\varepsilon} \leqq 1, A=\left\{x \in \Omega ; \quad \Psi_{\varepsilon}(x)>\Psi_{\bar{\varepsilon}}(x)\right\}$ and $h(x)=$ $\Phi(x) \Psi_{\bar{\varepsilon}}(x)-\Phi(x) \Psi_{\varepsilon}(x)$ then $h \in H_{0}^{1}(\Omega)$ and

$$
\begin{aligned}
\operatorname{Lh}(x) & =k(x)[\Phi(x)]^{-\alpha}\left[f_{\bar{\varepsilon}}\left(\Psi_{\bar{\varepsilon}}(x)\right)-f_{\varepsilon}\left(\Psi_{\varepsilon}(x)\right)\right] \\
& \leqq k(x)[\Phi(x)]^{-\alpha}\left[f_{\varepsilon}\left(\Psi_{\bar{\varepsilon}}(x)\right)-f_{\varepsilon}\left(\Psi_{\varepsilon}(x)\right)\right] .
\end{aligned}
$$

Hence, $h(x)=0$ for $x \in \partial A$ and $\operatorname{Lh}(x) \leqq 0$ in $A$ and so, $h(x) \leqq 0$ in $A$ which is a contradiction, unless $A=\varnothing$.

We are now in a position to prove our main theorem:
Theorem 3.4. If $k(x)[d(x)]^{-\alpha}$ verifies the condition (2.1), then the problem (0.2) has a unique solution $u$ and $u \in C^{1}(\bar{\Omega})$.

Proof of Theorem 3.4. As a consequence of Lemma 3.3 above we have that $\Psi_{\varepsilon}(x) \geqq \Psi_{1}(x) \geqq R^{-1-\alpha}$ for $0<\varepsilon \leqq 1$. Therefore, if $\varepsilon=R^{-1-\alpha}$ and $\Psi=\Psi_{\varepsilon}$, then $F_{\varepsilon}(\Psi)=$ $F(\Psi)$ and $T \circ F(\Psi)=T \circ F_{\varepsilon}(\Psi)=\Psi$. Now, if $u(x)=\Phi(x) \Psi(x)$ then $u$ verifies (0.2). The uniqueness of $u$ follows from the uniqueness of $\Psi$. In view of Theorem 2.2 we conclude that $u \in C^{1}(\bar{\Omega})$.
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#### Abstract

This paper considers elliptic boundary value problems on unbounded domains with possibly unbounded boundary using the variational method. Since a nonvanishing harmonic function is not square integrable on $R^{n}$, the construction of solutions in the usual Sobolev spaces, so successful for bounded domains, must fail. Kudrjavcev [8], [9] showed how to circumvent this difficulty by introducing weighted Sobolev spaces. See Besov et al. [3] for a survey on this method. Benci, Fortunato [2], Cantor [4], Janßen [5], Mäulen [10], Owen [15], Vogelsang [16], and others, apparently independently, have seized upon this method for treating elliptic problems on unbounded domains. This paper generalizes the method in two directions: 1) We treat operators of all orders with Dirichlet, Neumann and mixed boundary conditions. 2) We impose none of the usual restrictions on the coefficients of the operator (e.g. that they should converge to a constant as $|x| \rightarrow \infty$ ). The main tools are variants of the Poincaré and Friedrichs inequality, respectively, and compact embeddings in weighted Sobolev spaces.
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1. Introduction and notation. As mentioned in the abstract, we consider elliptic boundary value problems in weighted Sobolev spaces. Before we give the definition of these spaces let us fix some notation.

From now on let $\Omega$ denote an open set in $R^{n}$ with boundary $\partial \Omega$. Furthermore, let
$C_{0}^{\infty}:=\{f: \Omega \rightarrow R \mid f$ infinitely often differentiable with compact support in $\Omega\}$,
$C^{\infty}:=\{f: \Omega \rightarrow R \mid f$ infinitely often differentiable in $\Omega\}$,
$D_{i} f:=\frac{\partial f}{\partial x_{i}}, \quad i=1, \cdots, n$,
$D^{\alpha} f:=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}}, \quad$ where $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right) \in\left(N_{0}\right)^{n}, \quad|\alpha|=\sum_{i=1}^{n} \alpha_{i}$.
A positive-real valued, function $\rho$ is called a weight function. If $\rho$ is a weight function and $k \in N$, then

$$
(f, g)_{k, \rho}:=\sum_{|\alpha| \leqq k} \int_{\Omega} \rho^{-2 k+2|\alpha|} D^{\alpha} f D^{\alpha} g d x
$$

defines a scalar product on $C_{0}^{\infty}(\Omega)$. The completion with respect to the appropriate norm is called $\stackrel{\circ}{W}^{k, \rho}(\Omega)$; hence

$$
\stackrel{0}{W}^{k, \rho}(\Omega):={\overline{C_{0}^{\infty}}(\Omega)}^{\|\cdot\|_{k, \rho}} .
$$

Similarly we define

$$
\begin{aligned}
& W_{c}^{k, \rho}(\Omega):=\overline{\left.C_{0}^{\infty}\left(R^{n}\right)\right|_{\Omega}} \|^{\cdot \| k, \rho}, \\
& W^{k, \rho}(\Omega):=\overline{C^{\infty}}\|\cdot\|_{k, \rho},
\end{aligned}
$$

[^120]where $\left.C_{0}^{\infty}\left(R^{n}\right)\right|_{\Omega}$ denotes the space of restrictions of functions in $C_{0}^{\infty}\left(R^{n}\right)$ to $\Omega$. For $x=\left(x_{1}, \cdots, x_{n}\right) \in R^{n}$ we need the following three norms
$$
|x|_{1}=\sum_{1}^{n}\left|x_{i}\right|, \quad|x|_{2}=\left(\sum_{1}^{n} x_{i}^{2}\right)^{1 / 2}, \quad|x|_{\infty}=\max _{i=1, \cdots, n}\left|x_{i}\right| .
$$
$L_{q}(\Omega)$ denotes the usual Lebesgue space with $\|f\|_{q}:=\left(\int_{\Omega}|f|^{q} d x\right)^{1 / q}$.
Remark 1.1. It is clear that $\stackrel{0}{W}^{k, \rho} \subset W_{c}^{k, \rho} \subset W^{k, \rho}$. The functions in $W_{c}^{k, \rho}$ need not vanish on the boundary as the functions in $W^{\circ}{ }^{k, \rho}$ but contrary to $W^{k, \rho}$ there is a kind of growth condition at infinity.

Let us now sketch the plan of the paper. In the next section we prove variants of the Poincaré lemma and apply this to study the Dirichlet problem. The third section is devoted to compact imbeddings and their applications. In the last section we shall study the Neumann problem. There we shall again prove suitable variants of the Poincaré lemma, this time for functions which do not necessarily vanish on the boundary. In most existence theorems we shall get explicit bounds for the norm of the solution operator.
2. Dirichlet problem on unbounded domains. The Poincaré lemma states that for bounded domains $\Omega$ there exists a constant depending only on the diameter of $\Omega$ such that for all $f \in C_{0}^{\infty}(\Omega) \int f^{2} d x \leqq$ const $\int|\nabla f|^{2} d x$. It is easy to see that this is false, in general, for unbounded domains. We prove now some variants for the weighted spaces.

Lemma 2.1. Let $\rho$ be a locally Lipschitz-continuous weight function with $\rho(x) \geqq|x|_{\infty}$ on $\Omega$. Furthermore, let $k \in N$ and $q, \delta \in R$ with $q>1$ and $\delta>0$. Then either of the two conditions
(i) $\quad 1-\frac{q k \sum_{1}^{n} D_{i} \rho(x) x_{i}}{n \rho(x)} \geqq \delta \quad$ for all $x \in \Omega$,
(ii) $\quad 1-\frac{q k \sum_{1}^{n} D_{i} \rho(x) x_{i}}{n \rho(x)} \leqq-\delta \quad$ for all $x \in \Omega$
implies that for all $f \in C_{0}^{\infty}(\Omega)$

$$
\left\|f \rho^{-k}\right\|_{q \leqq} \frac{q}{n \delta} \sum_{1}^{n}\left\|\left(D_{i} f\right) \rho^{-k+1}\right\|_{q} .
$$

Proof. Integration by parts implies

$$
\begin{aligned}
\int\left|\frac{f}{\rho^{k}}\right|^{q} d x & =+\frac{1}{n} \sum_{1}^{n} \int\left|\frac{f}{\rho^{k}}\right|^{q} d x=-\frac{1}{n} \sum_{1}^{n} \int \operatorname{sign}(f) D_{i}\left(\frac{f}{\rho^{k}}\right)\left|\frac{f}{\rho^{k}}\right|^{q-1} x_{i} d x \\
& =-\frac{q}{n} \sum_{1}^{n} \int \operatorname{sign}(f)\left(\frac{D_{i} f}{\rho}-\frac{k f D_{i} \rho}{\rho^{k+1}}\right)\left|\frac{f}{\rho^{k}}\right|^{q-1} x_{i} d x .
\end{aligned}
$$

Hence we have the identity

$$
\begin{equation*}
\int\left[1-\frac{q k \sum D_{i} \rho x_{i}}{n \rho}\right]\left|\frac{f}{\rho^{k}}\right|^{q} d x=-\frac{q}{n} \sum \int \frac{\operatorname{sign}(f) x_{i}}{\rho} \frac{D_{i} f}{\rho^{k-1}}\left|\frac{f}{\rho^{k}}\right|^{q-1} d x \tag{1}
\end{equation*}
$$

(i) In this case the left side is $\geqq \delta \int\left|f / \rho^{k}\right|^{q} d x$. Since $\left|\operatorname{sign}(f) x_{i}\right| / \rho \leqq 1$ the Hölder inequality for $q_{1}, q_{2}>1,1 / q_{1}+1 / q_{2}=1$ implies that

$$
\int\left|\frac{f}{\rho^{k}}\right|^{q} d x \leqq \frac{q}{n \delta} \sum_{1}^{n}\left(\int\left|\frac{D_{i} f}{\rho^{k-1}}\right|^{q_{1}} d x\right)^{1 / q_{1}} \cdot\left(\int\left|\frac{f}{\rho^{k}}\right|^{(q-1) q_{2}} d x\right)^{1 / q_{2}} .
$$

Choosing $q_{1}=q, q_{2}=q /(q-1)$ and dividing by $\left(\int\left|f / \rho^{k}\right|^{q} d x\right)^{(q-1) / q}$, we get the assertion.
(ii) In this case the left side is $\leqq-\delta \int\left|f / \rho^{k}\right|^{q} d x$. We divide by $-\delta$ and get

$$
\begin{aligned}
\int\left|\frac{f}{\rho^{k}}\right|^{q} d x & \leqq \frac{q}{\delta n} \sum_{1}^{n} \int \frac{\operatorname{sign}(f) x_{i}}{\rho} \cdot \frac{D_{i} f}{\rho^{k-1}}\left|\frac{f}{\rho^{k}}\right|^{q-1} d x \\
& \leqq \frac{q}{\delta n} \sum_{1}^{n} \int\left|\frac{D_{i} f}{\rho^{k-1}}\right| \cdot\left|\frac{f}{\rho^{k}}\right|^{q-1} d x .
\end{aligned}
$$

Now the assertion follows as in case (i). Q.E.D.
Remark 2.2. Of course we did not need the assumption $k \in N$ in the proof of Lemma 2.1. Furthermore, it should be noted that in case $\rho(x)$ grows stronger than $O(|x|)$ the estimate $\left|\operatorname{sign}\left({ }^{f}\right) x_{i} / \rho\right| \leqq 1$ is not sharp. This observation leads one to sharper estimates and yields essential improvements for second-order operators (see Janßen [6]).

Theorem 2.3. Let $\Omega, p, k, n, \delta$ fulfill any of the following conditions:
(i) $\rho(x)=\left(1+|x|_{1}\right)^{\alpha}, \alpha \geqq 1, n-2 \alpha k>0, \delta=(n-2 \alpha k) / n$.
(ii) $\rho(x)=\left(1+|x|_{1}\right)^{\alpha}, \quad \alpha \geqq 1, \quad n-2 \alpha k<0, \quad \delta=(2 \alpha k-n) /(n+2 \alpha k), \quad r=2 n /$ $(2 \alpha k-n), \Omega \subset\left\{\left.x| | x\right|_{1} \geqq r\right\}$.
(iii) $2 k<n, \rho(x)=\left(|x|_{1}+c\right) \ln \left(|x|_{1}+c\right), c=\exp (4 k /(n-2 k)), \delta=(n-2 k) /(2 n)$.
(iv) $2 k>n, \quad \rho(x)=\left(|x|_{1}+c\right) \ln \left(|x|_{1}+c\right), \delta=(2 k-n) /(2 n)$, let $r, c$ be chosen such that for $|x|_{1} \geqq r$ we have $|x|_{1} \ln \left(|x|_{1}+c\right)+|x|_{1} \geqq((2 k+n) / 4 k)\left(|x|_{1}+c\right)$ $\ln \left(|x|_{1}+c\right)$ and $\Omega \subset\{x||x| \geqq r\}$.
(v) $\rho(x)=x_{1}, \Omega \subset R_{+} \times R^{n-1}, \delta=(2 k-1) / \sqrt{n}$.
(vi) $\Omega=R_{+} \times R_{+}, \rho(x)=\operatorname{dist}(x, \partial \Omega)^{\alpha}=\min \left(x_{1}, x_{2}\right)^{\alpha}, 2 \alpha k \neq n=2, \delta=(n-2 \alpha k) / n$.

Then for all $f \in \stackrel{0}{W}^{k, \rho}(\Omega)$

$$
\int_{\Omega}\left(\frac{f}{\rho^{k}}\right)^{2} d x \leqq \frac{4}{n \delta^{2}} \sum_{1}^{n} \int_{\Omega}\left(\frac{D_{i} f}{\rho^{k-1}}\right)^{2} d x
$$

Proof. (i) $D_{i} \rho=\alpha\left(1+|x|_{1}\right)^{\alpha-1} \operatorname{sign} x_{i}$ implies that

$$
1-\frac{2 k}{n \rho} \sum_{1}^{n} D_{i} \rho x_{i}=1-\frac{2 \alpha k}{n} \frac{|x|_{1}}{1+|x|_{1}} \geqq 1-\frac{2 \alpha k}{n}=\delta .
$$

Now Lemma 2.1 implies that (after squaring both sides) for all $f \in C_{0}^{\infty}(\Omega)$

$$
\int\left(\frac{f}{\rho^{k}}\right)^{2} d x \leqq \frac{4}{n^{2} \delta^{2}}\left(\sum_{1}^{n}\left(\int\left(\frac{D_{i} f}{\rho^{k-1}}\right)^{2} d x\right)^{1 / 2}\right)^{2} \leqq \frac{4}{n \delta^{2}} \sum_{1}^{n} \int\left(\frac{D_{i} f}{\rho^{k-1}}\right)^{2} d x .
$$

Since $C_{0}^{\infty}(\Omega)$ lies dense in $\stackrel{0}{W}^{k, \rho}(\Omega)$, this gives our assertion.
(ii) As above we get

$$
1-\frac{2 k}{n \rho} \sum_{1}^{n} D_{i} \rho x_{i}=1-\frac{2 \alpha k}{n} \frac{|x|_{1}}{1+|x|_{1}} \leqq 1-\frac{2 \alpha k}{n} \frac{r}{1+r}=-\delta .
$$

Now multiply by -1 and proceed as in (i).
(iii)

$$
\begin{aligned}
1-\frac{2 k \sum D_{i} \rho x_{i}}{n \rho} & =1-\frac{2 k}{n} \frac{|x|_{1}\left(\ln \left(|x|_{1}+c\right)+1\right)}{\left(|x|_{1}+c\right) \ln \left(|x|_{1}+c\right)} \\
& \geqq 1-\frac{2 k}{n}\left(1+\frac{1}{\ln c}\right)=\delta .
\end{aligned}
$$

(iv)

$$
1-\frac{2 k \sum D_{i} \rho x_{i}}{n \rho} \leqq 1-\frac{2 k}{n} \frac{2 k+n}{4 k}=-\delta .
$$

(v) Since

$$
\begin{aligned}
\int\left(\frac{f}{x_{1}^{k}}\right)^{2} d x & =-2 \int D_{1}\left(\frac{f}{x_{1}^{k}}\right) \cdot \frac{f}{x_{1}^{k}} \cdot x_{1} d x \\
& =-2 \int \frac{D_{1} f}{x_{1}^{k-1}} \cdot \frac{f}{x_{1}^{k}} d x+2 k \int\left(\frac{f}{x_{1}^{k}}\right)^{2} d x
\end{aligned}
$$

we get

$$
\int\left(\frac{f}{x_{1}^{k}}\right)^{2}=\frac{2}{2 k-1} \int \frac{D_{1} f}{x_{1}^{k-1}} \frac{f}{x_{1}^{k}} d x \leqq \frac{2}{2 k-1}\left(\int\left(\frac{D_{1} f}{x_{1}^{k-1}}\right)^{2} d x\right)^{1 / 2} \cdot\left(\int\left(\frac{f}{x_{1}^{k}}\right)^{2} d x\right)^{1 / 2}
$$

We divide by $\left\|f x_{1}^{-k}\right\|_{2}$, square both sides and thus get the assertion.
(vi) We have

$$
\begin{gathered}
\rho(x)= \begin{cases}x_{1}^{\alpha} & \text { if } x_{1} \leqq x_{2}, \\
x_{2}^{\alpha} & \text { else },\end{cases} \\
D_{1} \rho(x)=\left\{\begin{array}{lll}
\alpha x_{1}^{\alpha-1} & \text { if } x_{1} \leqq x_{2}, & D_{2} \rho(x)= \begin{cases}0 & \text { if } x_{1} \leqq x_{2}, \\
\alpha x_{2}^{\alpha-1} & \text { else. }\end{cases}
\end{array} .\left\{\begin{array}{l}
\text { else, }
\end{array}\right.\right.
\end{gathered}
$$

Now $\sum D_{i} \rho x_{i}=\alpha \rho$ and hence

$$
1-\frac{2 k}{n \rho} \sum D_{i} \rho x_{i}=1-\frac{2 \alpha k}{n}=\delta .
$$

Lemma 2.1 then implies the assertion as usual. Q.E.D.
Remark 2.4. (i) If the assertion of Theorem 2.3 holds for a weight function $\rho$ and if $\tilde{\rho}$ is any other (not necessarily continuous) weight function such that $c_{1} \rho(x) \leqq \tilde{\rho}(x) \leqq$ $c_{2} \rho(x)$ for all $x \in \Omega$ and some constants $c_{1}, c_{2}>0$, then an inequality of the same type as in Theorem 2.3 holds for $\tilde{\rho}$-only the constant $4 n^{-1} \delta^{-2}$ has to be changed!
(ii) Mazja [11] studies Poincaré-type inequalities using capacity theory. But the constants appearing in his conditions are hard to compute or even prove finite, especially in the critical cases $n \leqq 2 k$.
(iii) Using a suitable transformation of the coordinates, we can of course replace the condition on $\Omega$ in Theorem 2.3(ii) and (iv) by $\bar{\Omega} \neq R^{n}$.

The next examples show that the conditions on $\Omega$ cannot be relaxed, at least for $k=1$.

Example 2.5. (i) Let $n=1$ and $\rho$ be a weight function which is less or equal than one on the interval $[-1,1]$. We consider the functions

$$
f_{m}(x):= \begin{cases}m & \text { if } x \in[0,1] \\ m-(x-1) & \text { if } x \in(1, m+1) \\ 0 & \text { if } x \geqq m+1 \\ f_{m}(-x) & \text { if } x \leqq 0\end{cases}
$$

Then for all $m \in N$

$$
\int_{-\infty}^{\infty} f_{m}^{2} \rho^{-2} d x \geqq \int_{-1}^{1} f_{m}^{2} d x=2 m^{2} \quad \text { and } \quad \int_{-\infty}^{\infty}\left(f_{m}^{\prime}\right)^{2} d x \leqq 2 m
$$

Hence there cannot exist any locally bounded weight functions $\rho$ and any constant $K$ such that for all $f \in C_{0}^{\infty}(R)$

$$
\int_{-\infty}^{\infty} f^{2} \rho^{-2} d x \leqq K \int_{-\infty}^{\infty}\left(f^{\prime}\right)^{2} d x
$$

(ii) Now let $n=2$ and $\rho$ be a weight function which is smaller than or equal to one on the unit ball $K(0,1)$. For $m \in N, r \in R_{+}$we define

$$
g_{m}(r):= \begin{cases}m & \text { if } r \in[0,1] \\ m-\ln r & \text { if } r \in(1, \exp m) \\ 0 & \text { if } r \geqq \exp m\end{cases}
$$

Then

$$
\int_{R^{2}} g_{m}(|x|)^{2} \rho^{-2}(x) d x \geqq \pi m^{2} \quad \text { and } \quad \sum_{1}^{2} \int_{R^{2}}\left(D_{i} g_{m}(|x|)\right)^{2} d x=w \pi m
$$

and again there cannot exist any locally bounded weight function $\rho$ and any constant $K$ such that for all $f \in C_{0}^{\infty}\left(R^{2}\right)$

$$
\int_{R^{2}} f^{2} \rho^{-2} d x \leqq K \sum_{1}^{2} \int_{R^{2}}\left(D_{i} f\right)^{2} d x .
$$

Corollary 2.6. Let $\Omega \subset R^{n}, \rho$ be a weight function, $k_{0} \in N$. If $\Omega, p, k, n$ fulfill for any $k \leqq k_{0}$ any of the conditions of Theorem 2.3, then there exists a constant $K$, which can be computed explicitly, such that for all $f \in \stackrel{0}{W}^{k, \rho}(\Omega)$

$$
\sum_{|\alpha|=k_{0}}\left\|D^{\alpha} f\right\|_{2}^{2} \leqq \sum_{|\alpha| \leqq k_{0}}\left\|\rho^{-k_{0}+|\alpha|} D^{\alpha} f\right\|_{2}^{2} \leqq K \sum_{|\alpha|=k_{0}}\left\|D^{\alpha} f\right\|_{2}^{2}
$$

Proof. The proof follows immediately from Theorem 2.3 by induction. Q.E.D.
We shall now apply our theorems to the Dirichlet problem on unbounded domains. The proof follows the philosophy of J. Wloka (see [18]).

Theorem 2.7. Let $\Omega, \rho, k, n$ fulfill the assumptions of Corollary 2.6. Furthermore, let $A u:=\sum_{|\alpha|,|\beta| \leqq k}(-1)^{|\alpha|} D^{\alpha}\left(a_{\alpha \beta} D^{\beta} u\right)$, where the matrix $\left(a_{\alpha \beta}\right)_{|\alpha|=|\beta|=k}$ is assumed to be uniformly positive definite and
(i) $a_{\alpha \beta} \in L_{\infty}$ for $|\alpha|=|\beta|=k$,
(ii) $a_{\alpha \beta}=0$ for $k<|\alpha|+|\beta|<2 k$,
(iii) $D^{\gamma}\left(a_{\alpha \beta}\right) \rho^{2 k-|\beta+\alpha-\gamma|} \in L_{\infty}$ for $|\alpha|+|\beta| \leqq k, \gamma \leqq \alpha$.

Set

$$
a(u, v):=\sum_{|\alpha|,|\beta| \leqq k} \int_{\Omega} a_{\alpha \beta} D^{\beta} u D^{\alpha} v d x
$$

Then there exists $a \lambda_{0}>0$ such that for all $\lambda>\lambda_{0}$ and all $f \in\left(\stackrel{0}{W}^{k, \rho}(\Omega)\right)^{*}$ there is exactly one $u \in \stackrel{0}{W}^{k, \rho}(\Omega)$ such that for all $v \in \stackrel{0}{W}^{k, \rho}(\Omega)$

$$
b(u, v):=a(u, v)+\lambda \int_{\Omega} u v \rho^{-2 k} d x=\langle f, v\rangle_{W^{k}, \rho} .
$$

The operator $A+\lambda \rho^{-2 k}: \stackrel{0}{W}^{k, \rho} \rightarrow\left(\stackrel{0}{W}^{k, \rho}\right) *$ is a topological isomorphism.
Proof. $b$ is for all $\lambda \in R$ a continuous bilinear form. From the assumptions on the coefficients and Corollary 2.6 we conclude that

$$
\begin{align*}
a(u, u) & =\sum_{|\alpha|=|\beta|=k} \int a_{\alpha \beta} D^{\beta} u D^{\alpha} u d x+\sum_{|\alpha|+|\beta|<k} \int a_{\alpha \beta} D^{\beta} u D^{\alpha} u d x  \tag{2}\\
& \geqq c_{1} \sum_{|\alpha|=k}\left\|D^{\alpha} u\right\|_{2}^{2}-c_{2} \sum_{|\alpha|+|\beta|<k} \sum_{\gamma<\alpha} \int\left|D^{\gamma}\left(a_{\alpha \beta}\right) D^{\beta+\alpha-\gamma} u \cdot u\right| d x \\
& \geqq c_{3}\|u\|_{k, \rho}^{2}-c_{4}\|u\|_{k, \rho} \cdot\left\|u \rho^{-k}\right\|_{2},
\end{align*}
$$

where $c_{i}$ are positive constants. Now let $c_{3}>\delta>0$ and $\varepsilon:=2\left(c_{3}-\delta\right) c_{4}^{-1}$; then

$$
\begin{align*}
c_{4}\|u\|_{k, \rho}\left\|u \rho^{-k}\right\|_{2} & \leqq c_{4} \varepsilon 2^{-1}\|u\|_{k, \rho}^{2}+c_{4}(2 \varepsilon)^{-1}\left\|u \rho^{-k}\right\|_{2}^{2}  \tag{3}\\
& =\left(c_{3}-\delta\right)\|u\|_{k, \rho}^{2}+c_{4}^{2}\left(4\left(c_{3}-\delta\right)\right)^{-1}\left\|u \rho^{-k}\right\|_{2}^{2} .
\end{align*}
$$

For any $\lambda>\lambda_{0}:=c_{4}^{2}\left(4 c_{3}\right)^{-1}$ exists a $\delta>0$, such that $\lambda \geqq c_{4}^{2}\left(4\left(c_{3}-\delta\right)\right)^{-1}$. For this $\delta$ it follows from (2), (3) that $b(u, u) \geqq \delta\|u\|_{k, \rho}^{2}$, i.e. $b$ is coercive. The Lax-Milgram lemma (see e.g. Oden, Reddy [13]) gives us then the assertion. Q.E.D.

Remark 2.8. (i) $\lambda_{0}$ can be computed explicitly using Corollary 2.6 and bounds on the coefficients.
(ii) The conditions on $a_{\alpha \beta}$ for $|\alpha|+|\beta|<2 k$ will be weakened considerably in the next section. But then we use compactness arguments and shall not be able to compute $\lambda_{0}$ any more.
(iii) We can also treat mixed boundary conditions in this way. For an example see Janßen [5].
3. Compact imbeddings. In this section we study compact imbeddings and some of their consequences. We shall need some geometric properties of $\Omega$ and the weight function $\rho$, which we shall provide in the next definitions and lemmata.

Definition 3.1. Let $l \in N, 0 \leqq \kappa \leqq 1$ (for $l=0$ only $\kappa=0$ or 1 ).
(i) The function $f: \Omega \rightarrow R$ belongs to $C^{(l, \kappa)}(\Omega)$, if the numbers

$$
\begin{array}{ll}
\sup _{x \in \Omega}\left|D^{\alpha} f(x)\right|, \quad|\alpha| \leqq l, \\
\sup _{x, y \in \Omega} \frac{\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|}{|x-y|}, & |\alpha| \leqq l-1, \\
\sup _{x, y \in \Omega} \frac{\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|}{|x-y|^{\kappa}}, & |\alpha|=l .
\end{array}
$$

are all finite.
(ii) A one-to-one mapping $T: \Omega \rightarrow \Omega^{\prime} \subset R^{n}$ is called a $C^{(l, \kappa)}$-diffeomorphism if the components of $T$ resp. $T^{-1}$ belong to $C^{(l, \kappa)}(\Omega)$ resp. $C^{(l, \kappa)}\left(\Omega^{\prime}\right)$ and for $l \geqq 10<c_{1} \leqq$ $|\operatorname{det}(\partial T / \partial x)(x)| \leqq c_{2}<\infty$ for all $x \in \Omega$.
(iii) $\Omega \subset R^{n}$ is called (l, $\kappa$ )-smooth if for all $x \in \partial \Omega$ there exists a neighbourhood $U_{x}$ such that $U_{x}$ is $(l, \kappa)$-diffeomorphic to the unit cube $W$ at which (all mappings are one-to-one, onto)

$$
\begin{aligned}
& \partial \Omega \cap U_{x} \rightarrow W \cap\left\{x_{n}=0\right\}, \\
& \Omega \cap U_{x} \rightarrow W \cap\left\{x_{n}>0\right\} \\
& C \bar{\Omega} \cap U_{x} \rightarrow W \cap\left\{x_{n}<0\right\} .
\end{aligned}
$$

Lemma 3.2. Let $T: \Omega \rightarrow \Omega^{\prime}$ be a $C^{(L, \kappa)}$-diffeomorphism. Then the pullback operators

$$
\begin{aligned}
* T: W^{l, \rho}\left(\Omega^{\prime}\right) \rightarrow W^{l, \rho \circ T}(\Omega), & u \rightarrow u \circ T \\
* T^{-1}: W^{l, \rho \circ}(\Omega) \rightarrow W^{l, \rho}\left(\Omega^{\prime}\right), & u \rightarrow u \circ T^{-1}
\end{aligned}
$$

are continuous for $l \leqq L+\kappa$ and hence

$$
W^{l, \rho}\left(\Omega^{\prime}\right) \cong W^{l, \rho \circ T}(\Omega)
$$

Proof. Analogous to the case $\rho \equiv 1$, see e.g. Wloka [18, p. 86ff], or Adams [1]. Q.E.D.

Definition 3.3. A weight function $\rho: R^{n} \rightarrow R_{+}$is called translation, and dilation invariant (td-function) if for all $K_{0}>0$ and all $x_{0} \in R^{n}$ there exists a constant $K_{1}$ such that for the mapping $T: R^{n} \rightarrow R^{n}, T(x)=K_{0}\left(x-x_{0}\right)$ and all $x \in R^{n} K_{1}^{-1} \rho(T x) \leqq \rho(x) \leqq$ $K_{1} \rho(T x)$, where $K_{1}$ as a function of $K_{0}, x_{0}$ is locally bounded.

Lemma 3.4. (i) $1+|x|$ and $\ln (|x|+2)$ are td-functions.
(ii) If $\rho_{1}, \rho_{2}$ are td-functions, then the same is true for $\rho_{1} \cdot \rho_{2}, \rho_{1}^{c}$ for any $c>0$ and also any weight-function $\rho$ with $c_{1}^{-1} \rho_{1}<\rho<c_{1} \rho_{1}, c_{1}>0$ is a td-function.
(iii) If $\rho$ is a td-function and $f: R^{+} \rightarrow R^{+}$increasing, then $f \circ \rho$ is a td-function.

Proof. Left to the reader.
Lemma 3.5. Let $M \in R_{+}, K_{0} \in R_{+}$and $x_{0} \in R^{n}$ such that $K_{0}+\left|x_{0}\right| \leqq M$. If $\rho$ is a td-function, $T(x):=K_{0}\left(x-x_{0}\right)$ and $\Omega^{\prime}:=T \Omega$, then for all $l \in N, W^{l, \rho}(\Omega) \cong W^{l, \rho}\left(\Omega^{\prime}\right)$. The norms of the pullback operators depend only on $l$ and $M$.

Proof. $T$ is a $C^{\infty}$-diffeomorphism. Lemmata 3.2 and $3.4(i i)$ imply $W^{l, \rho}(\Omega) \cong$ $W^{l, \rho}\left(\Omega^{\prime}\right)$ and the continuity of the pullback operators. Since by Definition $3.3 K_{1}$ as a function of $K_{0}, x_{0}$ is locally bounded, the norms depend only on $M$ (and of course 1). Q.E.D.

Lemma 3.6. Let $T: \Omega \rightarrow \Omega^{\prime}$ be a $C^{(L, \kappa)}$-diffeomorphism, $L+\kappa \geqq 1$. If $\rho(x)=f(1+|x|)$, $f: R_{+} \rightarrow R_{+}$increasing, then for all $l \leqq L+\kappa, W^{l, \rho}(\Omega) \cong W^{l, \rho}\left(\Omega^{\prime}\right)$.

Proof. $\rho$ is a td-function; hence by 3.5 , without loss of generality, $0 \in \Omega \cap \Omega^{\prime}$, $T(0)=0 . T, T^{-1}$ are Lipschitz continuous; hence there exists a $K_{1}>0$ such that $K_{1}^{-1}|x| \leqq|T x| \leqq K_{1}|x|$. Since $f$ is increasing, it follows that $\rho\left(K_{1}^{-1} x\right) \leqq \rho(T x) \leqq \rho\left(K_{1} x\right)$. Since $\rho$ is dilation invariant, there exists $K_{2}>0$ such that $K_{2}^{-1} \rho(x) \leqq \rho(T x) \leqq K_{2} \rho(x)$ and Lemma 3.2 gives us the assertion. Q.E.D.

Before we proceed, let us fix some more notation. If $k \in N, \rho$ is a weight function on $\Omega$, then $M_{k, \rho}$ denotes the operator which assigns to any measurable $f: \Omega \rightarrow R$ the function $M_{k, \rho}(f):=\rho^{-k} \cdot f$. If $\phi: \Omega \rightarrow R$ is measurable, then $M_{\phi}(f):=\phi \cdot f$. Let $\sum \subset$ $\left\{x \in R^{n}| | x \mid=1\right\}, x_{0} \in R^{n}, r_{0}>0$, then

$$
S\left(x_{0}, r_{0}, \Sigma\right):=\left\{x_{0}+t \cdot \sigma \mid r_{0} \leqq t, \sigma \in \Sigma\right\} .
$$

For $a \geqq 1$ we introduce the following abbreviation, where $\rho(x)=\tilde{\rho}(|x|)$ (for shortness $\rho(|x|))$

$$
I(a, n, k, \rho):=\int_{a}^{\infty} \frac{\int_{1}^{u} v^{1-n} \rho^{2(k-1)}(v) d v}{\rho^{2 k}(u)} \cdot u^{n-1} d u
$$

Furthermore, we shall need the following well-known theorem due to Kolmogoroff (for a proof see Yoshida [19] or Voigt and Wloka [17]):
$K \subset L_{2}(\Omega)$ is relatively compact iff the following three conditions hold:
(K1) $K$ is bounded in $L_{2}(\Omega)$;
(K2) $\lim _{h \rightarrow 0} \int_{\Omega}|f(x+h)-f(x)|^{2} d x=0$ uniformly for all $f \in K$;
(K3) $\lim _{a \uparrow \infty} \int_{|x|>a}|f(x)|^{2} d x=0$ uniformly for all $f \in K$.
Lemma 3.7. Let $\Omega=S(0,1, \Sigma), k \in N, \rho$ be a weight function with $\rho(x):=\dot{\rho}(|x|)$ ( for shortness $\rho(|x|)$ ) and $f \in C^{\infty}(\Omega)$ with $\|f\|_{k, \rho} \leqq 1$ and $f(\sigma)=0$ for $\sigma \in \Sigma$. Then

$$
\int_{\Omega \cap\{|x|>a\}} f^{2}(x) \rho^{-2 k}(x) d x \leqq I(a, n, k, \rho) .
$$

Proof. We introduce polar coordinates $x=T\left(u, \alpha_{1}, \cdots, \alpha_{n-1}\right)$.

$$
\begin{aligned}
& x_{1}=u \cos \alpha_{1} \\
& x_{2}=u \sin \alpha_{1} \cos \alpha_{2} \\
& \quad \vdots \\
& x_{n-1}=u \sin \alpha_{1} \cdots \sin \alpha_{n-2} \cos \alpha_{n-1}, \\
& x_{n}=u \sin \alpha_{1} \cdots \sin \alpha_{n-2} \sin \alpha_{n-1}
\end{aligned}
$$

where $0 \leqq u<\infty, 0 \leqq \alpha_{n-1} \leqq 2 \pi, 0 \leqq \alpha_{i} \leqq \pi$ for $i=1, \cdots, n-2$ and set $\tilde{f}:=f \circ T$. Since $\tilde{f}\left(1, \alpha_{1}, \cdots, \alpha_{n-1}\right)=0$ for $\left(\alpha_{1}, \cdots, \alpha_{n-1}\right) \in T^{-1}(1, \Sigma)=: \tilde{\Sigma}$ we have for $x=$ $T\left(u, \alpha_{1}, \cdots, \alpha_{n-1}\right) \in \Omega$ that

$$
\tilde{f}\left(u, \alpha_{1}, \cdots, \alpha_{n-1}\right)=\int_{1}^{u} \frac{\partial \tilde{f}}{\partial v}\left(v, \alpha_{1}, \cdots, \alpha_{n-1}\right) d v
$$

This implies that

$$
\begin{aligned}
\left|\tilde{f}\left(u, \alpha_{1}, \cdots, \alpha_{n-1}\right)\right|^{2} & =\left|\int_{1}^{u} \frac{\partial \tilde{f}}{\partial v}\left(v, \alpha_{1}, \cdots, \alpha_{n-1}\right) d v\right|^{2} \\
& =\left(\int_{1}^{u} \frac{\left|(\partial \tilde{f} / \partial v)\left(v, \alpha_{1}, \cdots, \alpha_{n-1}\right)\right|^{2}}{\rho^{2(k-1)}(v)} \cdot v^{(n-1) / 2} \cdot \rho^{(k-1)}(v) \cdot v^{(1-n) / 2} d v\right)^{2} \\
& \leqq F(u, n, k, \rho) \int_{1}^{\infty} \frac{\left|(\partial \tilde{f} / \partial v)\left(v, \alpha_{1}, \cdots, \alpha_{n-1}\right)\right|^{2}}{\rho^{2(k-1)}(v)} \cdot v^{n-1} d v
\end{aligned}
$$

where $F(u, n, k, \rho):=\int_{1}^{u} v^{1-n} \rho^{2(k-1)}(v) d v$. We multiply both sides of the inequality by $\Pi_{1}^{n-2}\left(\sin \alpha_{i}\right)^{n-i-1}$, integrate with respect to $\alpha_{1}, \cdots, \alpha_{n-1}$ over $\tilde{\Sigma}$ and since

$$
\left|\frac{\partial \tilde{f}}{\partial v}(y)\right|^{2} \leqq\left(\sum_{1}^{n}\left|\frac{\partial f}{\partial x_{i}}(T y)\right|^{2}\right)\left(\sum_{1}^{n}\left|\frac{\partial T_{i}}{\partial v}(y)\right|^{2}\right) \leqq \sum\left|\frac{\partial f}{\partial x_{i}}(T y)\right|^{2}
$$

and $\|f\|_{k, \rho} \leqq 1$ we arrive after a coordinate transformation on the right side at

$$
\int \underset{\tilde{\Sigma}}{\ldots}\left|\tilde{f}\left(u, \alpha_{1}, \cdots, \alpha_{n-1}\right)\right|^{2} \prod_{1}^{n-2}\left(\sin \alpha_{i}\right)^{n-i-1} d \alpha_{1} \cdots d \alpha_{n-1} \leqq F(u, n, k, \rho)
$$

Multiplying by $u^{n-1} \rho^{-2 k}(u)$, integrating with respect to $u$ from $a$ to $\infty$ and transforming the coordinates on the left side, we finally get the assertion. Q.E.D.

Lemma 3.8. If $\rho, k, n$ fulfill any of the following conditions
(i) $2 k>n, \rho(x)=(|x|+2) \ln (|x|+2)$,
(ii) $\rho(x)=(|x|+1)^{c}, c>\max (1, n / 2 k)$,
(iii) $\rho(x)=(|x|+2)^{c} \cdot \ln (|x|+2), c>1, n=2 k c$,
then $\rho$ is a td-function, $\rho^{-k} \in L_{2}\left(R^{n}\right)$ and $\lim _{a \rightarrow \infty} I(a, n, k, \rho)=0$.
Proof. Lemma 3.4 implies that all functions are td-functions. In all three cases we easily see that $\int_{0}^{\infty} \rho^{-2 k}(u) u^{n-1} d u<\infty$ and hence $\rho^{-k} \in L_{2}\left(R^{n}\right)$.
(i) Set $F(u, n, k, \rho)=\int_{1}^{u} v^{1-n} \rho^{2(k-1)}(v) d v$; then

$$
F(u, n, k, \rho) \leqq c_{1} \int_{1}^{u} v^{1-n+2(k-1)}(\ln (v+2))^{2(k-1)} d v .
$$

Since $2 k>n$ we have $m:=1-n+2(k-1) \geqq 0$ and hence

$$
\frac{F(u, n, k, \rho)}{\rho^{2 k}(u)} \leqq c_{1} \frac{\int_{1}^{u} v^{m} d v}{u^{2 k} \ln ^{2}(u+2)} \leqq c_{2} \frac{u^{m+1-2 k}}{\ln ^{2}(u+2)}=c_{2} \frac{u^{-n}}{\ln ^{2}(u+2)} .
$$

For $a \geqq 2$ this implies that

$$
I(a, n, k, \rho) \leqq c_{3} \int_{a}^{\infty} \frac{1}{u \ln ^{2} u} d u=\frac{c_{3}}{\ln a} \xrightarrow{a \rightarrow \infty} 0 .
$$

(ii) Now we define $m:=1-n+2(k-1) c$. Then

$$
F(u, n, k, \rho) \leqq c_{4} \int_{1}^{u} v^{m} d v .
$$

Case 1. $m<-1$. Then $F(u, n, k, \rho) \leqq c_{4}$ and hence $I(a, n, k, \rho) \leqq c_{4} \int_{a}^{\infty} u^{n-2 k c-1}$ $d u \rightarrow 0$ for $a \rightarrow \infty$ since $n-2 k c-1<-1$.

Case 2. $m=-1$. Then $F(u, n, k, \rho) \leqq c_{4} \ln u$ and hence $I(a, n, k, \rho) \leqq c_{4} \int_{a}^{\infty} \ln (u)$. $u^{n-2 k c-1} d u \leqq c_{5} \int_{a}^{\infty} u^{-1-\delta} d u \rightarrow 0$ for $a \rightarrow \infty$ where we choose $\delta>0$ such that $\ln u \leqq$ $c_{5} u^{\delta} / c_{4}$ and $n-2 k c-1 \leqq-1-2 \delta$.

Case 3. $m>-1$. Then $F(u, n, k, \rho) \leqq c_{6} u^{m+1}$ and $I(a, n, k, \rho) \leqq c_{6} \int_{a}^{\infty} u^{-2 c+1} d u \rightarrow 0$ for $a \rightarrow \infty$, since $-2 c+1<-1$.
(iii) For $a \geqq 2$ we get

$$
I(a, n, k, \rho) \leqq c_{7} \int_{a}^{\infty} \frac{\int_{1}^{\infty} v^{1-2 c} d v}{u^{2 k c} \ln ^{2} u} \cdot u^{n-1} d u \leqq c_{7} \int_{a}^{\infty} \frac{1}{u \ln ^{2} u} d u=\frac{c_{7}}{\ln a} \xrightarrow{a \rightarrow \infty} 0 . \quad \text { Q.E.D. }
$$

Theorem 3.9. Let $\rho, k$, $n$ fulfill any of the conditions of Lemma 3.8. Then $M_{k, \rho}: W^{k, \rho}\left(R^{n}\right) \rightarrow L_{2}\left(R^{n}\right)$ is a linear, continuous and injective operator with dense range which maps bounded into relatively compact sets. (Henceforth we shall call a mapping with these properties a compact imbedding.)

Proof. Obviously, $M_{k, \rho}$ is linear, continuous, injective and has dense image. Let $\phi_{1} \in C_{0}^{\infty}\left(R^{n}\right)$ with $\operatorname{supp} \phi_{1} \subset K(0,2)$ and $\phi_{1}(x)=1$ for $x \in K(0,1)$. Since

$$
M_{\phi_{1}}: W^{k, \rho}\left(R^{n}\right) \rightarrow \stackrel{0}{W}^{k, \rho}(K(0,2)) \cong \stackrel{0}{W}^{k}(K(0,2))
$$

is continuous, we get from the imbedding theorems on bounded domains that

$$
M_{k, \rho} \circ M_{\phi_{1}}: W^{k, \rho}\left(R^{n}\right) \rightarrow L_{2}(K(0,2)) \subset L_{2}\left(R^{n}\right)
$$

is compact. If we define $\phi_{2}:=1-\phi_{1}$, then the derivatives of $\phi_{2}$ have compact support and since the weight functions are bounded from above and below by positive constants, it follows that

$$
M_{\phi_{2}}: W^{k, \rho}\left(R^{n}\right) \rightarrow \stackrel{0}{W}^{k, \rho}\left(R^{n} \backslash K(0,1)\right)
$$

is continuous. Since $M_{k, \rho}=M_{k, \rho} \circ M_{\phi_{1}}+M_{k, \rho} \circ M_{\phi_{2}}$, it suffices to show that

$$
M_{k, \rho}\left(M_{\phi_{2}}(K)\right) \subset L_{2}\left(R^{n} \backslash K(0,1)\right)
$$

is relatively compact where $K:=\left\{f \in W^{k, \rho}| | f \|_{k, \rho} \leqq 1\right\}$.
Now (K1) is immediate and (K3) follows from Lemmata 3.7, 3.8. Since $M_{\phi_{2}}$ is continuous, there exists $c_{1}>0$ such that

$$
M_{\phi_{2}}(K) \subset \overline{\left\{f \in C^{\infty}\left(R^{n}\right) \mid\|f\|_{k, \rho} \leqq c_{1}, \operatorname{supp} f \subset R^{n} \backslash K(0,1)\right\}}{ }^{\|\cdot\|_{k, \rho}} .
$$

So let $f \in C^{\infty}\left(R^{n}\right),\|f\|_{k, \rho} \leqq c_{1}, \operatorname{supp} f \subset R^{n} \backslash K(0,1)$. Then

$$
\begin{aligned}
& \int \mid M_{k, \rho}(f)(x+h)-\left.M_{k, \rho}(f)(x)\right|^{2} d x \\
&=\int\left|\frac{f(x+h)}{\rho^{k}(x+h)}-\frac{f(x)}{\rho^{k}(x)}\right|^{2} d x \\
&=\int\left|\frac{f(x+h) \rho^{k}(x)-f(x) \rho^{k}(x)+f(x) \rho^{k}(x)-f(x) \rho^{k}(x+h)}{\rho^{k}(x+h) \rho^{k}(x)}\right|^{2} d x \\
& \leqq 2 \int\left|\frac{f(x+h)-f(x)}{\rho^{k}(x+h)}\right|^{2}+\left(\frac{f(x)}{\rho^{k}(x)}\right)^{2}\left|\frac{\rho^{k}(x)-\rho^{k}(x+h)}{\rho^{k}(x+h)}\right|^{2} d x \\
& \leqq 2 \int\left\{\frac{\left(\int_{0}^{1}\langle\nabla f(x+t h) \mid h\rangle d t\right)^{2}}{\rho^{2 k}(x+h)}+\left(\frac{f(x)}{\rho^{k}(x)}\right)^{2} \frac{\left(\int_{0}^{1}\left\langle\nabla \rho^{k}(x+t h) \mid h\right\rangle d t\right)^{2}}{\rho^{2 k}(x+h)}\right\} d x \\
& \quad \leqq 2|h|^{2} c_{2} \int_{0}^{1} \int\left\{\frac{|\nabla f(x+t h)|^{2}}{\rho^{2(k-1)}(x+t h)}+\left(\frac{f(x)}{\rho^{k}(x)}\right)^{2}\right\} d x d t \\
& \quad(\text { since } \rho \text { is a td-function) } \\
& \leqq c_{3}|h|^{2} \rightarrow 0 \quad \text { for }|h| \rightarrow 0
\end{aligned}
$$

where $c_{3}$ does not depend on $f$ (only on $c_{1}, k, \rho$ ). This implies (K2) and hence the assertion is proved. Q.E.D.

Corollary 3.10. Let $\Omega \subset R^{n}, k, n, \rho$ as in Theorem 3.9. Then $M_{k, \rho}: \stackrel{0}{W}^{k, \rho}(\Omega) \rightarrow$ $L_{2}(\Omega)$ is a compact imbedding.

Proof. Let $F_{\Omega}: \stackrel{0}{W}^{k, \rho}(\Omega) \rightarrow \stackrel{0}{W}^{k, \rho}\left(R^{n}\right)$ be the natural continuation operator (zero outside $\Omega$ ) and $R_{\Omega}: L_{2}\left(R^{n}\right) \rightarrow L_{2}(\Omega)$ the restriction mapping. Then $F_{\Omega}, R_{\Omega}$ are continuous and hence

$$
M_{k, \rho}^{\Omega}=R_{\Omega} \circ M_{k, \rho}^{R n} \circ F_{\Omega}
$$

is compact by Theorem 3.9. Q.E.D.
If there is a continuation operator for the spaces $W^{k, \rho}$, i.e. a continuous, linear mapping $F_{\Omega}: W^{k, \rho}(\Omega) \rightarrow W^{k, \rho}\left(R^{n}\right)$ with $F u(x)=u(x)$ for all $x \in \Omega, u \in C^{k}(\Omega) \cap$ $W^{k, \rho}(\Omega)$, we can easily transfer Corollary 3.10 to these spaces. We now give some examples where such an operator exists.

Lemma 3.11. Let $\Omega=\left\{x \in R^{n} \mid x_{n}>0\right\}$. Then there exists a continuation operator.
Proof. Use the method of Hestenes, see Adams [1], Wloka [18]. Q.E.D.
Remark 3.12. By multiple application of Hestenes' construction we can of course also construct continuation operators for orthants and similar domains, e.g. $\left\{x \in R^{3} \mid x_{1}\right.$ $>0$ and $\left.x_{2}>0\right\}$.

Lemma 3.13. (i) Let $\Omega$ be $C^{(k, \kappa)}$-diffeomorphic to a domain $\Omega^{\prime}$ for which there exists a continuation operator for $l \leqq k+\kappa$. Then there exists also a continuation operator for $\Omega$ and $l \leqq k+\kappa$.
(ii) Let $\Omega$ be $(k, \kappa)$-smooth with bounded boundary. Then there exists a continuation operator.

Proof. (i) $F_{\Omega}:={ }^{*} T \circ F_{\Omega^{\prime}} \circ * T^{-1}$ (see Lemma 3.2).
(ii) Cover $\partial \Omega$ by small neighbourhoods $U_{j}, j=1, \cdots, m$ from Lemma 3.2(iii). Then (with $U_{0}=\Omega$ ) we have $\bar{\Omega} \subset \bigcup_{j=0}^{m} U_{j}$. Let $\alpha_{j}, j=0, \cdots, m$ be the appropriate partition of the unity. Then $\alpha_{0}$ is equal to one outside $\cup_{1}^{m} U_{j}$; hence all derivations of $\alpha_{0}$ (and of course those of $\left.\alpha_{j}, j=1, \cdots, m\right)$ vanish outside a bounded ball and hence $\left|D^{\beta} \alpha_{j} \circ \rho^{l}\right|$ stays uniformly bounded. This implies that $M_{\alpha_{j}}: W^{l, \rho}\left(U_{j} \cap \Omega\right) \rightarrow W^{l, \rho}(\Omega)$ is continuous and their norm is uniformly bounded. By (i) we can extend $\alpha_{j} f$ for $j=1, \cdots, m$ to $U_{j}\left(f \in W^{l, \rho}(\Omega)\right)$. Adding these local extensions to $\alpha_{0} f$, we get an extension with support in $\bigcup_{j=0}^{m} U_{j}$ and can extend by zero to the whole space. Q.E.D.

THEOREM 3.14. Let $\Omega=\cup_{1}^{N} \Omega_{i}$, where there exists a continuation operator for each $\Omega_{i}$ and $\rho, k, n$ fulfill the conditions of Lemma 3.8. Then $M_{k, \rho}: W^{k, \rho}(\Omega) \rightarrow L_{2}(\Omega)$ is a compact imbedding.

Proof. For $N=1$, analogous to Corollary 3.10. For $N>1$ let $\left(\phi_{j}\right)_{j \in N} \subset W_{k, \rho}(\Omega)$ with $\left\|\phi_{j}\right\|_{k, \rho} \leqq 1$. Then $\phi_{j} \in W^{k, \rho}\left(\Omega_{i}\right), i=1, \cdots, N$ and there exist (eventually after passing to some convergent subsequence several times) $\psi_{i} \in L_{2}\left(\Omega_{i}\right)$ such that $M_{k, \rho} \phi_{j} \rightarrow \psi_{i}$ in $L_{2}\left(\Omega_{i}\right)$. Now define

$$
\psi:=\psi_{i} \quad \text { on } \Omega_{i} \backslash \bigcup_{l=1}^{i-1} \Omega_{l}, \quad i=1, \cdots, N .
$$

Then $M_{k, \rho} \phi_{j} \rightarrow \psi$ in $L_{2}(\Omega)$ and $M_{k, \rho}$ is compact. Q.E.D.
For $n>2 k$ the conditions on the weight function are very restrictive (see Lemma 3.8). This defect can be removed if we add a decay condition at infinity, i.e. we consider now the spaces $W_{c}^{k, \rho}$.

Lemma 3.15. Let $n>2 k$ and $c>1$ be such that $n>2 k c+2(1-c)$. If $\Omega=S(0,1, \Sigma)$ and $\rho(x)=(1+|x|)^{c}$ then

$$
\int_{\Omega \cap\{|x| \geqq a\}}\left(\frac{f(x)}{\rho^{k}(x)}\right)^{2} d x \rightarrow 0 \quad \text { as } a \rightarrow \infty
$$

uniformly for all $f \in W_{c}^{k, \rho}(\Omega)$ with $\|f\|_{k, \rho} \leqq 1$.

Proof. Let $\left.f \in C_{0}^{\infty}\left(R^{n}\right)\right|_{\Omega}$, introduce polar coordinates $x=T\left(u, \alpha_{1}, \cdots, \alpha_{n-1}\right)$ and set $\tilde{f}:=f \circ T$. Then

$$
\tilde{f}\left(u, \alpha_{1}, \cdots, \alpha_{n-1}\right)=\int_{u}^{\infty} \frac{\partial \tilde{f}}{\partial v}\left(v, \alpha_{1}, \cdots, \alpha_{n-1}\right) d v
$$

Similar to Lemma 3.7 this implies that

$$
\int_{\Omega \cap\{|x| \geqq a\}} \frac{f^{2}(x)}{\rho^{2 k}(x)} d x \leqq \int_{a}^{\infty} \frac{G(u, n, k, \rho)}{\rho^{2 k}(u)} u^{n-1} d u
$$

where $G(u, n, k, \rho):=\int_{u}^{\infty} v^{1-n} \rho^{2(k-1)}(v) d v$. Since

$$
\int_{a}^{\infty} \frac{G(u, n, k, \rho)}{\rho^{2 k}(u)} u^{n-1} d u \leqq c_{1} a^{2-2 c}
$$

the assertion follows from $c>1$. Q.E.D.
Theorem 3.16. Let $n>2 k, d>1, n>2 k d+2(1-d), \rho(x)=(1+|x|)$. Then
(i) $M_{k, \rho}: W_{c}^{k, \rho}\left(R^{n}\right) \rightarrow L_{2}\left(R^{n}\right)$ is a compact imbedding.
(ii) If $\Omega=\cup_{1}^{N} \Omega_{i}$ and for each $\Omega_{i}$ exists a continuation operator, then $M_{k, \rho}$ : $W_{c}^{k, \rho}(\Omega) \rightarrow L_{2}(\Omega)$ is a compact imbedding.
(iii) For any $\Omega \subset R^{n} M_{k, \rho}: W_{c}^{k, \rho}(\Omega) \rightarrow L_{2}(\Omega)$ is a compact imbedding.

Proof. Analogous to that of Theorem 3.9, Corollary 3.10 and Theorem 3.14, using Lemma 3.15 instead of Lemmata 3.7, 3.8. Q.E.D.

Theorem 3.17. Let $M_{j, \rho}: W^{j, \rho}(\Omega) \rightarrow L_{2}(\Omega)$ be compact for $1 \leqq j \leqq k$. Then for any $\varepsilon>0$ there exists a $c(\varepsilon)>0$ such that for all $f \in W^{k, p}(\Omega)$

$$
\sum_{|\alpha| \leqq k-1}\left\|D^{\alpha} f \rho^{-k+|\alpha|}\right\|_{2} \leqq \varepsilon\|f\|_{k, \rho}+c(\varepsilon)\left\|f \rho^{-k}\right\|_{2}
$$

(similar for $\stackrel{0}{W}^{k, \rho}, W_{c}^{k, \rho}$ ).
Proof. Suppose the assertion wrong. Then there exist $\varepsilon>0$ and a sequence $f_{m} \in W^{k, \rho}$ with $\left\|f_{m}\right\|_{k, \rho}=1$ such that for all $m \in N$

$$
\begin{equation*}
\sum_{|\alpha| \leqq k-1}\left\|D^{\alpha} f_{m} \rho^{-k+|\alpha|}\right\|_{2}>\varepsilon+m\left\|f_{m} \rho^{-k}\right\|_{2} \tag{*}
\end{equation*}
$$

From the compactness it follows that there exists a subsequence (again denoted by $f_{m}$ ) and $g_{\alpha} \in L_{2}$ such that $D^{\alpha} f_{m} \rho^{-k+|\alpha|} \rightarrow g_{\alpha}$ for $|\alpha| \leqq k-1$. We define $h_{\alpha}:=g_{\alpha} \rho^{k+|\alpha|}$. Then $D_{\alpha} h_{0}=h_{\alpha}$ in the sense of distributions. Since $\left\|f_{m}\right\|_{k, \rho} \leqq 1(*)$ implies that $\left\|f_{m} \rho^{-k}\right\| \rightarrow 0$ and $g_{0}=0$. Hence $h_{0}$ and also $h_{\alpha}=0$ for $|\alpha| \leqq k-1$. Going to the limit in (*) this implies that $0>\varepsilon$ and this is the desired contradiction. Q.E.D.

Remark 3.18. (i) Theorem 3.17 is a generalization of Ehrling's lemma (see Wloka [18]).
(ii) Benci and Fortunato [2] prove an imbedding theorem of the following kind: Let $\phi:=\psi \cdot \rho^{-k}, \psi(x) \rightarrow 0$ for $|x| \rightarrow \infty$ then $M_{\phi}: W^{k, \rho} \rightarrow L_{2}$ is compact. This result can also be applied to study Fredholm properties of elliptic operators but from it we cannot derive Ehrling's lemma or variants of Poincare's lemma for functions not vanishing on the boundary (see §4).
(iii) Imbedding theorems for weighted Sobolev spaces have also been studied by Otelbaev [14]. Contrary to our result, there $\rho^{-k}$ has to grow sufficiently fast.

As an application of these imbedding theorems we study again the Dirichlet problem.

Theorem 3.19. Let $\Omega, \rho, k, n$ fulfill the conditions of Corollary 2.6 and Theorem 3.17. Furthermore, let $A u:=\sum_{|\alpha|,|\beta| \leqq k}(-1)^{|\alpha|} D^{\alpha}\left(a_{\alpha \beta} D^{\beta} u\right)$ where $\left(a_{\alpha \beta}\right)_{|\alpha|=|\beta|=k}$ is uniformly strict positive definite and $a_{\alpha \beta} \rho^{2 k-|\alpha|-|\beta|} \in L_{\infty}$. Again let $a(u, v):=$ $\sum \int a_{\alpha \beta} D^{\beta} u D^{\alpha} v d x$; then it follows that
(i) There exists $\lambda_{0}$ such that for all $f \in\left(\stackrel{0}{W}^{k, \rho}(\Omega)\right)^{*}$ and for all $\lambda>\lambda_{0}$ exists one and only one $u \in \stackrel{0}{W}^{k, \rho}(\Omega)$ such that for all $v \in \stackrel{0}{W}^{k, \rho}(\Omega)$

$$
b_{\lambda}(u, v):=a(u, v)+\lambda \int u v \rho^{-2 k} d x=\langle f, v\rangle_{k, \rho} .
$$

(ii) $A+\lambda \rho^{-2 k}: \stackrel{0}{W}^{k, \rho}(\Omega) \rightarrow\left(\stackrel{0}{W}^{k, \rho}(\Omega)\right)^{*}$ is an isomorphism for all $\lambda>\lambda_{0}$.
(iii) $A: \stackrel{0}{W}^{k, \rho}(\Omega) \rightarrow\left(\stackrel{0}{W}^{k, \rho}(\Omega)\right)^{*}$ is a Fredholm operator with index zero.
(iv) There exist only countably many $\lambda$ such that $A v+\lambda \rho^{-2 k} v=0$ admits a nontrivial solution. These eigenvalues have no finite accumulation point.

Proof. $b$ is continuous and from Corollary 2.6 and Theorem 3.17 we get

$$
a(u, u) \geqq c_{1}\|u\|_{k, \rho}^{2}-c_{2}\left\|u \rho^{-k}\right\|_{2}, \quad c_{1}>0
$$

Set $\lambda_{0}=c_{2}$. Then the Lax-Milgram lemma implies (i), (ii). Since $M_{k, p}$ is continuous it follows that the dual mapping $M_{k, \rho}^{*}: L_{2}^{*} \rightarrow\left(\stackrel{0}{W}^{k, \rho}\right)^{*}$ is also continuous; hence $\bar{M}_{k, \rho}=$ $M_{k, \rho}^{*} \circ M_{k, \rho}$ is compact. Identifying $L_{2}=L_{2}^{*}$, it is easy to see that $M_{k, \rho}^{*} f=f \rho^{-k}$; hence $\bar{M}_{k, \rho} f=\rho^{-2 k} f$. Define $L:=A+\lambda \bar{M}, \lambda>\lambda_{0}$. Then $A=L-\lambda \bar{M}$. Since $L$ is an isomorphism by (ii) and $\bar{M}$ is compact, (iii) follows. Now the Riesz-Schauder theory applies to the operator $I+\mu L^{-1} \circ \bar{M}$. This implies (iv). Q.E.D.
4. The Neumann problem on unbounded domains. In order to study the Neumann problem by the variational method, we need suitable variants of the Poincaré lemma. On bounded domains we have (see Nečas [12], Wloka [18])

$$
\|f\|_{W^{k}}^{2} \leqq \operatorname{const}\left(\sum_{|\alpha|=k} \int\left|D^{\alpha} f\right|^{2} d x+\sum_{|\alpha|<k}\left|\int D^{\alpha} f d x\right|^{2}\right)
$$

We first apply the compactness theorems of the last section to get a generalization for weighted spaces. Then we get it for convex domains and compute the constants explicitly. Furthermore, we prove generalizations of Friedrich's inequality. As an application we study the Neumann problem. Before we begin with this program, let us fix a notation. By $Q_{l}, l \in N_{0}$ we denote the set of all polynomials in $x \in R^{n}$ of degree less than or equal to $l$. For a multiindex $\alpha \in\left(N_{0}\right)^{n}$ we denote by $q_{a}$ the monom $q_{\alpha}(x):=x^{\alpha}$.

Theorem 4.1. (i) Let $\Omega, k, n, \rho$ be such that $M_{j, \rho}: W^{j, \rho}(\Omega) \rightarrow L_{2}(\Omega)$ are compact for $1 \leqq j \leqq k$. Furthermore, let $\rho^{-l} \in L_{2}(\Omega)$ for some $l \geqq 1$ and let there exist a set $I \subset\left\{\alpha \in\left(N_{0}\right)^{n}| | \alpha \mid<k\right\}$ such that $W^{k, \rho}(\Omega) \cap Q_{k-1}=\operatorname{span}\left\{q_{\alpha} \mid \alpha \in I\right\}$. Then there exists a constant $c>0$ such that for all $u \in W^{k, \rho}(\Omega)$

$$
\|u\|_{k, \rho}^{2} \leqq c\left(\sum_{|\alpha|=k} \int_{\Omega}\left|D^{\alpha} u\right|^{2} d x+\sum_{\alpha \in I}\left|\int_{\Omega} D^{\alpha} u \rho^{-k-l+|\alpha|} d x\right|^{2}\right) .
$$

(ii) The assertion remains true if we replace everywhere in (i) $W^{k, \rho}$ by $W_{c}^{k, \rho}$.

Proof. (i) If the assertion is wrong there exists a sequence $u_{m} \in W^{k, \rho},\left\|u_{m}\right\|_{k, \rho}=1$ such that

$$
\begin{equation*}
1>m\left(\sum_{|\alpha|=k} \int\left|D^{\alpha} u_{m}\right|^{2} d x+\sum_{\alpha \in I}\left|\int D^{\alpha} u_{m} \rho^{-k-l+|\alpha|} d x\right|^{2}\right) \tag{1}
\end{equation*}
$$

This implies that $\left\|D^{\alpha} u_{m}\right\|_{2} \rightarrow 0$ for $m \rightarrow \infty,|\alpha|=k$. As in Theorem 3.17 we get functions $g_{\alpha}$ such that $\left\|D^{\alpha} u_{m} \rho^{-k+|\alpha|}-g_{\alpha}\right\|_{2} \rightarrow 0$ for $m \rightarrow \infty$ and $|\alpha|<k$. We define $h_{\alpha}:=g_{\alpha} \rho^{k-|\alpha|}$ for $|\alpha|<k$ and $h_{\alpha}=0$ for $|\alpha|=k$. Then $D^{\alpha} h_{0}=h_{\alpha}$ for $|\alpha|<k$ and from $D^{\alpha} h_{0}=0$ for $|\alpha|=k$ we get $h_{0} \in Q_{k-1}$. Since $\rho^{-l} \in L_{2}$ (1) implies that

$$
\begin{equation*}
\int D^{\alpha} h_{0} \rho^{-k-l+|\alpha|} d x=0 \quad \text { for } \alpha \in I . \tag{2}
\end{equation*}
$$

Since $h_{0}=\lim u_{m}$ (in $W^{k, \rho}$ ) we see that on the one hand $\left\|h_{0}\right\|_{k, \rho}=1$ and on the other hand $h_{0}=\sum_{\alpha \in I} a_{\alpha} q_{\alpha}, a_{\alpha} \in R$; hence (2) implies $h_{0}=0$. This is the desired contradiction.
(ii) Obvious. Q.E.D.

Now we are going to prove another variant of this type of inequality where we shall be able to compute the constants explicitly.

Theorem 4.2. Let $\Omega$ be a convex domain, $\rho$ a convex function and $\rho \geqq 1+|x|$, $\rho^{-1}|x| \in L_{2}$ and set $\rho_{1}:=\left\||x| \rho^{-1}\right\|_{2}^{2}, \quad \rho_{2}:=\left\|\rho^{-1}\right\|_{2}^{2} ; \quad \rho_{3}:=\left\|\rho^{-k}\right\|_{2}^{2}$. Then for all $u \in$ $W^{k, \rho}(\Omega)$

$$
\int_{\Omega}\left(u \rho^{-k}\right)^{2} d x \leqq \frac{2^{n}\left(\rho_{1}+\rho_{2}\right)}{\rho_{3}} \int_{\Omega} \frac{|\nabla u|^{2}}{\rho^{2(k-1)}} d x+\frac{1}{\rho_{3}}\left(\int_{\Omega} \frac{u}{\rho^{2 k}} d x\right)^{2} .
$$

Proof. From $u(y)-u(x)=\int_{0}^{1}\langle\nabla u(x+t(y-x)) \mid(y-x)\rangle d t$ we get

$$
u(y)^{2}-2 u(y) u(x)+u(x)^{2} \leqq \int_{0}^{1}|\nabla u(x+t(y-x))|^{2}|y-x|^{2} d t .
$$

Multiplying by $\rho^{-2 k}(x) \rho^{-2 k}(y)$ and integrating with respect to $x, y$ yields

$$
\begin{align*}
& 2 \int \rho^{-2 k} d x \int\left(u \rho^{-k}\right)^{2} d x-2\left(\int u \rho^{-2 k} d x\right)^{2}  \tag{3}\\
& \leqq 2 \int_{0}^{1} \iint \frac{|\nabla u(x+t(y-x))|^{2}|x|^{2}}{\rho^{2 k}(x) \rho^{2 k}(y)} d x d y d t \\
&+2 \int_{0}^{1} \iint \frac{|\nabla u(x+t(y-x))|^{2}|y|^{2}}{\rho^{2 k}(x) \rho^{2 k}(y)} d x d y d t .
\end{align*}
$$

We estimate the first summand in (3); the second is treated analogously. Set $\Phi(t, x, y):=x+t(y-x)$; then from the assumptions on $\rho$ it follows that

$$
\begin{aligned}
& \int_{0}^{1 / 2} \iint \frac{|\nabla u(\Phi(t, x, y))|^{2}|x|^{2}}{\rho^{2 k}(x) \rho^{2 k}(y)} d x d y d t \\
& \leqq \int_{0}^{1 / 2} \int \rho^{-2}(y) \int \frac{|\nabla u(\Phi(t, x, y))|^{2}}{(\rho(x) \rho(y))^{2(k-1)}} d x d y d t \\
& \leqq \int_{0}^{1 / 2} \int \rho^{-2}(y) \int \frac{|\nabla u(\Phi(t, x, y))|^{2}}{\rho(\Phi(t, x, y))^{2(k-1)}} d x d y d t=: I_{1}
\end{aligned}
$$

The mapping $\Phi(t, \cdot, y): \Omega \rightarrow \Phi(t, \Omega, y)=\Omega_{t, y} \subset \Omega$ is differentiable and bijective for all $t \in\left[0, \frac{1}{2}\right], y \in \Omega$. The inverse is $\Phi(t, \cdot, y)^{-1}(x):=(z-t y) /(1-t)$. For the determinant of the Jacobian of this inverse we have $\left|J_{t, y}^{-1}\right|=(1-t)^{-n} \leqq 2^{n}$ for all $t \in\left[0, \frac{1}{2}\right]$. We transform the coordinates and obtain

$$
\begin{aligned}
I_{1} & =\int_{0}^{1 / 2} \int_{\Omega} \rho^{-2}(y) \int_{\Omega_{t, y}} \frac{|\nabla u(z)|^{2}}{\rho(z)^{2(k-1)}}\left|J_{t, y}^{-1}\right| d z d y d t \\
& \leqq 2^{n} \int_{0}^{1 / 2} \int_{\Omega} \rho^{-2}(y) \int \frac{|\nabla u(z)|^{2}}{\rho(z)^{2(k-1)}} d z d y d t \\
& =2^{n-1} \rho_{2} \int \frac{|\nabla u(z)|^{2}}{\rho(z)^{2(k-1)}} d z
\end{aligned}
$$

Furthermore, we have

$$
\begin{aligned}
& \int_{1 / 2}^{1} \iint \frac{|\nabla u(\Phi(t, x, y))|^{2}|x|^{2}}{\rho^{2 k}(x) \rho^{2 k}(y)} d y d x d t \\
& \quad \leqq \int_{1 / 2}^{1} \int \frac{|x|^{2}}{\rho^{2}(x)} \int \frac{|\nabla u(\Phi(t, x, y))|^{2}}{\rho(\Phi(t, x, y))^{2(k-1)}} d y d x d t=: I_{2}
\end{aligned}
$$

Now we consider the transformation $\Phi(t, x, \cdot)$. For the determinant of the Jacobian of the inverse we have $\left|J_{t, x}^{-1}\right|=t^{-n} \leqq 2^{n}$ for all $t \in\left[\frac{1}{2}, 1\right]$ and $x \in \Omega$. A similar reasoning as above implies

$$
I_{2} \leqq 2^{n-1} \rho_{1} \int \frac{|\nabla u(z)|^{2}}{\rho^{2(k-1)}(z)} d z
$$

The same estimates hold for the second summand in (3). Adding these estimates we obtain the conclusion. Q.E.D.

Corollary 4.3. Let $\Omega$, $\rho$ be as above; then there exists a constant $c_{k}$ such that for all $u \in W^{k, \rho}(\Omega)$

$$
\|u\|_{k, \rho}^{2} \leqq c_{k}\left(\sum_{|\alpha|=k}\left\|D^{\alpha} u\right\|_{2}^{2}+\sum_{|\alpha|<k}\left(\int_{\Omega} D^{\alpha} u \rho^{-2 k+2|\alpha|} d x\right)^{2}\right) .
$$

Proof. Simple induction. Q.E.D.
We now turn to Friedrich's inequality. In this inequality appear some boundary integrals. So before we can proceed, we need a trace theorem for weighted spaces in order to ascertain that these integrals exist.

Definition 4.4. The boundary $\partial \Omega$ of a set $\Omega \subset R^{n}$ is called uniformly locally finite Lipschitz continuous (ulf L ) if there exist numbers $L, \alpha, \beta>0$ and $K \in N$ as well as a covering $\left\{U_{i}\right\}_{i \in N}$ of $\partial \Omega$ such that
(i) At most $K$ different $U_{i}$ have a nonvoid intersection, i.e., $U_{j(1)}, \cdots, U_{j(K+1)} \in\left\{U_{i}\right\}$ implies $\bigcap_{k=1}^{K+1} U_{j(k)}=\varnothing$.
(ii) For all $U_{i}$ there exists an orthogonal transformation $A_{i}: R^{n} \rightarrow R^{n}\left(y_{1}, \cdots, y_{n}\right.$ are the new coordinates) and a uniformly Lipschitz continuous (with Lipschitz constant
$L$, independent of $i$ ) mapping $a_{i}: R^{n-1} \rightarrow R$ such that for $W_{\alpha}:=\left\{\left(y_{1}, \cdots, y_{n-1}\right) \mid\right.$ $\left.\left|y_{j}\right| \leqq \alpha\right\}$ we have

$$
\begin{aligned}
& U_{i} \cap \partial \Omega=\left\{\left(y_{1}, \cdots, y_{n}\right) \mid\left(y_{1}, \cdots, y_{n-1}\right) \in W_{\alpha}, y_{n}=a_{i}\left(y_{1}, \cdots, y_{n-1}\right)\right\}, \\
& U_{i} \cap \Omega=\left\{\left(y_{1}, \cdots, y_{n}\right) \mid\left(y_{1}, \cdots, y_{n-1}\right) \in W_{\alpha},\right. \\
& \left.a_{i}\left(y_{1}, \cdots, y_{n-1}\right)<y_{n}<a_{i}\left(y_{1}, \cdots, y_{n-1}\right)+\beta\right\}, \\
& U_{i} \cap C \bar{\Omega}=\left\{\left(y_{1}, \cdots, y_{n}\right) \mid\left(y_{1}, \cdots, y_{n-1}\right) \in W_{\alpha},\right. \\
& \left.a_{i}\left(y_{1}, \cdots, y_{n-1}\right)-\beta<y_{n}<a_{i}\left(y_{1}, \cdots, y_{n-1}\right)\right\} .
\end{aligned}
$$

Lemma 4.5. Let $B, B_{i} \in \operatorname{Borel}\left(R^{n}\right)$, $\mu$ be a measure on $\operatorname{Borel}\left(R^{n}\right)$. If $B=\bigcup_{i=1}^{\infty} B_{i}$ and at most $K$ different $B_{i}$ have a nonvoid intersection, then $\sum_{1}^{\infty} \mu\left(B_{i}\right) \leqq K \mu(B)$.

Proof. Let $P(m):=\left\{P_{j}\right\}_{j \in J}$ be a pavement of $\cup_{1}^{m} B_{i}$, i.e., the $P_{j}$ are pairwise disjoint and
(i) for all $P_{j}$ exists a $B_{i(j)}$, such that $P_{j} \subset B_{i(j)}$,
(ii) $B_{i}=\bigcup_{P \in B_{i}} P$,
(iii) $\bigcup_{1}^{m} B_{i}=\bigcup_{P \in P(m)} P$.

Then it follows that

$$
\sum_{1}^{m} \mu\left(B_{i}\right)=\sum_{1}^{m} \sum_{P \subset B_{i}} \mu(P) \leqq K \sum_{P \in P(m)} \mu(P)=K \cdot \mu(\underset{P \in P(m)}{\bigcup} P) \leqq K \cdot \mu(B)
$$

for all $m \in N$ and hence the assertion. Q.E.D.
Theorem 4.6. Let $\Omega$ have a ulfL-boundary and $\rho \geqq 1$ be a td-function. Then there exists a continuous, linear mapping $T: W^{k, \rho}(\Omega) \rightarrow L_{2, \rho^{-k}}(\partial \Omega)$ such that for all functions $u \in C^{k}(\bar{\Omega}) \cap W^{k, \rho}(\Omega)$ there holds $T v=\left.v\right|_{\partial \Omega}$.

Proof. We work with the new coordinates ( $y_{1}, \cdots, y_{n}$ ) and set $y^{\prime}=\left(y_{1}, \cdots, y_{n-1}\right)$. Now fix $i \in N$ and $U_{i}^{+}:=\left\{y \mid y^{\prime} \in W_{\alpha}, a_{i}\left(y^{\prime}\right)<y_{n}<a_{i}\left(y^{\prime}\right)+\beta\right\}$ and let $u \in C^{k}(\bar{\Omega}) \cap$ $W^{k, \rho}(\Omega)$ then for $\left(y^{\prime}, z\right) \in U_{i}^{+}$

$$
u\left(y^{\prime}, a_{i}\left(y^{\prime}\right)\right)=-\int_{a_{i}\left(y^{\prime}\right)}^{z} D_{n} u\left(y^{\prime}, y_{n}\right) d y_{n}+u\left(y^{\prime}, z\right)
$$

and hence

$$
u\left(y^{\prime}, a_{i}\left(y^{\prime}\right)\right)^{2} \leqq 2 \beta \int_{a_{i}\left(y^{\prime}\right)}^{a_{i}\left(y^{\prime}\right)+\beta}\left|D_{n} u\left(y^{\prime}, y_{n}\right)\right|^{2} d y_{n}+2 u\left(y^{\prime}, z\right)^{2}
$$

We divide by $\rho^{2 k}\left(y^{\prime}, a_{i}\left(y^{\prime}\right)\right)$ and since $\rho \geqq 1$ is a td-function

$$
\frac{u\left(y^{\prime}, a_{i}\left(y^{\prime}\right)\right)^{2}}{\rho^{2 k}\left(y^{\prime}, a_{i}\left(y^{\prime}\right)\right)} \leqq 2 c_{1} \beta \int_{a_{i}\left(y^{\prime}\right)}^{a_{i}\left(y^{\prime}\right)+\beta} \frac{\left|D_{n} u\left(y^{\prime}, y_{n}\right)\right|^{2}}{\rho^{2(k-1)}\left(y^{\prime}, y_{n}\right)} d y_{n}+2 c_{2} \frac{u\left(y^{\prime}, z\right)^{2}}{\rho^{2 k}\left(y^{\prime}, z\right)}
$$

Integrating over $y^{\prime}$ and $z$, we conclude

$$
\begin{aligned}
& \beta \int_{W_{\alpha}} \frac{u\left(y^{\prime}, a_{i}\left(y^{\prime}\right)\right)^{2}}{\rho^{2 k}\left(y^{\prime}, a_{i}\left(y^{\prime}\right)\right)} d y^{\prime} \leqq 2 c_{1} \beta^{2} \iint_{U_{i}^{+}} \frac{\left|D_{n} u\left(y^{\prime}, y_{n}\right)\right|^{2}}{\rho^{2(k-1)}\left(y^{\prime}, y_{n}\right)} d y_{n} d y^{\prime} \\
&+2 c_{2} \iint_{U_{i}^{+}} \frac{u\left(y^{\prime}, z\right)^{2}}{\rho^{2 k}\left(y^{\prime}, z\right)} d z d y^{\prime}
\end{aligned}
$$

The surface element is $d s=\left(1+\sum_{j=1}^{n-1}\left(D_{j} a_{i}\right)^{2}\right)^{1 / 2} d y^{\prime}$ and since $\left|D_{j} a_{i}\right| \leqq L$ (see Definition 4.4), $A_{i}$ orthogonal we obtain after transforming back to the old coordinates

$$
\int_{U_{i} \cap \partial \Omega} u^{2} \rho^{-2 k} d s \leqq c_{3}\|u\|_{W^{k, \rho}\left(U_{i} \cap \Omega\right)}^{2}
$$

and hence ( $c_{3}$ is independent of $i$ )

$$
\int_{\partial \Omega} u^{2} \rho^{-2 k} d s \leqq c_{3} \sum_{i}\|u\|_{W^{k, \rho}\left(U_{i} \cap \Omega\right)}^{2} .
$$

Lemma 4.5 implies the assertion. Q.E.D.
Theorem 4.7. (i) Let $\Omega$ have ulfL-boundary and $M_{j, \rho}: W^{j, \rho}(\Omega) \rightarrow L_{2}(\Omega)$ be compact for $1 \leqq j \leqq k$. Furthermore, let $\rho^{-l} \in L_{2}$ for some $l \geqq 1, I \subset\left\{\alpha \in\left(N_{0}\right)^{n}| | \alpha \mid<k\right\}$ such that $Q_{k-1} \cap W^{k, \rho}(\Omega)=\operatorname{span}\left\{q_{\alpha} \mid \alpha \in I\right\}$ and there exists no polynomial which vanishes identically on $\partial \Omega$. Then

$$
\left(\sum_{|\alpha|=k} \int_{\Omega}\left|D^{\alpha} u\right|^{2} d x+\int_{\partial \Omega} u^{2} \rho^{-2 k} d s\right)^{1 / 2}
$$

is an equivalent Hilbert space norm on $W^{k, p}(\Omega)$.
(ii) If we replace everywhere $W^{k, \rho}$ by $W_{c}^{k, \rho}$ the same statement holds.

Proof. (i) From Theorem 4.1 we see that $\left(\sum_{|\alpha|=k}\left\|D^{\alpha} u\right\|_{2}^{2}\right)^{1 / 2}$ is equivalent to the quotient norm on $W^{k, \rho}(\Omega) / Q_{k-1}$ and from the assumptions on $\partial \Omega$ it follows that $\int_{\partial \Omega} u^{2} \rho^{-2 k} d s$ is a norm on the finite dimensional space $Q_{k-1} \cap W^{k, \rho}(\Omega)$. This readily implies that $\|u\|^{2}:=\sum_{|\alpha|=k}\left\|D^{\alpha} u\right\|_{2}^{2}+\int_{\partial \Omega} u^{2} \rho^{-2 k} d s$ is a Hilbert space norm on $W^{k, \rho}(\Omega)$-it remains only to prove the completeness of $W^{k, \rho}$ with respect to this norm. Since the imbedding $\left(W^{k, \rho}(\Omega),\|\cdot\|_{k, \rho}\right) \rightarrow\left(W^{k, \rho}(\Omega),\|\cdot\|\right)$ is continuous by Theorem 4.6 and bijective, the assertion follows from the isomorphism theorem of Banach.
(ii) Obvious. Q.E.D.

Now we shall prove variants of Friedrich's inequality without using compactness theorems. Again we shall be able to compute the constants.

Lemma 4.8. Let $\Omega$ have ulfL-boundary and denote for any $x \in \partial \Omega$ by $v(x)=$ ( $\left.v_{1}(x), \cdots, v_{n}(x)\right)$ the normed outer normal. We assume that there exists $M>0$ such that $|\langle v(x),(x)\rangle| \leqq M$ for all $x \in \partial \Omega$. Now let $\rho \geqq|x|, \delta>0, k \in N$. Then either of the following two conditions
(i) $1-\frac{2 k \sum D_{i} \rho x_{i}}{n \rho} \geqq \delta>0 \quad$ for all $x \in \Omega$,
(ii) $\quad 1-\frac{2 k \sum D_{i} \rho x_{i}}{n \rho} \leqq-\delta<0 \quad$ for all $x \in \Omega$
implies that for all $u \in W_{c}^{k, \rho}(\Omega)$

$$
\int_{\Omega}\left(\frac{u}{\rho^{k}}\right)^{2} d x \leqq \frac{4}{(n \delta)^{2}} \sum_{1}^{n} \int_{\Omega}\left|\frac{D_{i} u}{\rho^{k-1}}\right|^{2} d x+\frac{2 M}{n \delta} \int_{\partial \Omega}\left(\frac{u}{\rho^{k}}\right)^{2} d s
$$

Proof. Let $\left.u \in C_{0}^{\infty}\left(R^{n}\right)\right|_{\Omega}$. Then by Gauss' integral theorem

$$
\int_{\Omega}\left(\frac{u}{\rho^{k}}\right)^{2} d x=-\frac{2}{n} \sum_{1}^{n} \int_{\Omega}\left[\frac{D_{i} u}{\rho^{k}}-\frac{k u D_{i} \rho}{\rho^{k+1}}\right] \frac{u}{\rho^{k}} x_{i} d x+\frac{1}{n} \sum_{1}^{n} \int_{\partial \Omega} v_{i}(x)\left(\frac{u}{\rho^{k}}\right)^{2} x_{i} d s
$$

and hence

$$
\begin{equation*}
\int_{\Omega}\left(\frac{u}{\rho^{k}}\right)^{2}\left[1-\frac{2 k \sum D_{i} \rho x_{i}}{n \rho}\right] d x=-\frac{2}{n} \sum \int_{\Omega} \frac{D_{i} u}{\rho^{k-1}} \cdot \frac{u}{\rho^{k}} \cdot \frac{x_{i}}{\rho} d x+\int_{\partial \Omega} \frac{\langle v(x), x\rangle}{n}\left(\frac{u}{\rho^{k}}\right)^{2} d s \tag{4}
\end{equation*}
$$

(i) In this case (4) implies

$$
\begin{aligned}
\int_{\Omega}\left(\frac{u}{\rho^{k}}\right)^{2} d x & \leqq \frac{2}{n \delta} \sum \int_{\Omega}\left|\frac{D_{i} u}{\rho^{k-1}} \cdot \frac{u}{\rho^{k}}\right| d x+\frac{M}{n \delta} \int_{\partial \Omega}\left(\frac{u}{\rho^{k}}\right)^{2} d s \\
& \leqq \frac{2}{(n \delta)^{2}} \sum \int_{\Omega}\left(\frac{D_{i} u}{\rho^{k-1}}\right)^{2} d x+\frac{1}{2} \int_{\Omega}\left(\frac{u}{\rho^{k}}\right)^{2} d x+\frac{M}{n \delta} \int_{\partial \Omega}\left(\frac{u}{\rho^{k}}\right)^{2} d s
\end{aligned}
$$

and hence the assertion.
(ii) We estimate in (4) on the left side from above by $-\delta \int u^{2} \rho^{-2 k} d x$, divide by $-\delta$ and proceed as in (i). Q.E.D.

Remark 4.9. If Lemma 4.8, case (i) for all $x \in \partial \Omega\langle v(x), x\rangle \leqq 0$ - as is the case e.g. for $S\left(0, r_{0}, \Sigma\right)$-we can omit the boundary integrals in the assertion of Lemma 4.8. To see this, consider again the identity (4).

Theorem 4.10. Let $\Omega$ fulfill the conditions of Lemma 4.8. Furthermore, let $\Omega, \rho, j$, $n$ for all $j \leqq k$ fulfill one of the conditions of Theorem 2.3. Then for all $u \in W_{c}^{k, \rho}(\Omega)$

$$
\sum_{|\alpha|=k}\left\|D^{\alpha} u\right\|_{2}^{2} \leqq\|u\|_{k, \rho}^{2} \leqq \sum_{|\alpha|=k_{0}}\left\|D^{\alpha} u\right\|_{2}^{2}+\sum_{|\alpha|<k} c_{\alpha} \int_{\partial \Omega}\left(\frac{D^{\alpha} u}{\rho^{k-|\alpha|}}\right)^{2} d s
$$

Proof. By induction from Lemma 4.8 and the proof of Theorem 2.3. Q.E.D.
As an application we consider the following Neumann problem for an elliptic operator of order $2 k$ : Find $u \in W^{k, \rho}(\Omega)$ such that for all $v \in W^{k, \rho}(\Omega)$

$$
\begin{equation*}
a(u, v):=\sum_{|\alpha|=|\beta|=k} \int_{\Omega} a_{\alpha \beta} D^{\beta} u(x) D^{\alpha} v(x) d x=\int_{\Omega} f(x) v(x) d x . \tag{5}
\end{equation*}
$$

Theorem 4.11. Let $a_{\alpha \beta} \in L_{\infty},\left(a_{\alpha \beta}\right)_{|\alpha|=|\beta|=k}$ uniformly positive definite and $f \rho^{k} \in$ $L_{2}(\Omega)$. Furthermore, let $\rho$ be convex and $\rho^{-1} \cdot(1+|x|) \in L_{2}\left(R^{n}\right)$. We assume that there exists a convex set $\tilde{\Omega}$ and $a(l, \kappa)$-diffeomorphism $T: \tilde{\Omega} \rightarrow \Omega$ with $1 \leqq l+\kappa$ such that the matrix

$$
B:=\left(B_{\alpha \beta}(T)\right)_{|\alpha|,|\beta|<k}, B_{\alpha \beta}(T):=\int_{\tilde{\Omega}} D^{\alpha}\left(q_{\beta} \circ T\right)(y) \rho^{-2 k+|\alpha|}(y) d y
$$

is invertible. Then problem (5) admits a solution $u$ iff for all $q \in Q_{k-1} \int_{\Omega} q \cdot f d x=0$. This solution is unique in $W^{k, \rho}(\Omega) / Q_{k-1}$ and

$$
\|u\| W^{k, \rho} / Q_{k-1} \leqq c\left\|f \rho^{k}\right\|_{L_{2}},
$$

where $c$ can be computed explicitly.
Proof. $\rho^{-1}(1+|x|) \in L_{2}$ implies $Q_{k-1} \subset W^{k, \rho}$ is well defined. Denote by $Q_{k-1}^{\perp}$ the orthogonal complement of $Q_{k-1}$ then $Q_{k-1}^{\perp} \cong W^{k, \rho} / Q_{k-1}$ and the norms can be identified. Hence we may denote the norm on the quotient space by $\|\cdot\|_{k, \rho, \perp}$. Applying Lemma 3.6, Theorem 4.2 and Lemma 3.2, we obtain for all $v \in W^{k, \rho}(\Omega)$

$$
\|v\|_{k, \rho}^{2} \leqq c_{1}\left(\sum_{|\alpha|=k}\left\|D^{\alpha} v\right\|_{2}^{2}+\sum_{|\alpha|<k}\left|\int_{\tilde{\Omega}} D^{\alpha}(v \circ T)(y) \rho^{-2 k+|\alpha|}(y) d y\right|^{2}\right) .
$$

If $q:=\sum_{|\beta|<k} d_{\beta} q_{\beta} \in Q_{k-1}, d_{\beta} \in R$, then

$$
\begin{aligned}
\|v\|_{k, \rho, \perp}^{2} & \leqq\|v+q\|_{k, \rho}^{2} \\
& \leqq c_{1}\left(\sum_{|\alpha|=k} \int_{\Omega}\left|D^{\alpha} v\right|^{2} d x+\sum_{|\alpha|<k}\left|c_{\alpha}(v)+\sum_{|\beta|<k} d_{\beta} B_{\alpha \beta}(T)\right|^{2}\right)
\end{aligned}
$$

where $c_{\alpha}:=\int_{\tilde{\Omega}} D^{\alpha}(v \circ T)(y) \rho^{-2 k+|\alpha|}(y) d y$. Since $B$ is invertible there exists a vector $d$ such that $-c(v):=B d$ and hence

$$
\|v\|_{k, \rho, \perp}^{2} \leqq c_{1} \sum_{|\alpha|=k} \int_{\Omega}\left|D^{\alpha} v\right|^{2} d x .
$$

Now let $u$ be a solution of (5). Then for all $q \in Q_{k-1}$ and all $v \in W^{k, \rho}(\Omega)$

$$
a(u, v)=a(u, v+q)=\int f v d x+\int f q d x
$$

and $\int f q d x=0$. If on the other hand $\int f q d x$ for all $q \in Q_{k-1}$ then $\int f v d x$ is a continuous, linear functional on $Q_{k-1}^{\perp}$. Since there appear only derivations of order $k a(u, v)$ is a continuous, bilinear form on $Q_{k-1}^{\perp}$. Furthermore, $a(u, u) \geqq c_{2} \Sigma_{|\alpha|=k}\left\|D^{\alpha} u\right\|_{2}^{2} \geqq$ $c_{2} c_{1}^{-1}\|u\|_{k, \rho, \perp}^{2}$ and the Lax-Milgram lemma concludes the proof. Q.E.D.

Remark 4.12. (i) Analogously, we might apply the other inequalities to get existence theorems for problem (5). In some cases the decay condition $u \in W_{c}^{k, \rho}$ suffices to ensure the existence of a unique solution, e.g. in the situation of Theorems 4.10, 4.1 if $Q_{k-1} \cap W^{k, \rho}(\Omega)=\{0\}$.
(ii) The coercivity estimates can be used to prove the convergence of approximate solutions computed on bounded domains. Also they can be applied to get stochastic representations of solutions to the second-order Dirichlet problem (see Janßen [7]).
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# EXISTENCE AND UNIQUENESS OF SOLUTIONS TO THE COMPRESSIBLE REYNOLDS LUBRICATION EQUATION* 
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#### Abstract

We prove the existence of a solution to the compressible Reynolds lubrication equation and we show that our solution is unique in the class of nonnegative solutions (under some additional hypotheses, we prove that our solution is unique among all weak solutions). We also prove the strong result that the mapping from the boundary data to the solution is monotonic.
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1. Introduction. The compressible Reynolds lubrication equation [7, p. 63] is the nonlinear elliptic partial differential equation

$$
\begin{align*}
& 6 \mu \mathbf{V} \cdot \nabla(P h)=\nabla \cdot\left(h^{3} P \nabla P\right), \quad x=\left(x_{1}, x_{2}\right) \in \Omega,  \tag{1.1}\\
& P=P_{a}, \quad x \in \partial \Omega,
\end{align*}
$$

which gives the pressure, $P=P(x)$, that develops in a layer of air of thickness, $h=h(x)$, which is confined between two solid bodies when the average of the velocities of the upper and lower bodies is $\mathbf{V}=\left(V_{1}, V_{2}\right)$. The air is assumed to be isothermal and to be an ideal gas (the density is taken to be proportional to the pressure) [7]. Here, $\mu>0$ is the dynamic viscosity of the fluid, $\Omega \subseteq \mathbb{R}^{2}$ is the region (with smooth boundary, $\partial \Omega$ ) where the upper and lower bodies are in proximity, and $P_{a}>0$ is the ambient pressure.

When the thickness of a gaseous fluid layer is of the order of the molecular mean free path of the gas, then the compressible Reynolds equation becomes a poor model for the pressure in the fluid layer. In many applications in the modeling of the mechanical systems of magnetic recording the following modified Reynolds equation [3] has been found to be a good model equation for predicting the pressure in the fluid layer

$$
\begin{align*}
6 \mu \mathrm{~V} \cdot \nabla(P h) & =\nabla \cdot\left(h^{3} P \nabla P\right)+\nabla \cdot\left(6 \lambda_{a} h^{2} P_{a} \nabla P\right), \quad x \in \Omega,  \tag{1.2}\\
P & =P_{a}, \quad x \in \partial \Omega .
\end{align*}
$$

Here $\lambda_{a} \geqq 0$ is the mean free path of the gas at ambient pressure. Note that $\lambda_{a}=0$ gives the compressible Reynolds equation (1.1) and all the analysis and results which we give for the modified Reynolds equation, (1.2), are valid for the modified Reynolds equation, (1.1), unless we state otherwise.

[^121]We assume only that $h=h(x)$ is a Lipschitz continuous function such that for positive constants $h_{\text {min }}, h_{\text {max }}$, and $H$ we have the bounds

$$
\begin{align*}
& 0<h_{\min } \leqq h(x) \leqq h_{\max }, \quad x \in \Omega  \tag{1.3}\\
& |\nabla h(x)| \leqq H, \quad \text { a.e. } x \in \Omega .
\end{align*}
$$

We prove the existence of a nonnegative weak solution to the Reynolds equation (1.2), and we prove that this solution is unique in the class of nonnegative functions. We actually prove the stronger result that the mapping $S: P_{a} \rightarrow P(x)$ from the boundary data to the solution satisfies the monotonicity result

$$
P_{a} \geqq Q_{q} \text { implies } P(x) \geqq Q(x) \quad \text { for all } x \in \Omega
$$

where $Q=S\left(Q_{a}\right)$. Moreover, if

$$
\mathbf{V} \cdot \nabla h \leqq 0
$$

we prove that our solution to the Reynolds equation (1.1) is unique among all weak solutions.

We note that the implicit function theorem has been used in [5] to obtain the existence of solutions to (1.1) for small values of the velocity, $V=\left(V_{1}^{2}+V_{2}^{2}\right)^{1 / 2}$. However, our techniques give the existence and uniqueness of solutions to (1.1) for all values of $\mathbf{V}$.

In the mechanical systems of magnetic recording, the pressure developed in the fluid layer is coupled to the deformation of the confining solid bodies (such as a disk or a tape) [8]. In a forthcoming paper, we will give an analysis of the system of coupled partial differential equations for the pressure and the deformation. In this case, $h$ will depend on the deformation and the present results will be useful there.
2. Existence of solutions. In what follows, the $L^{2}(\Omega)$ inner product for real-valued functions $\psi, \zeta \in L^{2}(\Omega)$ is denoted by

$$
(\psi, \zeta)=\int_{\Omega} \psi(x) \zeta(x) d x
$$

with corresponding norm

$$
\|\psi\|^{2}=(\psi, \psi)
$$

If $\psi, \zeta: \Omega \rightarrow \mathbb{R}^{2}$, then the $L^{2}(\Omega)$ inner product for $\psi, \zeta \in L^{2}(\Omega)$ is similarly denoted by

$$
(\psi, \zeta)=\int_{\Omega} \psi(x) \cdot \zeta(x) d x
$$

with corresponding norm

$$
\|\psi\|^{2}=(\psi, \psi)
$$

where $\psi(x) \cdot \zeta(x)$ denotes the usual Euclidean inner product in $\mathbb{R}^{2}$. Also, we define the Sobolev spaces

$$
\begin{aligned}
& H^{1}(\Omega)=\left\{\psi \in L^{2}(\Omega) \mid \nabla \psi \in L^{2}(\Omega)\right\}, \\
& H_{0}^{1}(\Omega)=\left\{\psi \in H^{1}(\Omega) \mid \psi \equiv 0 \text { on } \partial \Omega\right\},
\end{aligned}
$$

with norm

$$
\|\psi\|_{H^{1}(\Omega)}^{2}=\|\psi\|^{2}+\|\nabla \psi\|^{2},
$$

where equality on the boundary is understood in the trace sense [1].
We first prove the existence of a solution to (1.2). Set $\Lambda=6 \mu \mathrm{~V}$ and $\lambda=6 \lambda_{a} P_{a}$ and introduce the dependent variable

$$
u=\frac{1}{2} P^{2}+\frac{\lambda}{h} P .
$$

If $P$ is a nonnegative solution to (1.2), then we see that $u$ is a nonnegative solution to

$$
\begin{align*}
& \nabla \cdot\left(h^{3} \nabla u\right)=\nabla \cdot(\beta(x, u) \Lambda-\lambda \beta(x, u) \nabla h(x)), \quad x \in \Omega, \\
& u(x)=\frac{1}{2} P_{a}^{2}+\frac{\lambda}{h(x)} P_{a} \equiv u_{a}(x), \quad x \in \partial \Omega, \tag{2.1}
\end{align*}
$$

where

$$
\beta(x, u)= \begin{cases}-\lambda+\sqrt{\lambda^{2}+2 h^{2} u}, & u \geqq 0, \\ 0, & u \leqq 0 .\end{cases}
$$

Conversely, if $u$ is a nonnegative of (2.1), then

$$
P(x)=-\frac{\lambda}{h(x)}+\sqrt{\lambda^{2} / h(x)^{2}+2 u(x)}
$$

is a nonnegative solution to (1.2). Thus, we shall show that (2.1) has a nonnegative solution.

We set

$$
\boldsymbol{\alpha}(x, u)=\beta(x, u) \Lambda-\lambda \beta(x, u) \nabla h(x) .
$$

We define a weak solution, $u$, to the problem:

$$
\begin{align*}
& \nabla \cdot\left(h^{3}(x) \nabla u\right)=\nabla \cdot \alpha(x, u), \quad x \in \Omega,  \tag{2.2}\\
& u=\varphi, \quad x \in \partial \Omega,
\end{align*}
$$

for $\varphi \in H^{1}(\Omega)$ to be $u$ such that

$$
\begin{align*}
& u-\varphi \in H_{0}^{1}(\Omega), \\
& \int_{\Omega} h^{3}(x) \nabla u \cdot \nabla \xi d x=\int_{\Omega} \boldsymbol{\alpha}(x, u) \cdot \nabla \xi d x, \quad \xi \in H_{0}^{1}(\Omega) . \tag{2.3}
\end{align*}
$$

Using the inequality $\sqrt{A}+\sqrt{B} \geqq \sqrt{A+B}$, it is easy to check that

$$
\begin{aligned}
& |\beta(x, v)|^{2} \leqq 2 h^{2}|v|, \quad x \in \Omega, \quad v \in \mathbb{R}, \\
& |\beta(x, v)-\beta(x, w)|^{2} \leqq 2 h^{2}|v-w|, \quad x \in \Omega, \quad v, w \in \mathbb{R} .
\end{aligned}
$$

Hence for some constants $c_{1}, c_{2}$ we have

$$
\begin{align*}
& |\boldsymbol{\alpha}(x, v)|^{2} \leqq c_{1}|v|, \quad x \in \Omega, \quad v \in \mathbb{R},  \tag{2.4}\\
& |\boldsymbol{\alpha}(x, v)-\boldsymbol{\alpha}(x, w)|^{2} \leqq c_{2}|v-w|, \quad x \in \Omega, \quad v, w \in \mathbb{R} .
\end{align*}
$$

We shall prove the following theorem.
Theorem 1. There exists a weak solution to (2.2).
In §3, we shall prove that a (weak) solution $u$, to (2.1) is nonnegative almost everywhere. Thus, we can define

$$
\begin{equation*}
P(x)=\frac{-\lambda}{h(x)}+\sqrt{\lambda^{2} / h(x)^{2}+2 u(x)} \tag{2.5}
\end{equation*}
$$

to be a weak solution to (1.2). Hence, we have the following theorem.
Theorem 2. There exists a nonnegative, weak solution, $P$, to (1.2).
We now turn to the proof of Theorem 1. We shall use the Schauder fixed point theorem. We denote by $T: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ the map $u=T(v)$ where $u \in H^{1}(\Omega)$ is the solution to $u=\varphi$ on $\partial \Omega$,

$$
\begin{equation*}
\int_{\Omega} h^{3}(x) \nabla u \cdot \nabla \xi d x=\int_{\Omega} \alpha(x, v) \cdot \nabla \xi d x, \quad \xi \in H_{0}^{1}(\Omega) \tag{2.6}
\end{equation*}
$$

The Schauder fixed point theorem states that if $T$ is continuous and if there exists a closed, convex set $B$ such that $T(B) \subset B$ and $\overline{T(B)}$ is compact, then there exists a fixed point, $u \in B$, of $T$, i.e., $T(u)=u$. We note that a fixed point of $T$ is a weak solution of (2.2).

Set

$$
B_{R}=\left\{v \in L^{2}(\Omega) \mid\|v\| \leqq R\right\} .
$$

We shall show that there exists a positive constant $R_{1}$ such that

$$
T\left(B_{R}\right) \subseteq B_{R} \quad \text { if } R \geqq R_{1} .
$$

Further, we shall show that there exists a positive constant, $c_{3}=c_{3}(R)$, such that

$$
\begin{equation*}
\|T(v)\|_{H^{1}(\Omega)} \leqq c_{3}, \quad v \in B_{R} \tag{2.7}
\end{equation*}
$$

Thus, it follows from Rellich's theorem [1] that $\overline{T\left(B_{R}\right)}$ is compact.
The conditions (2.6) are equivalent to the conditions

$$
\begin{align*}
& u-\varphi \in H_{0}^{1}(\Omega), \\
& \int_{\Omega} h^{3}(x) \nabla(u-\varphi) \cdot \nabla \xi d x=-\int_{\Omega} h^{3}(x) \nabla \varphi \cdot \nabla \xi d x  \tag{2.8}\\
&+\int_{\Omega} \alpha(x, v) \cdot \nabla \xi d x, \quad \xi \in H_{0}^{1}(\Omega) .
\end{align*}
$$

It follows from standard elliptic theory [2] that (2.8) has a unique solution, $u \in H^{1}(\Omega)$. (Note that $\alpha(x, v) \in L^{2}(\Omega)$ thanks to (2.4).) We can set $\xi=u-\varphi$ in (2.8) and use the Cauchy-Schwarz inequality to obtain the bound (see (1.3))

$$
\begin{equation*}
\|\nabla(u-\varphi)\| \leqq c(\|\nabla \varphi\|+\|\boldsymbol{\alpha}(x, v)\|) \tag{2.9}
\end{equation*}
$$

Here and in what follows, $c$ will denote a positive constant which can change from equation to equation. Now it follows from (2.4) that

$$
\begin{equation*}
\|\boldsymbol{\alpha}(x, v)\| \leqq c_{1}^{1 / 2}\|v\|_{L^{1}(\Omega)} \leqq c_{1}^{1 / 2}|\Omega|^{1 / 2}\|v\|^{1 / 2} \tag{2.10}
\end{equation*}
$$

where $|\Omega|$ is the measure of $\Omega$. Hence, we obtain from (2.9) and the triangle inequality

$$
\begin{equation*}
\|\nabla u\| \leqq\|\nabla \varphi\|+\|\nabla(u-\varphi)\| \leqq c\left(\|\nabla \varphi\|+\|v\|^{1 / 2}\right) \tag{2.11}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\|\psi\| \leqq \nu^{-1 / 2}\|\nabla \psi\|, \quad \psi \in H_{0}^{1}(\Omega), \tag{2.12}
\end{equation*}
$$

where $\nu>0$ is the smallest eigenvalue of the problem

$$
\begin{array}{ll}
-\Delta \psi=\nu \psi, & x \in \Omega \\
\psi=0, & x \in \partial \Omega
\end{array}
$$

Now

$$
\begin{equation*}
\|u\| \leqq\|\varphi\|+\|u-\varphi\| \leqq\|\varphi\|+\nu^{1 / 2}\|\nabla(u-\varphi)\| . \tag{2.13}
\end{equation*}
$$

Thus, it follows from (2.9), (2.10), and (2.13) that there exists positive constants $c_{4}$ and $c_{5}$ such that

$$
\begin{equation*}
\|u\| \leqq c_{4}\|\varphi\|_{H^{1}(\Omega)}+c_{5}\|v\|^{1 / 2} \tag{2.14}
\end{equation*}
$$

We see from (2.14) that $\|v\| \leqq R$ implies that $\|u\| \leqq R$ if $R \geqq R_{1}$ where

$$
R_{1}=\left(\frac{c_{5}+\sqrt{c_{5}^{2}+4 c_{4}\|\varphi\|_{H^{1}(\Omega)}^{2}}}{2}\right)
$$

Thus, $T\left(B_{R}\right) \subseteq B_{R}$ if $R \geqq R_{1}$. Further, it follows from (2.11) that there exists $c_{3}=c_{3}(R)$ such that

$$
\|T(v)\|_{H^{1}(\Omega)} \leqq c_{3}(R), \quad v \in B_{R}
$$

All of the hypotheses of Schauder's theorem have now been satisfied except for the continuity of $T$. It follows from (2.6) that for $v, w \in L^{2}(\Omega)$,

$$
T(v)-T(w) \in H_{0}^{1}(\Omega)
$$

$$
\begin{equation*}
\int_{\Omega} h^{3}(x) \nabla(T(v)-T(w)) \cdot \nabla \xi d x=\int_{\Omega}(\alpha(x, v)-\alpha(x, w)) \cdot \nabla \xi d x, \quad \xi \in H_{0}^{1}(\Omega) \tag{2.15}
\end{equation*}
$$

Thus, we can set $\xi=T(v)-T(w)$ above to obtain

$$
\begin{equation*}
\|\nabla(T(v)-T(w))\| \leqq c\|\boldsymbol{\alpha}(x, v)-\boldsymbol{\alpha}(x, w)\| . \tag{2.16}
\end{equation*}
$$

Now by (2.5)

$$
\|\boldsymbol{\alpha}(x, v)-\boldsymbol{\alpha}(x, w)\| \leqq c_{2}^{1 / 2}\|v-w\|_{L^{1}(\Omega)} \leqq c_{2}^{1 / 2}|\Omega|^{1 / 2}\|v-w\|^{1 / 2}
$$

Hence, it follows from (2.12), (2.16), and (2.17) that

$$
\|T(v)-T(w)\| \leqq\|v-w\|^{1 / 2}
$$

i.e., $T$ is Hölder continuous with exponent $1 / 2$. This completes the proof that $T$ has a fixed point.

Remark. One could weaken the assumption (2.4) in various directions and still get a solution of (2.3).
3. Uniqueness of solutions. In this section, we prove a uniqueness and monotonicity result for weak solutions to the problem (2.2). More precisely, we have:

Theorem 3. The weak solution to (2.2) is unique. Further, suppose that $u_{1}$ is a weak solution to (2.2) corresponding to boundary data $\varphi_{1}$ and $u_{2}$ is a weak solution to (2.2) corresponding to boundary data $\varphi_{2}$. If $\varphi_{1} \geqq \varphi_{2}$ a.e. on $\partial \Omega$, then $u_{1} \geqq u_{2}$ a.e. in $\Omega$.

Proof. The uniqueness of weak solutions clearly follows from the monotonicity result. We will use here an argument due to Carillo and Chipot. See [4] for a variant.

We assume that $\varphi_{1} \geqq \varphi_{2}$ a.e. on $\partial \Omega$. First, we prove that for all $\zeta \in C^{\infty}(\bar{\Omega})$ and $\zeta>0$ we have

$$
\begin{equation*}
\int_{\left[u_{1}-u_{2}>0\right]} h^{3}(x) \nabla\left(u_{2}-u_{1}\right) \cdot \nabla \zeta-\left(\boldsymbol{\alpha}\left(x, u_{2}\right)-\boldsymbol{\alpha}\left(x, u_{1}\right)\right) \cdot \nabla \zeta d x \leqq 0 \tag{3.1}
\end{equation*}
$$

where

$$
\left[u_{2}-u_{1}>0\right]=\left\{x \in \Omega \mid u_{2}(x)-u_{1}(x)>0\right\} .
$$

To do that, we consider for $\varepsilon>0$

$$
\begin{equation*}
\xi=\min \left(\frac{\left(u_{2}-u_{1}\right)^{+}}{\varepsilon}, \zeta\right) \tag{3.2}
\end{equation*}
$$

where

$$
\psi^{+}(x)=\max (\psi(x), 0)
$$

Note that $\xi \in H_{0}^{1}(\Omega)$ since for $x \in \partial \Omega$,

$$
\xi(x)=\min \left(\frac{\left(\varphi_{2}-\varphi_{1}\right)^{+}}{\varepsilon}, \zeta\right)=0
$$

It follows from subtracting (2.3) with $u=u_{2}$ from (2.3) with $u=u_{1}$ that

$$
\begin{equation*}
\int_{\Omega} h^{3}(x) \nabla\left(u_{2}-u_{1}\right) \nabla \xi-\left(\boldsymbol{\alpha}\left(x, u_{2}\right)-\boldsymbol{\alpha}\left(x, u_{1}\right)\right) \cdot \nabla \xi d x=0 \tag{3.3}
\end{equation*}
$$

which for $\xi$ given by (3.2) is equivalent to

$$
\begin{align*}
\int_{\left[u_{2}-u_{1}>\varepsilon \zeta\right]} & h^{3}(x) \nabla\left(u_{2}-u_{1}\right) \nabla \zeta-\left(\boldsymbol{\alpha}\left(x, u_{2}\right)-\boldsymbol{\alpha}\left(x, u_{1}\right)\right) \cdot \nabla \zeta d x  \tag{3.4}\\
& +\frac{1}{\varepsilon} \int_{\left[0<u_{2}-u_{1} \leqq \varepsilon \zeta\right]} h^{3}(x)\left|\nabla\left(u_{2}-u_{1}\right)\right|^{2} d x \\
& -\frac{1}{\varepsilon} \int_{\left[0<u_{2}-u_{1} \leqq \varepsilon \zeta\right]}\left(\boldsymbol{\alpha}\left(x, u_{2}\right)-\boldsymbol{\alpha}\left(x, u_{1}\right)\right) \cdot \nabla\left(u_{2}-u_{1}\right) d x=0
\end{align*}
$$

where

$$
\left[u_{2}-u_{1}>\varepsilon \zeta\right]=\left\{x \in \Omega \mid u_{2}(x)-u_{1}(x)>\varepsilon \zeta\right\}
$$

and the other sets [•] are defined likewise. We estimate the last integral above by

$$
\begin{align*}
I \equiv & \int_{\left[0<u_{2}-u_{1} \leqq \varepsilon \xi\right]}\left(\boldsymbol{\alpha}\left(x, u_{2}\right)-\boldsymbol{\alpha}\left(x, u_{1}\right)\right) \cdot \nabla\left(u_{2}-u_{1}\right) d x \\
\leqq & \left(\int_{\left[0<u_{2}-u_{1} \leqq \varepsilon \xi\right]} h(x)^{-3}\left|\alpha\left(x, u_{2}\right)-\boldsymbol{\alpha}\left(x, u_{1}\right)\right|^{2} d x\right)^{1 / 2} \\
& \times\left(\int_{\left[0<u_{2}-u_{1} \leqq \varepsilon \xi\right]} h^{3}(x)\left|\nabla\left(u_{2}-u_{1}\right)\right|^{2} d x\right)^{1 / 2}  \tag{3.5}\\
\leqq & \frac{1}{4} \int_{\left[0<u_{2}-u_{1} \leqq \varepsilon \xi\right]} h(x)^{-3}\left|\alpha\left(x, u_{2}\right)-\boldsymbol{\alpha}\left(x, u_{1}\right)\right|^{2} d x \\
& +\int_{\left[0<u_{2}-u_{1} \leqq \varepsilon \xi\right]} h^{3}(x)\left|\nabla\left(u_{2}-u_{1}\right)\right|^{2} d x .
\end{align*}
$$

Using the estimate (3.5) in (3.4) we obtain from (1.3) and (2.4)

$$
\begin{align*}
\int_{\left[u_{2}-u_{1}>\varepsilon \xi\right]} h^{3}(x) & \nabla\left(u_{2}-u_{1}\right) \nabla \zeta-\left(\boldsymbol{\alpha}\left(x, u_{2}\right)-\boldsymbol{\alpha}\left(x, u_{1}\right)\right) \cdot \nabla \zeta d x  \tag{3.6}\\
& \leqq \frac{1}{4 \varepsilon} \int_{\left[0<u_{2}-u_{1} \leqq \varepsilon \zeta\right]} h(x)^{-3}\left|\boldsymbol{\alpha}\left(x, u_{2}\right)-\boldsymbol{\alpha}\left(x, u_{1}\right)\right|^{2} d x \\
& \leqq \frac{c_{2} M}{4 h_{\min }^{3}} \int_{\left[0<u_{2}-u_{1} \leqq \varepsilon \zeta\right]} d x
\end{align*}
$$

where $M=\max \zeta$. Now the measure of the set $\left[0<u_{2}-u_{1} \leqq \varepsilon \zeta\right]$ goes to zero as $\varepsilon \rightarrow 0$. Thus, the estimate (3.1) follows from (3.6).

Now set $\mathbf{n}=\left(n_{1}, n_{2}\right) \equiv\left(-\Lambda_{2}, \Lambda_{1}\right)$ and $s>0$. We then set

$$
\begin{equation*}
\zeta\left(x_{1}, x_{2}\right)=W-\exp \left(s\left(n_{1} x_{1}+n_{2} x_{2}\right)\right) \tag{3.7}
\end{equation*}
$$

where $W$ is a constant chosen large enough so that $\zeta>0$. If we set $\zeta$ from (3.7) in (3.1) we obtain (see the definition of $\boldsymbol{\alpha}$ )

$$
\begin{equation*}
\int_{\left[u_{2}-u_{1}>0\right]} h^{3}(x) \nabla\left(u_{2}-u_{1}\right) \nabla \zeta+\lambda\left(\beta\left(x, u_{2}\right)-\beta\left(x, u_{1}\right)\right) \nabla h \cdot \nabla \zeta d x \leqq 0 \tag{3.8}
\end{equation*}
$$

since $\Lambda \cdot \nabla \zeta=0$ for all $x \in \Omega$. Now it follows from integration by parts that
(3.9) $\int_{\left[u_{2}-u_{1}>0\right]} h^{3}(x) \nabla\left(u_{2}-u_{1}\right) \nabla \zeta d x=\int_{\Omega} h^{3}(x) \nabla\left(u_{2}-u_{1}\right)^{+} \nabla \zeta d x$

$$
\begin{aligned}
& =-\int_{\Omega}\left(u_{2}-u_{1}\right)^{+} \nabla \cdot\left(h^{3}(x) \nabla \zeta\right) d x \\
& =-\int_{\left[u_{2}-u_{1}>0\right]}\left(u_{2}-u_{1}\right) \nabla \cdot\left(h^{3}(x) \nabla \zeta\right) d x .
\end{aligned}
$$

So, from (3.8) we obtain

$$
\int_{\left[u_{2}-u_{1}>0\right]}\left(u_{2}-u_{1}\right)\left[-\nabla \cdot\left(h^{3}(x) \nabla \zeta\right)+g(x) \nabla h \cdot \nabla \zeta\right] d x \leqq 0
$$

where

$$
g(x)= \begin{cases}\frac{\lambda\left(\beta\left(x, u_{2}(x)\right)\right)-\beta\left(x, u_{1}(x)\right)}{\left(u_{2}(x)-u_{1}(x)\right)} & \text { if } u_{2}(x) \neq u_{1}(x) \\ 0 & \text { if } u_{2}(x)=u_{1}(x)\end{cases}
$$

If $\lambda=0$, then $g=0$. Further, from the definition of $\beta$, for $\lambda \neq 0$

$$
|\beta(x, v)-\beta(x, w)| \leqq \frac{h_{\max }^{2}}{\lambda}|v-w|, \quad x \in \Omega, \quad v, w \in \mathbb{R} .
$$

Thus, $g \in L^{\infty}(\Omega)$. Also, we have that

$$
\begin{aligned}
-\nabla \cdot\left(h^{3}(x) \nabla \zeta\right) & +g(x) \nabla h \cdot \nabla \zeta \\
& =-h^{3}(x) \Delta \zeta-\nabla h^{3} \cdot \nabla \zeta+g(x) \nabla h \cdot \nabla \zeta \\
& =\exp \left(s\left(n_{1} x_{1}+n_{2} x_{2}\right)\right)\left[h^{3}(x) s^{2} n^{2}+\left(\nabla h^{3} \cdot \mathbf{n}\right) s-g(x)(\nabla h \cdot \mathbf{n}) s\right]
\end{aligned}
$$

where $n^{2}=n_{1}^{2}+n_{2}^{2}$. Hence, it follows that for $s$ sufficiently large

$$
\begin{equation*}
-\nabla \cdot\left(h^{3}(x) \nabla \zeta\right)+g(x) \nabla h \cdot \nabla \zeta>0 \tag{3.10}
\end{equation*}
$$

for all $x \in \Omega$. The inequalities (3.9) and (3.10) thus allow us to conclude that $\left(u_{2}-u_{1}\right)^{+}=$ 0 a.e. This concludes the proof of Theorem 3.
4. Nonnegativity and regularity of solutions. We have

$$
\begin{equation*}
\boldsymbol{\alpha}(x, 0)=0, \quad x \in \Omega . \tag{4.1}
\end{equation*}
$$

Thus, Theorem 3 allows us to conclude that the weak solution, $u$, to (2.2) with boundary data $\varphi>0$ on $\partial \Omega$ is nonnegative, i.e., $u \geqq 0$ a.e. in $\Omega$. (Take $\varphi_{1}=\varphi, u_{1}=u$, $\varphi_{2}=0, u_{2}=0$ in Theorem 3.) Thus, we have the following result.

Corollary 1. If $\varphi>0$ a.e. in $\partial \Omega$, the weak solution, $u$, to (2.2) satisfies $u \geqq 0$ a.e. in $\Omega$.

If $\lambda \neq 0$ and $h(x) \in C^{\infty}(\bar{\Omega})$, then $\boldsymbol{\alpha}(x, v)$ has bounded derivatives of all orders for $v \geqq 0$. Hence, the standard techniques for the analysis of the regularity of solutions to elliptic boundary value problems [2], [6] can be used to prove that $u$ is a smooth, classical solution to (2.1). However, if $\lambda=0$, then $\boldsymbol{\alpha}(x, v)$ is not differentiable at $v=0$, and it is necessary to show that $u$ is bounded away from zero to be able to prove that $u$ is smooth. Thus, we demonstrate the following theorem which gives a condition on $h$ which guarantees that $u$ is bounded away from zero.

Corollary 2. If $\varphi \geqq \Phi>0$ on $\partial \Omega$ where $\Phi$ is a constant and if

$$
\nabla \cdot \boldsymbol{\alpha}(x, \Phi) \leqq 0, \quad x \in \Omega,
$$

then the weak solution, $u$, to (2.2) satisfies the bound $u \geqq \Phi>0$ on $\Omega$.
Proof. We will use the method of Theorem 3 with $\varphi_{1}=\varphi, u_{1}=u, \varphi_{2}=\Phi, u_{2}=\Phi$. Now $u_{2}=\Phi$ is not the weak solution of (2.2) with boundary data, $\varphi_{2}=\Phi$, but we have instead by integration by parts that for all $\zeta \in H_{0}^{1}(\Omega), \zeta \geqq 0$,

$$
\begin{equation*}
\int_{\Omega} h^{3}(x) \nabla u_{2} \cdot \nabla \zeta-\boldsymbol{\alpha}\left(x, u_{2}\right) \cdot \nabla \zeta d x=\int_{\Omega} \nabla \cdot \boldsymbol{\alpha}(x, \Phi) \zeta d x \leqq 0 . \tag{4.2}
\end{equation*}
$$

From (4.2) we obtain in place of (3.3) that

$$
\begin{equation*}
\int_{\Omega} h^{3}(x) \nabla\left(u_{2}-u_{1}\right) \cdot \nabla \zeta d x-\left(\boldsymbol{\alpha}\left(x, u_{2}\right)-\boldsymbol{\alpha}\left(x, u_{1}\right)\right) \cdot \nabla \zeta d x \leqq 0 \tag{4.3}
\end{equation*}
$$

for all $\zeta \in H_{0}^{1}(\Omega), \zeta \geqq 0$.
The proof of Corollary 2 now follows from the observation that the inequality (4.3) can replace the equality (3.3) in the argument of Theorem 3.

An argument similar to that given in Corollary 2 can be used to prove the following result.

Corollary 3. If $0 \leqq \varphi \leqq \Phi$ on $\partial \Omega$ and if

$$
\nabla \cdot \boldsymbol{\alpha}(x, \Phi) \geqq 0, \quad x \in \Omega,
$$

then the weak solution, $u$, to (2.2) satisfies the bound $0 \leqq u \leqq \Phi$ on $\Omega$.
Note that the technique of Corollary 2 and Corollary 3 could provide some other comparison results by choosing $\varphi_{2}$ and $u_{2}$ to satisfy a suitable differential inequality. The bound given in Corollary 2 allows the standard regularity theory for elliptic partial differential equations [2], [6] to be used to prove the following theorem.

Corollary 4. Assume that the boundary of $\Omega$, $\partial \Omega$, is infinitely differentiable, that $h \in C^{\infty}(\bar{\Omega})$, and that

$$
\begin{equation*}
\Lambda \cdot \nabla h \leqq 0, \quad x \in \Omega \tag{4.4}
\end{equation*}
$$

Then the Reynolds lubrication equation (1.1) has a nonnegative classical solution, $P$, such that $P \in C^{\infty}(\bar{\Omega})$ and such that $P$ is unique in the class of nonnegative solutions.

We note that it is proven in [5] under the hypothesis (4.4) that solutions to (1.1) are positive, smooth, and unique in the class of smooth solutions. Our results here prove that such a solution exists and that the stronger bound of Corollary 2 holds. Further, if (4.4) holds, the following result proves that our solution to (1.1) is unique in the class of weak solutions.

Corollary 5. Assume that $P$ is a weak solution to (1.1) in the sense that $P \equiv P_{a}>0$ on $\partial \Omega$ and

$$
\begin{equation*}
\int_{\Omega} h^{3} P \nabla P \cdot \nabla \xi-P h \Lambda \cdot \nabla \xi d x=0, \quad \xi \in H_{0}^{1}(\Omega) \tag{4.5}
\end{equation*}
$$

where $P, P^{2} \in H^{1}(\Omega)$. If (4.4) holds, then $P>0$ a.e. in $\Omega$.
Proof. Take $\xi=P^{-}=\min (P, 0) \in H_{0}^{1}(\Omega)$. Then by (4.5)

$$
\begin{align*}
\int_{\Omega} h^{3} P \nabla P \cdot \nabla P^{-}- & P h \Lambda \cdot \nabla P^{-} d x  \tag{4.6}\\
& =\int_{\Omega} h^{3} P^{-}\left|\nabla P^{-}\right|^{2}+\frac{1}{2} h \Lambda \cdot \nabla\left(P^{-}\right)^{2} d x \\
& =\int_{\Omega} h^{3} P^{-}\left|\nabla P^{-}\right|^{2}-\frac{1}{2}(\Lambda \cdot \nabla h)\left(P^{-}\right)^{2} d x=0 .
\end{align*}
$$

Hence, by (4.4),

$$
\int_{\Omega} h^{3} P^{-}\left|\nabla P^{-}\right|^{2} d x=\frac{1}{2} \int_{\Omega}(\Lambda \cdot \nabla h)\left(P^{-}\right)^{2} d x \leqq 0
$$

Thus, $P^{-}=0$ a.e. in $\Omega$.
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# ON THE RELATION BETWEEN COEFFICIENT AND BOUNDARY VALUES FOR SOLUTIONS OF WEBSTER'S HORN EQUATION* 
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#### Abstract

Webster's horn equation is a normalized version of the one-dimension linear acoustic wave equation. It has been used extensively as a simple model for plane wave propagation in layered systems, and particularly as the arena for much work on the relation between the acoustic impedance (coefficient) and the surface response or seismogram (boundary value) in theoretical seismology (this is the simplest so-called seismic reflection inverse problem). The question of continuous dependence of the solution on the coefficient arises naturally in this context, particularly in connection with perturbational techniques.

We study the dependence of boundary values for solutions of Webster's horn equation on its coefficient. For suitable choice of topologies (Sobolev spaces), we show that the map from coefficient to boundary values is a $C^{1}$-diffeomorphism.
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Introduction. Various wave propagation problems in a plane-stratified half-space $\{z>0\}$ lead to Webster's horn equation:

$$
\begin{equation*}
\left(\eta(z) \partial_{t}^{2}-\partial_{z} \eta(z) \partial_{z}\right) u(z, t)=0 \tag{0.1}
\end{equation*}
$$

where the coefficient $\eta$ is generally called an impedance, and is related to the mechanical properties of the medium (see [5] or [26] for a derivation and discussion of (0.1) in linear acoustics and elastodynamics).

We impose the boundary and initial conditions

$$
\begin{align*}
& \partial_{z} u(0, \cdot)=f,  \tag{0.2}\\
& u(\cdot, t) \equiv 0, \quad t \ll 0, \tag{0.3}
\end{align*}
$$

where the Neumann datum $f$ vanishes for $|t|$ large, so that the resulting disturbance is transient.

The conditions ( 0.1 ), ( 0.2 ), ( 0.3 ) form a well-posed initial boundary value problem in the half-space $(z>0)$, even for distribution datum $f$. Therefore, specification of $\eta$ and $f$ determines for instance the values of $u$ on $\{z=0\}$. We define

$$
\begin{equation*}
\tau_{f}(\eta)=\partial_{t} u(0, \cdot) . \tag{0.4}
\end{equation*}
$$

Our aim in this paper is to establish the properties of $\tau_{f}$ as a map between suitable function spaces. Note that

$$
\tau_{f}(\eta)=f * \tau_{\delta}(\eta)
$$

Thus properties of $\tau_{f}$ follow from properties of $\tau_{\delta}$ via well-known facts about convolution. Therefore, we restrict our attention to the choice $f=-\delta$ (the so-called impulse-response case). Our main result is that $\tau=\tau_{-\delta}$ is a Lipschitz homeomorphism, in the following sense.

[^122]We may rewrite (0.1) as

$$
\left(\partial_{t}^{2}-\partial_{z}^{2}-\sigma \partial_{z}\right) u=0
$$

with $\sigma=\partial_{z} \log \eta$ (the reflectivity in seismic parlance), and normalize $\eta(0)=1$, by scaling $u$, so

$$
\eta(z)=\exp \left\{\int_{0}^{z} \sigma\right\} .
$$

We can view $\tau$ as a functional of $\sigma$ instead, i.e. redefine

$$
\tau(\sigma)=\partial_{t} u(0, \cdot)
$$

Note that the boundary value $u(o, t), 0 \leqq t \leqq 2 T$, depends on the coefficient $\eta$ (or $\sigma$ ) only in $0 \leqq z \leqq T$, since the signal propagation speed of ( 0.1 ) is one. The solution of ( 0.1 ), ( 0.2 ) and ( 0.3 ) is constructed by well-known methods (see below) for smooth $\eta$ (or $\sigma$ ), so we can view $\tau$ initially as a map: $C^{\infty}[0, T] \rightarrow C^{\infty}[0,2 T]$.

We can now state our three major results:
Theorem 0.1. For $\sigma \in C^{\infty}[0, T]$, there exist constants $\beta$ and $C^{*}$, depending only on $\|\sigma\|_{L^{2}[0, T]}$ and on $T$, so that for $\tilde{\sigma} \in C^{\infty}[0, T]$ with $\|\sigma-\tilde{\sigma}\|_{L^{2}[0, T]}<\beta$ we have

$$
\|\tau(\sigma)-\tau(\tilde{\sigma})\|_{L^{2}[0,2 T]} \leqq C^{*}\left\|\sigma-\sigma^{*}\right\|_{L^{2}[0, T]} .
$$

So $\tau$ extends to a locally Lipschitz map:

$$
L^{2}[0, T] \rightarrow L^{2}[0,2 T]
$$

Theorem 0.2. For $\sigma \in L^{2}[0, T], g=\tau(\sigma) \in L^{2}[0,2 T]$, there exist $\alpha$ and $C_{*}>0$ depending only on $\|\sigma\|_{L^{2}[0, T]}$ and on $T$, for which

$$
\|\tilde{g}-g\|_{L^{2}[0,2 T]}<\alpha
$$

implies that $\tilde{g}=\tau(\tilde{\sigma})$ for a unique $\tilde{\sigma} \in L^{2}[0, T]$, with

$$
\|\boldsymbol{\sigma}-\tilde{\boldsymbol{\sigma}}\|_{L^{2}[0, T]}<C_{*}\|g-\tilde{g}\|_{L^{2}[0,2 T]} .
$$

Actually Theorems 0.1 and 0.2 were the main results of our previous paper [21]. The arguments used in [21], however, suffered from two major drawbacks: they depend on
(i) a characterization of the range of $\tau$; and
(ii) Lipschitz estimates for the time-like Cauchy problem.

Neither (i) nor (ii) is available in similar higher-dimensional problems. In the present treatment, we have reformulated the results so that the Lipschitz constants and domains of validity depend only on local quantities, thus avoiding (i). Also, we have revised the main step in the proof ("downward continuation") so that the time-like Cauchy problem no longer plays an explicit role. As a by-product of our analysis, we obtain a stronger result:

Theorem 0.3. $\tau$ is a $C^{1}$-diffeomorphism of $L^{2}[0, T]$ into $L^{2}[0,2 T]$.
As intended, the new approach has allowed us to establish carefully formulated analogues of Theorems $0.1,0.2$, and 0.3 for similar higher-dimensional problems: see [22] and references cited therein.

In the remainder of this introduction, we shall:
(i) explain the origin of our interest in the map $\tau$;
(ii) briefly discuss related literature;
(iii) describe the main components of our analysis;
(iv) outline the organization of the paper.

Our interest in the properties of $\tau_{f}$ is motivated by the impedance profile inversion problem, which is a model for many inverse (or coefficient-or medium-identification) problems in wave propagation. In the impedance profile inversion problem, a propagating plane-wave disturbance (measured by $u$ ) is introduced into a medium $\{z>0\}$ (modeled by (0.1)) by means of a boundary excitation (imposed traction, pressure drop, etc., modeled by (0.2)), assumed quiescent in the past ((0.3)). The inhomogeneities in the medium ( $\eta \neq$ constant) set up reflected waves, which reach the surface and result in a nonzero rate of change of the boundary value of $u\left(\tau_{f}(\sigma)=\right.$ $\left.\partial_{t} u(0, \cdot)\right)$. From this latter data, one is to infer the structure of the medium (i.e. $\eta(z)$, $z>0$ ).

In our notation, we formulate the impedance profile inversion problem as follows: given data $g$ and $f$, find $\eta$ (or $\sigma=\partial_{z} \log \eta$ ) so that the functional equation
(0.5)

$$
\begin{equation*}
\tau_{f}(\sigma)=g \tag{0.5}
\end{equation*}
$$

is satisfied.
This problem and its generalizations are models for many interesting data-pocessing technologies, the best-known being the seismic reflection method in petroleum prospecting. Correspondingly, inverse problems in wave propagation have a large and rapidly growing literature, much of it concerned with impedance profile inversion and simple variants (layered-medium problems). Therefore, it seems surprising that the properties of the map $\tau_{f}$ have seldom been addressed in any substantial way, even though many authors have recommended perturbation or optimization techniques for (0.5) and its generalizations, which require properties such as differentiability (see [7], [13], and references cited there). Even continuity of $\tau$ and its inverse has been addressed in only a few papers (see [21], [6], [11], [1], and in the context of spectral inverse problems [14]). The issue is serious, as any measurement modeled by $\tau$ is inevitably contaminated with noise, and $\tau$ and $\tau^{-1}$ are not continuous with respect to some apparently natural domain and range metrics (see [11] for discontinuity examples in impedance profile inversion, and [23] for different examples of nondifferentiability of $\tau$ and $\tau^{-1}$ in higher-dimensional problems). Moreover, many approaches to impedance profile inversion do not generalize in any obvious way to higher-dimensional (nonlayered) problems.

Our approach in this paper is a modification of the downward continuation (or "layered-stripping") method, which really goes back to the geophysical work of Goupillaud [12] and Kunetz [15] in the early 1960s. A number of authors recently have developed reliable computational techniques for impedance profile inversion based on this idea ([17], [4], [3], [19], [9], [2], [20]).

The main tools used in the present study (and in [21]) are:
(I) The transport equation. The progressing wave expansion ([8, Chap. VI, §4, esp. pp. 633-655], also [23, §2], and [10, pp. 42-45]) for smooth $\eta$ shows that the solution of ( 0.1 ), ( 0.2 ), ( 0.3 ) with $f=-\delta$ must have a jump along the characteristic $\{z=t\}$ of magnitude

$$
[u](z, z)=\eta^{-1 / 2}(z)
$$

(with the normalization $\eta(0)=1$ ), and is otherwise smooth. Therefore, $u$ solves the characteristic initial boundary value problem

$$
\begin{align*}
& \left(\partial_{t}^{2}-\partial_{z}^{2}-\sigma \partial_{z}\right) u=0 \quad \text { in } \Omega:=\{(z, t): 0<z<T, z<t<2 T-z\},  \tag{0.6a}\\
& \partial_{z} u(0, t)=0, \quad 0<t<2 T,  \tag{0.6b}\\
& \lim _{\zeta \rightarrow 0^{+}} u(z, z+\zeta)=: \bar{u}(z)=\eta^{-1 / 2}(z) \tag{0.6c}
\end{align*}
$$

with

$$
\begin{equation*}
\eta(z)=\exp \int_{0}^{z} \sigma \tag{0.6d}
\end{equation*}
$$

In effect the use of $(0.6)$ rather than $(0.1),(0.2),(0.3)$ removes the propagating singularity from the problem.
(II) Downward continuation problem. We shall actually study a slightly more general problem than (0.6), because the generalization does not significantly increase the difficulty of the arguments and because the extended results are useful in further investigation of the inverse problem as an optimization problem with constraints on $\eta$ (or $\sigma$ ).

We note that, if we pick $0 \leqq z_{0}<z_{1} \leqq T$ and set

$$
\begin{align*}
& f:=\partial_{z} u\left(z_{0}, \cdot\right)  \tag{0.7a}\\
& h:=\left(\partial_{z}+\partial_{t}\right) u\left(z_{1}, \cdot\right) \tag{0.7b}
\end{align*}
$$

then in the region $\left\{(z, t): z_{0} \leqq z \leqq z_{1}, z \leqq t \leqq 2 T-z\right\}$ the solution $u$ of (0.6) satisfies

$$
\begin{align*}
& \left(\partial_{t}^{2}-\partial_{z}^{2}-\sigma \partial_{z}\right) u=0,  \tag{0.8a}\\
& \partial_{z} u\left(z_{0}, \cdot\right)=f,  \tag{0.8b}\\
& \left(\partial_{t}+\partial_{z}\right) u\left(z_{1}, \cdot\right)=h,  \tag{0.8c}\\
& \bar{u}(z)=\eta^{-1 / 2}(z) . \tag{0.8~d}
\end{align*}
$$

Now define, for arbitrary $f, h, \sigma, \eta_{0}$

$$
\tau_{0}\left(\sigma, h, f, \eta_{0}\right):=\partial_{t} w\left(z_{0}, \cdot\right)
$$

where

$$
\eta(z)=\eta_{0} \exp \left\{\int_{z_{0}}^{z} \sigma\right\}
$$

and $w$ solves the mixed characteristic initial-boundary value problem ( 0.8 ).
We shall show in $\S 2$ that, if we regard $f$ and $\eta_{0}$ as parameters, the equation

$$
\begin{equation*}
\tau_{0}\left(\sigma, h, f, \eta_{0}\right)=g \tag{0.9}
\end{equation*}
$$

has at most one solution ( $\sigma, h$ ) which depends continuously on $f, \eta_{0}$ and $g$. In fact, we shall show that $\tau_{0}$ is Lipschitz in all variables, continuously differentiable in the first two, and we shall bound the derivative and its inverse locally. The implicit function theorem and a global uniqueness theorem then yield the result.

Note also that if we pick $z_{0}=0, z_{1}=T$, then $\tau_{0}(\sigma, 0,0,1)=\tau(\sigma)$. Thus Theorems $0.1-0.3$ follow from similar statements about $\tau_{0}$.

The uniqueness of solutions to the functional equation for $\tau_{0}$ also implies that if $f$ is given by ( 0.7 a ), $g=\partial_{t} u\left(z_{0}, \cdot\right)$, and $\eta_{0}=\eta\left(z_{0}\right)$ from ( 0.6 d ), then the solution of ( 0.8 ) is identical to the solution of $(0.6)$ for $z_{0} \leqq z \leqq z_{1}$. In particular, the solution $(\sigma, h)$ to (0.9) continues $\sigma$ to $\left[z_{0}, z_{1}\right]$. Also, in solving ( 0.8 ), we have implicitly constructed $\partial_{t} u\left(z_{1}, \cdot\right)$ and $\partial_{z} u\left(z_{1}, \cdot\right)$. So we can redefine $g, f$, and $\eta_{0}$, replace $z_{0}$ by $z_{1}$, and continue the procedure. This is a version of the downward continuation algorithm suited to severaldimensional generalizations.

Most inverse problems of wave propagation which model feasible experiments are ill-posed, either because of explicit band-limitation of the observed signal or because of several-dimensional effects (see [22], [23] for a discussion of the latter). This is even true
for some versions of the impedance problem with band limited data (the problem considered in this paper appears to be the sole exception). Such problems must be set as regularized (nonlinear) optimization problems, and the presence of multiple local minima becomes a possibility.

The global minimum of $\left\|\tau_{0}-g\right\|$, however, is unique in a region of size proportional to $\left(z_{1}-z_{0}\right)^{-1 / 2}$. This fact may be used to approximate recursively the global minimum of $\|\tau-g\|$ by a nonlinear least-squares version of downward continuation. This approach, which is a particular homotopy method for global optimization of $\|\tau-g\|$, underlies our interest in the map $\tau_{0}$, and will be discussed elsewhere.
(III) Sideways energy estimates. The key tool in constructing derivatives and bounds for $\tau_{0}$ is the estimation of

$$
Q(z):=\frac{1}{2} \int_{z}^{2 T-z} d t\left\{\left(\partial_{t} u\right)^{2}+\left(\partial_{z} u\right)^{2}\right\}
$$

for solutions $u$ of (0.8). $Q$ is a sort of vertical energy form. Its interaction with the usual energy form produces most of the important estimates. The key point is that the $1-D$ wave equation is hyperbolic as an evolution equation in $z$ as well. This sort of argument seems to have been introduced by Rauch and Taylor [16], who used it to prove energy decay for some dissipative boundary value problems in $1+1$ dimensions. Of course, the time-like Cauchy problem is no longer hyperbolic in $1+n$ dimensions, $n>1$, so the argument breaks down, as noted in [16]. The author has recently studied regularization of the higher-dimensional time-like Cauchy problem, in such a way that "sideways" energy estimate for analogues of $Q$ are again useful (see [22], [25]).

The paper is organized as follows:
Section 1: derivation of a number of "sideways" energy estimates.
Section 2: investigation of the downward continuation operator $\tau_{0}$, proof of Theorems 0.1-0.3.

In conclusion, we note that any serious attempt to model applications such as reflection seismology by the impedance profile inversion problem sketched above runs into serious, and as yet mostly unresolved, difficulties. The gravest of these concerns the Neumann datum $f$, which for any realistic model is far from impulsive, and in fact tends to have very small Fourier components near both 0 and $\infty \mathrm{Hz}$. For the disastrous effect of the low-frequency small amplitudes on coefficient determination, and a suggestion for a partial cure, see [18]. See also, however, reference [20] in which these measurement difficulties are overcome and the solution of the impedance profile inversion problem by numerical downward continuation allows the real-time imaging of the vocal tract.

1. Energy estimates. Suppose $0 \leqq z_{0}<z_{1} \leqq T$, and define $\Omega=\left\{(z, t): z_{0} \leqq z \leqq z_{1}, z\right.$ $\leqq t \leqq 2 T-z\}$. Thus $\Omega$ is the trapezoid obtained by intersection the double light cone, with vertices $(0,0),(0,2 T)$ with the strip $\left\{(z, t): z_{0} \leqq z \leqq z_{1}\right\}$. Suppose $u, w \in C^{\infty}\left(R^{2}\right)$, $\eta_{0} \in R^{+}, \omega, \eta, \sigma, f, h$ and $\psi \in C^{\infty}(R)$ satisfy

$$
\begin{align*}
& \eta(z)=\eta_{0} \exp \int_{z_{0}}^{z} \sigma, \quad z_{0} \leqq z \leqq z_{1},  \tag{1.1}\\
& \left(\partial_{t}^{2}-\partial_{z}^{2}-\sigma \partial_{z}\right) u=\omega w \quad \text { in } \Omega,  \tag{1.2a}\\
& \partial_{z} u\left(z_{0}, t\right)=f(t), \quad z_{0} \leqq t \leqq 2 T-z_{0},  \tag{1.2b}\\
& \left(\partial_{z}+\partial_{t}\right) u\left(z_{1}, t\right)=h(t), \quad z_{1} \leqq t \leqq 2 T-z_{1},  \tag{1.2c}\\
& \bar{u}(z)=\psi(z), \quad z_{0} \leqq z \leqq z_{1} . \tag{1.2~d}
\end{align*}
$$

Note: We will make use throughout of the symbol $\bar{u}$ to represent the restriction of a real-valued function of two variables to the diagonal $z=t$. We will also use the abbreviation

$$
\overline{\bar{u}}(z):=u(z, 2 T-z)
$$

to indicate restriction to the upper boundary segment of $\Omega$.
The problem (1.2) may be viewed as a mixed characteristic initial/boundary value problem with data $\sigma, \omega, w, f, h$. A standard construction ([7], pp. 461-471) assures the existence of a solution $u$ depending continuously on the data in various senses. The purpose of this section is to establish estimates for the boundary values of $u$ and its restrictions to vertical line segments.

The main tools are two "energy identities." These are most easily derived by application of Stoke's theorem. The first is related to the well-known energy method ([8, pp. 438-449]); set

$$
\omega_{E}=\frac{1}{2} \eta\left\{\left(\partial_{t} u\right)^{2}+\left(\partial_{z} u\right)^{2}\right\} d z+\eta \partial_{z} u \partial_{t} u d t
$$

Stokes' theorem

$$
\int_{\partial \Omega} \omega_{E}=\int_{\Omega} d \omega_{E}
$$

amounts to the identity

$$
\begin{array}{r}
\frac{1}{2} \int_{z_{0}}^{z_{1}} \eta\left(\bar{u}^{\prime}\right)^{2}-\frac{1}{2} \int_{z_{0}}^{z_{1}} \eta\left(\overline{\bar{u}}^{\prime}\right)^{2}+\eta\left(z_{1}\right) \int_{z_{1}}^{2 T-z_{1}} d t \partial_{t} u \partial_{z} u\left(z_{1}, t\right)  \tag{1.3}\\
-\eta\left(z_{0}\right) \int_{z_{0}}^{2 T-z_{0}} d t \partial_{z} u \partial_{t} u\left(z_{0}, t\right) \\
=\int_{z_{0}}^{z_{1}} d z \eta(z) \omega(z) \int_{z}^{2 T-z} d t w(z, t) \partial_{t} u(z, t)
\end{array}
$$

where in rewriting the area integral we have made use of the form of (1.2a):

$$
\left(\eta \partial_{t}^{2}-\partial_{z} \eta \partial_{z}\right) u=\eta \omega w .
$$

The second identity involves the "sideways energy" form:

$$
\omega_{Q}=\frac{1}{2}\left\{\left(\partial_{t} u\right)^{2}+\left(\partial_{z} u^{2}\right)\right\} d t+\partial_{t} u \partial_{z} u d z
$$

We introduce the abbreviations

$$
\begin{aligned}
& Q(z):=\frac{1}{2} \int_{z}^{2 T-z} d t\left\{\left(\partial_{t} u\right)^{2}+\left(\partial_{z} u\right)^{2}\right\}(z, t), \\
& \Omega_{a, b}=\left\{(z, t): z_{a} \leqq z \leqq z_{b}, z \leqq t \leqq 2 T-z\right\}
\end{aligned}
$$

for $z_{0} \leqq z_{a}<z_{b} \leqq z_{1}$. Then the identity

$$
\int_{\partial \Omega_{a, b}} \omega_{Q}=\int_{\Omega_{a, b}} d \omega_{Q}
$$

amounts to

$$
\begin{align*}
Q\left(z_{b}\right)-Q\left(z_{a}\right) & +\frac{1}{2} \int_{z_{a}}^{z_{b}}\left\{\left(\bar{u}^{\prime}\right)^{2}+\left(\overline{\bar{u}}^{\prime}\right)^{2}\right\}  \tag{1.4}\\
= & -\int_{z_{a}}^{z_{b}} d z \sigma(z) \int_{z}^{2 T-z} d t\left(\partial_{z} u(z, t)\right)^{2} \\
& -\int_{z_{a}}^{z_{b}} d z \omega(z) \int_{z}^{2 T-z} d t w(z, t) \partial_{z} u(z, t) .
\end{align*}
$$

The identities (1.3) and (1.4) together imply a number of useful estimates on boundary values of $u$, corresponding to various special cases of (1.2). We make the convention in the following lemmas and their proofs that constants, which are denoted by $C$ and which change their meaning from equation to equation, depend only on $\|\sigma\|$, $\eta_{0}, T$, and $z_{1}-z_{0}$, unless otherwise noted, and that $\|\cdot\|$ refers to the $L^{2}$-norm on the appropriate interval.

Lemma 1.1. Suppose in (1.2) that $h=\omega \equiv 0$. Then

$$
Q(z) \leqq C\left\{\left\|\psi^{\prime}\right\|^{2}+\|f\|^{2}\right\}
$$

for $z_{0} \leqq z \leqq z_{1}$.
Proof. Setting $\omega=0$ and $z_{a}=z, z_{b}=z_{1}$ in (1.4), we obtain

$$
Q\left(z_{1}\right)+\frac{1}{2} \int_{z}^{z_{1}}\left(\psi^{\prime}\right)^{2}+\frac{1}{2} \int_{z}^{z_{1}}\left(\overline{\bar{u}}^{\prime}\right)^{2}=Q(z)-\int_{z}^{z_{1}} d z \sigma(z) \int_{\tau}^{2 T-z} d t\left(\partial_{z} u\right)^{2}(\zeta, t) .
$$

Thus,

$$
Q(z) \leqq \frac{1}{2} \int_{z}^{z_{1}}\left|\psi^{\prime}\right|^{2}+\left\{Q\left(z_{1}\right)+\frac{1}{2} \int_{z}^{z_{1}}\left(\overline{\bar{u}}^{\prime}\right)^{2}\right\}+2 \int_{z}^{z_{1}} d \zeta|\sigma(\zeta)| Q(\zeta)
$$

So Gronwall's inequality implies

$$
\begin{equation*}
Q \leqq\left\{\frac{1}{2}\left\|\psi^{\prime}\right\|^{2}+\left[Q\left(z_{1}\right)+\frac{1}{2}\left\|\overline{\bar{u}}^{\prime}\right\|^{2}\right]\right\} \exp \left(2 \int_{z_{0}}^{z_{1}}|\sigma|\right) . \tag{1.5}
\end{equation*}
$$

Since $\left(\partial_{t}+\partial_{z}\right) u\left(z_{1}, \cdot\right)=0$, we have

$$
\partial_{t} u \partial_{z} u=-\frac{1}{2}\left[\left(\partial_{t} u\right)^{2}+\left(\partial_{z} u\right)^{2}\right] \quad \text { for } z=z_{1} .
$$

Therefore (1.3) yields

$$
\begin{align*}
\frac{1}{2} \int_{z_{0}}^{z_{1}} \eta\left(\psi^{\prime}\right)^{2}-\eta\left(z_{0}\right) \int_{z_{0}}^{2 T-z_{0}} d t f(t) \partial_{t} u\left(z_{0}, t\right) & =\frac{1}{2} \int_{z_{0}}^{z_{1}} \eta\left(\overline{\bar{u}}^{\prime}\right)^{2}+\eta\left(z_{1}\right) Q\left(z_{1}\right)  \tag{1.6}\\
& \geqq \eta_{*}\left(\frac{1}{2}\left\|\overline{\bar{u}}^{\prime}\right\|^{2}+Q\left(z_{1}\right)\right)
\end{align*}
$$

where

$$
\begin{aligned}
& \eta^{*}=\sup \eta(z) \leqq \eta_{0} \exp \int_{z_{0}}^{z_{1}}|\sigma| \leqq \eta_{0} \exp \left\{\left(z_{1}-z_{0}\right)^{1 / 2}\|\sigma\|\right\}, \\
& \eta_{*}=\inf \eta(z) \geqq \eta_{0} \exp \left\{-\left(z_{1}-z_{0}\right)^{1 / 2}\|\sigma\|\right\} .
\end{aligned}
$$

The L.H.S. of (1.6) is bounded by

$$
\eta^{*}\left(\frac{1}{2}\left\|\psi^{\prime}\right\|^{2}+\|f\| Q\left(z_{0}\right)^{1 / 2}\right) \leqq \eta^{*}\left(\frac{1}{2}\left\|\psi^{\prime}\right\|^{2}+\frac{k}{2}\|f\|^{2}+\frac{1}{2 k} Q\left(z_{0}\right)\right)
$$

for any $k>0$. Combined with (1.5) this yields

$$
Q \leqq C\left\{\left\|\psi^{\prime}\right\|^{2}+k C_{2}\|f\|^{2}+\frac{\eta^{*}}{2 \eta_{*} k} Q\left(z_{0}\right)\right\} \exp 2 \int_{z_{0}}^{z_{1}}|\sigma| .
$$

Take $k=\left(\eta^{*} / \eta_{*}\right) \exp \left\{2 \int_{z_{0}}^{z_{1}}|\sigma|\right\} ;$ then we have

$$
Q \leqq C\left\{\left\|\psi^{\prime}\right\|^{2}+\|f\|^{2}+\frac{1}{2} Q\left(z_{0}\right)\right\}
$$

so

$$
2 Q\left(z_{0}\right) \leqq 2 C\left\{\left\|\psi^{\prime}\right\|^{2}+\|f\|^{2}\right\}
$$

and so

$$
Q \leqq 2 C\left\{\left\|\psi^{\prime}\right\|^{2}+\|f\|^{2}\right\}
$$

Q.E.D.

Lemma 1.2. Suppose in (1.2) that $f=h=\psi=0$. Then,

$$
Q \leqq C\left(z_{1}-z_{0}\right)\|\omega\|^{2} w^{*}
$$

where

$$
w^{*}=\sup \left(\int_{z}^{2 T-z} d t w^{2}(z, t)\right)
$$

Proof. From (1.4) we obtain

$$
\begin{aligned}
Q\left(z_{1}\right)= & Q(z)-\frac{1}{2} \int_{z}^{z_{1}}\left(\overline{\bar{u}}^{\prime}\right)^{2}-\int_{z}^{z_{1}} d \zeta \sigma(\zeta) \int_{\zeta}^{2 T-\zeta} d t\left(\partial_{z} u\right)^{2}(\zeta, t) \\
& -\int_{z}^{z_{1}} d \zeta \omega(\zeta) \int_{\zeta}^{2 T-\zeta} d t\left(w \partial_{z} u\right)(\zeta, t) .
\end{aligned}
$$

So

$$
\begin{align*}
& Q(z) \leqq Q\left(z_{1}\right)+\frac{1}{2} \int_{z_{0}}^{z_{1}}\left(\overline{\bar{u}}^{\prime}\right)^{2}+\int_{z}^{z_{1}} d \zeta \int_{\zeta}^{2 T-\zeta} d t\left\{|\sigma(\zeta)|\left(\partial_{z} u\right)^{2}(\zeta, t)\right.  \tag{1.7}\\
&\left.+\|\omega(\zeta)\| w(\zeta, t) d_{z} u|\zeta, t|\right\}
\end{align*}
$$

Identity (1.3) gives

$$
\begin{aligned}
-\frac{1}{2} \int_{z_{0}}^{z_{1}} \eta\left(\overline{\bar{u}}^{\prime}\right)^{2}+ & \eta\left(z_{1}\right) \int_{z_{1}}^{2 T-z_{1}} d t \partial_{t} u \partial_{z} u\left(z_{1}, t\right) \\
& =\int_{z_{0}}^{z_{1}} d z \eta(z) \omega(z) \int_{z}^{2 T-z} d t w(z, t) \partial_{t} u(z, t)
\end{aligned}
$$

As in the proof of Lemma 1.1, $\partial_{t} u \partial_{z} u=-\frac{1}{2}\left[\left(\partial_{t} u\right)^{2}+\left(\partial_{z} u\right)^{2}\right]$ at $z=z_{1}$, so the above implies

$$
\begin{equation*}
\eta_{*}\left(\frac{1}{2} \int_{z_{0}}^{z_{1}}\left(\overline{\bar{u}}^{\prime}\right)^{2}+Q\left(z_{1}\right)\right) \leqq \eta^{*} \int_{z_{0}}^{z_{1}} d \zeta|\omega(\zeta)| \int_{\zeta}^{2 T-\zeta} d t\left|w \partial_{\tau} u\right|(\zeta, T) . \tag{1.8}
\end{equation*}
$$

Now for any $\alpha>0$

$$
\begin{align*}
\int d t|w|\left|\partial_{t} u\right| & =\int d t(\alpha|w|)\left(\frac{1}{\alpha}\left|\partial_{t} u\right|\right) \leqq \frac{1}{2} \int d t\left(\alpha^{2}|w|^{2}+\alpha^{-2}\left|\partial_{t} u\right|^{2}\right)  \tag{1.9}\\
& \leqq \frac{\alpha^{2} w^{*}}{2}+\frac{\alpha^{-2}}{2} \int\left|\partial_{t} u\right|^{2} .
\end{align*}
$$

Similarly

$$
\begin{equation*}
\int d t|w|\left|\partial_{z} u\right| \leqq \frac{\alpha^{2} w^{*}}{2}+\frac{\alpha^{-2}}{2} \int y\left|\partial_{z} u\right|^{2} . \tag{1.10}
\end{equation*}
$$

Equations (1.8), (1.9), and (1.10) combine with (1.7) to yield

$$
Q(z) \leqq \int_{z_{0}}^{z_{1}} d \zeta|\omega(\zeta)|\left(1+\frac{\eta^{*}}{\eta_{*}}\right)\left(\alpha^{2} w^{*}+2 \alpha^{-2} Q^{*}\right)+2 \int_{z_{0}}^{z_{1}}|\sigma| Q
$$

where $Q^{*}:=\sup _{z_{0} \leqq z \leqq z_{1}} Q(z)$. By Gronwall,

$$
\begin{equation*}
Q \leqq C\left(\alpha^{2} w^{*}+2 \alpha^{-2} Q^{*}\right)\left\{\int_{z_{0}}^{z_{1}}|\omega|\right\} \exp \left\{2 \int_{z_{0}}^{z_{1}}|\sigma|\right\} . \tag{1.11}
\end{equation*}
$$

Now if $\omega=0$ a.e., $u \equiv 0$ by uniqueness in the mixed problem, and the assertion of the lemma holds trivially. Otherwise, set

$$
\alpha^{2}=4 \int_{z_{0}}^{z_{1}}|\omega|\left(\exp 2 \int_{z_{0}}^{z_{1}}|\sigma|\right)
$$

so that (1.11) becomes

$$
Q \leqq C\left(\int_{z_{0}}^{z_{1}}|\omega|\right)^{2} w^{*} \exp \left(4 \int_{z_{0}}^{z_{1}}|\sigma|\right)+\frac{1}{2} Q^{*} \leqq C\left(z_{1}-z_{0}\right) w^{*}\|\omega\|^{2}+\frac{1}{2} Q^{*}
$$

from which the conclusion follows immediately. Q.E.D.
Lemma 1.3. Suppose in (1.2) that $f=\omega=\psi=0$. Then

$$
Q \leqq C\|h\|^{2} .
$$

Proof. From

$$
\left(\partial_{t}+\partial_{z}\right) u\left(z_{1}, \cdot\right)=h
$$

we obtain

$$
\int_{z_{1}}^{2 T-z_{1}} d t \partial_{t} u \partial_{z} u\left(z_{1}, t\right)=\frac{1}{2} \int_{z_{1}}^{2 T-z_{1}} h^{2}-Q\left(z_{1}\right)
$$

So the identity (1.3) reads

$$
0=\frac{1}{2} \int_{z_{0}}^{z_{1}} \eta\left(\overline{\bar{u}}^{\prime}\right)^{2}+\eta\left(z_{1}\right)\left(\frac{1}{2} \int_{z_{1}}^{2 T-z_{1}} h^{2}-Q\left(z_{1}\right)\right)
$$

whence

$$
\begin{equation*}
\frac{1}{2} \int_{z_{1}}^{2 T-z_{1}} h^{2}=\frac{1}{2} \int_{z_{0}}^{z_{1}} \eta\left(\overline{\bar{u}}^{\prime}\right)^{2}+\eta\left(z_{1}\right) Q\left(z_{1}\right) \geqq \eta_{*}\left(\frac{1}{2} \int_{z_{0}}^{z_{1}}\left(\overline{\bar{u}}^{\prime}\right)^{2}+Q\left(z_{1}\right)\right) . \tag{1.12}
\end{equation*}
$$

On the other hand, (1.4) gives

$$
\begin{equation*}
Q(z)+\int_{z}^{z_{1}} d \zeta \sigma(\zeta) \int_{\zeta}^{2 T-\zeta} d t\left(\partial_{z} u\right)^{2}(\zeta, t)=Q\left(z_{1}\right)+\frac{1}{2} \int\left(\overline{\bar{u}}^{\prime}\right)^{2} \tag{1.13}
\end{equation*}
$$

Equations (1.12) and (1.13) combine to yield

$$
Q(z) \leqq C\|h\|^{2}+\int_{z}^{z_{1}}|\sigma| Q
$$

whence the result follows via Gronwall's inequality. Q.E.D.
Lemma 1.4. The solution of (1.2) satisfies

$$
Q(z) \leqq C\left\{\left\|\psi^{\prime}\right\|^{2}+\|f\|^{2}+\|h\|^{2}+w^{*}\|\omega\|^{2}\right\}
$$

in the notation of Lemmas 1.1-1.3.
Proof. This follows immediately from the previous lemmas by writing

$$
u=u_{1}+u_{2}+u_{3}
$$

and correspondingly

$$
Q \leqq 3\left\{Q_{1}+Q_{2}+Q_{3}\right\}
$$

where $u_{k}$ solves the problem of Lemma 1. $k, k=1,2,3$. Q.E.D.
Lemma 1.5. Suppose that there exists $k>0$ so that for $z_{0} \leqq z, \leqq z_{1}$,

$$
\int_{z_{0}}^{z}|\omega|^{2} \leqq k\left\{\int_{z_{0}}^{z}\left|\psi^{\prime}\right|^{2}+|\psi(0)|^{2}\right\} .
$$

Then there exists $C>0$ so that

$$
\left\|\psi^{\prime}\right\|^{2}+\|h\|^{2} \leqq C\left\{Q\left(z_{0}\right)+|\psi(0)|^{2}\right\} .
$$

Proof. From (1.4) we obtain

$$
\begin{aligned}
Q(z) & +\frac{1}{2} \int_{z_{0}}^{z}\left(\psi^{\prime}\right)^{2} \\
& \leqq Q\left(z_{0}\right)+\int_{z_{0}}^{z} d \zeta\left\{|\sigma(\zeta)| \int_{\zeta}^{2 T-\zeta} d t\left(\partial_{z} w^{2}(\zeta, t)\right)+\left|\omega(\zeta) \int_{\zeta}^{2 T-\zeta} d t w(\zeta, t) \partial_{z} u(\zeta, t)\right|\right\} \\
& \leqq Q\left(z_{0}\right)+\int_{z_{0}}^{z}|\sigma| Q+w^{*} \int_{z_{0}}^{z} d \zeta|\omega(\zeta)|\left(\int_{\zeta}^{2 T-\zeta} d t\left(\partial_{z} u\right)^{2}(\zeta, t)\right)^{1 / 2} \\
& \leqq Q\left(z_{0}\right)+\delta w^{*} \int_{z_{0}}^{z}|\omega|^{2}+\int_{z_{0}}^{z}\left(\sigma+\frac{w^{*}}{4 \delta}\right) Q
\end{aligned}
$$

for any $\delta<0$. For $\delta$ sufficiently small, the hypothesis allows us to dominate the second term on the R.H.S. by a fraction of the second term on the L.H.S., after adding a suitable multiple of $|\psi(0)|^{2}$, to both sides. We replace $Q$ by $Q(z)+\frac{1}{2} \int_{z_{0}}^{z}\left|\psi^{\prime}\right|^{2}$ on the R.H.S. under the integral sign and apply Gronwall's inequality to obtain

$$
Q(z)+\frac{1}{2} \int_{z_{0}}^{z}\left|\psi^{\prime}\right|^{2} \leqq\left\{Q\left(z_{0}\right)+c|\psi(0)|^{2}\right\} \exp \left\{\int_{z_{0}}^{z}\left(\sigma+\frac{w^{*}}{4 \delta}\right)\right\} .
$$

The proof is finished by setting $z=z_{1}$ and noting that

$$
\int_{z_{1}}^{2 T-z_{1}}|h|^{2} \leqq 4 Q\left(z_{1}\right)
$$

2. Proofs of the main theorems. Suppose $T>0,0 \leqq z_{0}<z_{1}<T, \quad \eta_{0}>0, \sigma \in$ $C^{\infty}\left[z_{0}, z_{1}\right], f \in C^{\infty}\left[z_{0}, 2 T-z_{0}\right], h \in C^{\infty}\left[z_{1}, 2 T-z_{1}\right]$. Define $\eta=\eta\left[\sigma, \eta_{0}\right]$ by

$$
\eta(z)=\eta_{0} \exp \int_{z_{0}}^{z} \boldsymbol{\sigma} .
$$

Thus, $\sigma=\partial_{z} \log \eta$ and $\eta\left(z_{0}\right)=h_{0}$. Suppose $u$ solves the boundary value problem
(2.1c) $\quad\left(\partial_{t}+\partial_{z}\right) u\left(z_{1}, t\right)=h(t), \quad z_{1} \leqq t \leqq 2 T-z_{1}$,
(2.1d) $\bar{u}(z)=\eta^{-1 / 2}(z), \quad z_{0} \leqq z \leqq z_{1}$.

Define

$$
\tau_{0}\left(\sigma, h, f, \eta_{0}\right)(t):=\partial_{t} u\left(z_{0}, t\right), \quad z_{0} \leqq t \leqq 2 T-z_{0} .
$$

$\tau_{0}$ is the basic downward continuation operator. It is well-defined, as the problem (2.1) has unique solutions depending continuously on the data, by standard reasoning (see [8, Chap. V, §6]).

Our first task is the extent $\tau_{0}$ continuously to square-integrable arguments.
Proposition 2.1. Suppose $\sigma, \eta, f, h, \eta_{0}$, u are smooth and satisfy the equations (2.1). Then

$$
\begin{equation*}
Q(z):=\frac{1}{2} \int_{z}^{2 T-z} d t\left\{\left(\partial_{t} u\right)^{2}+\left(\partial_{z} u\right)^{2}\right\}(z, t) \tag{2.2}
\end{equation*}
$$

satisfies

$$
Q(z) \leqq C\left\{\|\sigma\|^{2}+\|h\|^{2}+\|f\|^{2}\right\}, \quad z_{0} \leqq z \leqq z_{1}
$$

where $C$ is exponential polynomial in $\eta_{0},\|\sigma\|$, and $z_{1}-z_{0}$.
Proof. Since

$$
\left\|\partial_{z} \eta^{-1 / 2}\right\| \leqq C\left(\eta_{0},\|\sigma\|, z_{1}-z_{0}\right)\|\sigma\|
$$

use of ( 2.1 d ) and Lemma 1.4 imply this estimate. Q.E.D.
Proposition 2.2. Suppose $u_{i}, h_{i}, \sigma_{i}, \eta_{0 i}, \eta_{i}$, and $f_{i}$ are smooth and satisfy (2.1), $i=1,2$. Let $v=u_{2}-u_{1}$ and set

$$
Q(z):=\frac{1}{2} \int_{z}^{2 T-z} d t\left\{\left(\partial_{t} v\right)^{2}+\left(\partial_{z} v\right)^{2}\right\}(z, t) ;
$$

then for $z_{0} \leqq z \leqq z_{1}$,

$$
Q(z) \leqq C\left\{\left\|\sigma_{1}-\sigma_{2}\right\|^{2}+\left\|h_{1}-h_{2}\right\|^{2}+\left\|f_{1}-f_{2}\right\|^{2}+\left|\eta_{01}-\eta_{02}\right|^{2}\right\}
$$

where $C$ is exponential/polynomial in

$$
\eta_{0 i}, \quad\left\|\sigma_{i}\right\|, \quad\left\|f_{i}\right\|, \quad\left\|h_{i}\right\|, \quad z_{1}-z_{0}, \quad i=1,2
$$

Proof. The difference $v$ solves the boundary value problem

$$
\begin{align*}
& \left(\partial_{t}^{2}-\partial_{z}^{2}-\sigma_{1} \partial_{z}\right) v=\left(\sigma_{1}-\sigma_{2}\right) \partial_{z} u_{2} \quad \text { in } \Omega,  \tag{2.3a}\\
& \partial_{z} v\left(z_{0}, t\right)=f_{2}(t)-f_{1}(t), \quad z_{0} \leqq t \leqq 2 T-z_{0},  \tag{2.3b}\\
& \left(\partial_{t}+\partial_{z}\right) v\left(z_{1}, t\right)=h_{2}(t)-h_{1}(t), \quad z_{1} \leqq t \leqq 2 T-z_{1},  \tag{2.3c}\\
& \bar{v}(z)=\eta_{2}^{-1 / 2}(z)-\eta_{1}^{-1 / 2}(z), \quad z_{0} \leqq z \leqq z_{1} . \tag{2.3d}
\end{align*}
$$

Note that

$$
\begin{aligned}
\eta_{2}^{-1 / 2}(z)-\eta_{1}^{-1 / 2}= & n_{02}^{-1 / 2}\left(\exp \left(-\frac{1}{2} \int_{z_{0}}^{z} \sigma_{2}\right)-\exp \left(-\frac{1}{2} \int_{z_{0}}^{z} \sigma_{1}\right)\right) \\
& +\left(\eta_{02}^{-1 / 2}-\eta_{01}^{-1 / 2}\right)\left(\exp \left(-\frac{1}{2} \int_{z_{0}}^{z} \sigma_{1}\right)\right) \\
= & \eta_{2}^{-1 / 2}\left[\left(1-\exp \left(\frac{1}{2} \int_{z_{0}}^{z}\left(\sigma_{2}-\sigma_{1}\right)\right)\right)+\left(1-\eta_{02}^{1 / 2} \eta_{01}^{-1 / 2}\right)\right]
\end{aligned}
$$

and $\left\|\partial_{z} \eta_{i}^{-1 / 2}\right\| \leqq C\left\|\sigma_{i}\right\|$. Thus, after some manipulation,

$$
\left\|\partial_{z}\left(\eta_{2}^{-1 / 2}-\eta_{1}^{-1 / 2}\right)\right\| \leqq C\left\{\left\|\sigma_{2}-\sigma_{1}\right\|^{2}+\left|\eta_{02}-\eta_{01}\right|^{2}\right\}^{1 / 2}
$$

Also Proposition 2.1 shows that

$$
\int_{z}^{2 T-z}\left|\partial_{z} u_{2}\right|^{2} \leqq Q(z) \leqq C\left(\sigma_{2}, \eta_{20}, f_{2}\right)
$$

so the conclusion follows from Lemma 1.4 with $w \rightarrow \partial_{z} u_{2}, \omega \rightarrow \sigma_{1}-\sigma_{2}, h \rightarrow h_{2}-h_{1}$, $\psi \rightarrow \eta_{2}^{-1 / 2}-\eta_{1}^{-1 / 2}$.
Q.E.D.

Corollary 2.3. $\tau_{0}$ extends to a locally Lipschitz map:

$$
L^{2}\left[z_{0}, z_{1}\right] \oplus L^{2}\left[z_{1}, 2 T-z_{1}\right]_{-} \oplus L^{2}\left[z_{0}, 2 T-z_{0}\right] \oplus R^{+} \rightarrow L^{2}\left[z_{0}, 2 T-z_{0}\right] .
$$

More precisely, for each $\left(\sigma, h, f, \eta_{0}\right)$ there exist positive constants $r$ and $k$ for which

$$
\|\boldsymbol{\sigma}-\tilde{\boldsymbol{\sigma}}\|^{2}+\|h-\tilde{h}\|^{2}+\|f-\tilde{f}\|^{2}+\left|\eta_{0}-\tilde{\eta}_{0}\right|^{2}<r^{2}
$$

implies

$$
\left\|\tau_{0}\left(\sigma, h, f, \eta_{0}\right)-\tau_{0}\left(\tilde{\sigma}, \tilde{h}, \tilde{f}, \tilde{\eta}_{0}\right)\right\|<k\left(\|\sigma-\tilde{\sigma}\|^{2}+\|h-\tilde{h}\|^{2}+\|f-\tilde{f}\|^{2}+\left|\eta_{0}-\tilde{\eta}_{0}\right|^{2}\right)^{1 / 2}
$$

The parameters $r$ and $k$ are (bounded by) functions of $\|\sigma\|,\|f\|, z_{1}-z_{0}$, and $\eta_{0}$.
Proof of Theorem 0.1. If we take $z_{0}=0, z_{1}=T$, the dependence of $\tau_{0}$ on the second argument disappears altogether. In fact, from the definitions in the introduction,

$$
\tau(\sigma)=\tau_{0}(\sigma, 0,0,1)
$$

Thus Theorem 0.1 follows immediately from Corollary 2.3. Q.E.D.

For the sake of brevity set

$$
\begin{aligned}
& K_{D}:=L^{2}\left[z_{0}, z_{1}\right] \oplus L^{2}\left[z_{1}, 2 T-z_{1}\right] \oplus L^{2}\left[z_{0}, 2 T-z_{0}\right] \oplus R^{+}, \\
& K_{D}^{\infty}:=C^{\infty}\left[z_{0}, z_{1}\right] \oplus C^{\infty}\left[z_{1}, 2 T-z_{1}\right] \oplus C^{\infty}\left[z_{0}, 2 T-z_{0}\right] \oplus R^{+}, \\
& H_{D}:=L^{2}\left[z_{0}, z_{1}\right] \oplus L^{2}\left[z_{1}, 2 T-z_{1}\right], \\
& H_{T}:=L^{2}\left[z_{0}, 2 T-z_{0}\right] .
\end{aligned}
$$

The formal linearization of $\tau_{0}$ in $(\sigma, h)$ is given by

$$
D \tau_{0}\left(\sigma, h, f, \eta_{0}\right) \cdot\left(\sigma^{1}, h^{1}\right)=\left.\partial_{t} u^{1}\right|_{z=z_{0}}
$$

where $u$ solves (2.1) and $u^{1}$ solves

$$
\begin{align*}
& \left(\partial_{t}^{2}-\partial_{z}^{2}-\sigma \partial_{z}\right) u^{1}=\sigma^{1} \partial_{z} u \quad \text { in } \Omega,  \tag{2.4a}\\
& \partial_{z} u^{1}\left(z_{0}, \cdot\right)=0,  \tag{2.4b}\\
& \left(\partial_{t}+\partial_{z}\right) u^{1}\left(z_{1}, \cdot\right)=h^{1},  \tag{2.4c}\\
& \bar{u}^{1}(z)=-\frac{1}{2} \eta^{-1 / 2} \int_{z_{0}}^{z} \sigma^{1} . \tag{2.4d}
\end{align*}
$$

All of this makes sense a priori when $\sigma, h, f, \sigma^{1}$, and $h^{1}$ are smooth. The first task is to extend $D \tau_{0}$.

Theorem 2.4. For smooth $\left(\sigma, h, f, \eta_{0}\right) \in K_{D}^{\infty}, D \tau_{0}$ extends to a bounded linear map: $H_{D} \rightarrow H_{T}$. Moreover,

$$
\begin{equation*}
\left\|\sigma^{1}\right\|^{2}+\left\|h^{1}\right\|^{2} \leqq C\left\|D \tau_{0}\left(\sigma, h, f, \eta_{0}\right) \cdot\left(\sigma^{1}, h^{1}\right)\right\|^{2} \tag{2.5}
\end{equation*}
$$

so in particular the range of $D \tau_{0}$ is closed in $H_{T}$.
Proof. The boundedness of $D \tau_{0}$, hence the existence of the extension, follow immediately from the application of Lemma 1.4 to the boundary value problem (2.4).

A simple "Poincaré inequality" argument gives

$$
\int_{z_{0}}^{z}\left|\sigma^{1}\right|^{2} \leqq C \int_{z_{0}}^{z}\left|\partial_{z} \bar{u}^{1}\right|^{2}, \quad z_{0} \leqq z \leqq z_{1}
$$

(or see [21, inequality (13)]). Then Lemma 1.5 yields the estimate (2.5). Q.E.D.
We next study the adjoint of $D \tau_{0}$. Suppose that $v$ solves the boundary value problem

$$
\begin{align*}
& \left(\eta \partial_{t}^{2}-\partial_{z} \eta \partial_{z}\right) v=0 \quad \text { in } \Omega  \tag{2.6a}\\
& \partial_{z} v\left(z_{0}, \cdot\right)=\eta_{0}^{-1} \phi \in C^{\infty}\left[z_{0}, 2 T-z_{0}\right], \quad \phi\left(2 T-z_{0}\right)=0,  \tag{2.6b}\\
& \left(\partial_{t}-\partial_{z}\right) v\left(z_{1}, \cdot\right)=0  \tag{2.6c}\\
& \overline{\bar{v}} \equiv 0 \tag{2.6d}
\end{align*}
$$

Then Green's theorem, i.e. integration by parts of

$$
\int_{z_{0}}^{z_{1}} d z \int_{z}^{2 T-z} d t \partial_{t} v\left(\eta \partial_{t}^{2} u^{1}-\partial_{z}\left(\eta \partial_{z} u^{1}\right)\right)
$$

and repeated use of the boundary value problem (2.1) and the adjoint problem (2.6), yields the identity

$$
\begin{aligned}
\left\langle\phi, D \tau_{0}\left(\sigma, h, f, \eta^{0}\right) \cdot\left(\sigma^{1}, h^{1}\right)\right\rangle & =\eta\left(z_{1}\right) \int_{z_{1}}^{2 T-z_{1}} d t \partial_{t} v\left(z_{1}, t\right) h^{1}(t) \\
+ & \int_{z_{0}}^{z_{1}} d z \eta(z)\left\{\partial_{z} \bar{v} \partial_{z} \bar{u}^{1}(z)+\sigma^{1}\left(\int_{z}^{2 T-z} d t \partial_{t} v(z, t) \partial_{z} u(z, t)\right)\right\} .
\end{aligned}
$$

Now

$$
\begin{aligned}
\int_{z_{0}}^{z_{1}} d z \eta \partial_{z} \bar{v} \partial_{z} \bar{u}^{1} & =-\frac{1}{2} \int_{z_{0}}^{z_{1}} d z \eta \partial_{z} \bar{v} \partial_{z}\left(\eta^{-1 / 2} \int_{z_{0}}^{z} \sigma^{1}\right) \\
& =-\frac{1}{2} \int_{z_{0}}^{z_{1}} d z \eta^{1 / 2} \partial_{z} \bar{v}\left(\sigma^{1}-\frac{1}{2} \sigma \int_{z_{0}}^{z} \sigma^{1}\right) \\
& =-\frac{1}{2} \int_{z_{0}}^{z_{1}} d z \sigma^{1}\left\{\eta^{1 / 2} \partial_{z} \bar{v}+\frac{1}{2} \int_{z}^{z_{1}} \sigma \eta^{1 / 2} \partial_{z} \bar{v}\right\}
\end{aligned}
$$

whence follows the identity, valid for smooth $\phi$ with $\phi\left(2 T-z_{0}\right)=0$,

$$
\begin{aligned}
D_{\tau_{0}}^{*}\left(\sigma, h, f, \eta_{0}\right) \phi=( & -\frac{1}{2}\left(\eta^{1 / 2} \partial_{z} \bar{v}+\frac{1}{2} \int^{z_{1}} \sigma \eta^{1 / 2} \partial_{z} \bar{v}\right) \\
& \left.+\eta \int_{z}^{2 T-z} d t \partial_{t} v \partial_{z} u, \eta\left(z_{1}\right) \partial_{t} v\left(z_{1}, \cdot\right)\right) .
\end{aligned}
$$

Proposition 2.5. For $C$ depending on $\sigma, h, f, \eta^{0}, T$, and $z_{1}-z_{0}$, and $\phi \in$ $C^{\infty}\left[z_{0}, 2 T-z_{0}\right]$ with $\phi\left(2 T-z_{0}\right)=0$,

$$
\|\phi\| \leqq C\left\|D \tau_{0}^{*}\left(\sigma, h, f, \eta_{0}\right) \cdot \phi\right\| .
$$

Proof. This argument is very similar to the proof of Lemmas 1.1, 1.3. Set

$$
Q(z)=\frac{1}{2} \int_{z}^{2 T-z} d t\left\{\left(\partial_{t} v\right)^{2}+\left(\partial_{z} v\right)^{2}\right\}(z, t)
$$

From the identity (1.4) we obtain

$$
\begin{equation*}
Q(z)=Q\left(z_{1}\right)+\frac{1}{2} \int_{z}^{z_{1}}\left|\partial_{z} \bar{v}\right|^{2}+\int_{z}^{z_{1}} d \zeta \sigma(\zeta) \int_{\zeta}^{2 T-\zeta}\left|\partial_{z} v(\zeta, t)\right|^{2_{1}} . \tag{2.7}
\end{equation*}
$$

From (2.6c)

$$
Q\left(z_{1}\right)=\int_{z_{1}}^{2 T-z_{1}}\left|\partial_{t} v\right|^{2}\left(z_{1}, \cdot\right)
$$

On the other hand, as we have assumed $\sigma$ to be smooth, the operator

$$
\psi \rightarrow \psi+\frac{1}{2} \eta^{-1 / 2} \int^{z_{1}} \sigma \eta^{1 / 2} \psi
$$

is a Volterra operator of the second kind on $L^{2}\left[z_{0}, z_{1}\right]$ with continuous kernel, hence invertible. In particular for suitable $C>0$,

$$
\left\|\partial_{z} \bar{v}\right\|_{L^{2}\left[z, z_{1}\right]} \leqq C\left\|-\frac{1}{2}\left(\eta^{1 / 2} \partial_{z} \bar{v}+\frac{1}{2} \int^{z_{1}} \sigma \eta^{1 / 2} \partial_{z} \bar{v}\right)\right\|_{L^{2}\left[z, z_{1}\right]}
$$

for $z_{0} \leqq z \leqq z_{1}$.
On the other hand,

$$
\begin{aligned}
& \left(-\frac{1}{2}\left(\eta^{1 / 2} \partial_{z} \bar{v}+\frac{1}{2} \int^{z_{1}} \sigma \eta^{1 / 2} \partial_{z} \bar{v}\right), \eta\left(z_{1}\right) \partial_{t} v\left(z_{1}, \cdot\right)\right) \\
& =D \tau^{*}\left(\sigma, h, f, \eta_{0}\right) \cdot \phi-\left(\eta \int_{z}^{2 T-z} d t \partial_{t} v \partial_{z} u, 0\right)
\end{aligned}
$$

and

$$
\int_{z}^{2 T-z} d t \partial_{t} v \partial_{z} u \leqq C Q^{1 / 2}(z)
$$

from Cauchy-Schwarz and Proposition 2.1. Thus

$$
\begin{aligned}
& Q\left(z_{1}\right)+\frac{1}{2} \int_{z}^{z_{1}}\left|\partial_{z} \bar{v}\right|^{2} \leqq C\left\{\eta\left(z_{1}\right)^{2} \int_{z_{1}}^{2 T-z_{1}}\left|\partial_{t} v\left(z_{1}, \cdot\right)\right|^{2}\right. \\
&\left.\quad+\frac{1}{4} \int_{z}^{z_{1}}\left(\eta^{1 / 2} \partial_{z} \bar{v}+\frac{1}{2} \int^{z_{1}} \sigma \eta^{1 / 2} \partial_{z} \bar{v}\right)^{2}\right\} \\
& \leqq C\left\{\left\|D \tau^{*}\left(\sigma, h, f, \eta_{0}\right) \cdot \phi\right\|+\int_{z}^{z_{1}} d \zeta\left(\eta(\zeta) \int_{\zeta}^{2 T-\zeta} d t \partial_{t} v \partial_{z} u\right)^{2}\right\} \\
& \leqq C_{1}\left\{\left\|D \tau^{*}\left(\sigma, h, f, \eta_{0}\right) \cdot \phi\right\|^{2}+C_{2} \int_{z}^{z_{1}} Q\right\}
\end{aligned}
$$

Thus we can replace the RHS of (2.7) by

$$
Q(z) \leqq C_{1}\left\|D \tau^{*}\left(\sigma, h, f, \eta_{0}\right) \cdot \phi\right\|^{2}+2 \int_{z}^{z_{1}}\left(2|\sigma|+C_{2}\right) Q
$$

whence from Gronwall's inequality

$$
\|\phi\| \leqq 2 Q\left(z_{0}\right) \leqq C\left\|D \tau^{*}\left(\sigma, h, f, \eta_{0}\right) \cdot \phi\right\|^{2} .
$$

Q.E.D.

Corollary 2.6. For smooth $\left(\sigma, h, f, \eta_{0}\right) \in K_{D}^{\infty}, D \tau\left(\sigma, h, f, \eta_{0}\right)$ is a linear isomorphism: $H_{D} \rightarrow H_{T}$. Further, the bounds for $\|D \tau\|,\left\|D_{\tau}^{-1}\right\|$ depend only on $\|\sigma\|,\|h\|,\|f\|, \eta_{0}$, $T$, and $z_{1}-z_{0}$.

Proof. The previous proposition shows that the adjoint $D \tau^{*}$ is injective, since the $\phi \in C^{\infty}\left[z_{0}, 2 T-z_{0}\right]$ with $\phi\left(2 T-z_{0}\right)=0$ are dense in $H_{T}$. Therefore, the range of $D \tau$ is dense. We have already noted that it is closed: so $D \tau$ is surjective. Proposition 2.4 gave the required bounds. Q.E.D.

Theorem 2.7. $D \tau$ is a locally, Lipschitz-continuous map on $K_{D}^{\infty}$ with values in $L\left(H_{D}, H_{T}\right)$, whence $D \tau$ extends to a locally Lipschitz map

$$
K_{D} \times H_{D} \rightarrow H_{T} .
$$

Proof. Select $\left(\sigma, h, f_{0}, \eta_{0}\right)$ and ( $\left.\tilde{\sigma}, \tilde{h}, \tilde{f}_{0}, \tilde{\eta}_{0}\right)$ in $K_{D}^{\infty}$, and let $u$, $\tilde{u}$ be the corresponding solutions of (2.1). For (smooth) ( $\sigma^{1}, h^{1}$ ) let $u^{1}$ and $\tilde{u}^{1}$ be the corresponding solutions of (2.4). The difference $v=\tilde{u}^{1}-u^{1}$ solves

$$
\begin{align*}
& \left(\partial_{t}^{2}-\partial_{z}^{2}-\sigma \partial_{z}\right) v=\sigma^{1}\left(\partial_{z} \tilde{u}-\partial_{z} u\right)+(\tilde{\sigma}-\sigma) \partial_{z} \tilde{u}^{1} \quad \text { in } \Omega,  \tag{2.8a}\\
& \partial_{z} v\left(z_{0}, \cdot\right)=0,  \tag{2.8b}\\
& \left(\partial_{z}+\partial_{t}\right) v\left(z_{0}, \cdot\right)=0,  \tag{2.8c}\\
& \bar{v}(z)=-\frac{1}{2}\left(\tilde{\eta}^{-1 / 2}-\eta^{1 / 2}\right)(z) \int_{z_{0}}^{z} \sigma^{1} . \tag{2.8d}
\end{align*}
$$

Note that

$$
\begin{aligned}
\left\|\partial_{z} \cdot\left(\tilde{\eta}^{-1 / 2}-\eta^{-1 / 2}\right) \int \sigma^{1} \cdot\right\| & =\left\|\left(\partial_{z}\left(\tilde{\eta}^{-1 / 2}-\eta^{-1 / 2}\right)\right) \int \sigma^{1}\right\|+\left\|\left(\tilde{\eta}^{-1 / 2}-\eta^{-1 / 2}\right) \sigma^{1}\right\| \\
& \leqq\left\|\partial_{z}\left(\tilde{\eta}^{-1 / 2}-\eta^{-1 / 2}\right)\right\|\left\|\int \sigma^{1}\right\|_{\infty}+\left\|\tilde{\eta}^{-1 / 2}-\eta^{-1 / 2}\right\|_{\infty}\left\|\sigma^{1}\right\| \\
& \leqq C\|\tilde{\sigma}-\sigma\|\left\|\sigma^{1}\right\| .
\end{aligned}
$$

Now Proposition 2.2 states that, for suitable $C$,

$$
\int_{z}^{2 T-z} d t \cdot \partial_{z}(\tilde{u}-u)(z, t) \cdot{ }^{2} \leqq C\left\{\|\tilde{\sigma}-\sigma\|^{2}+\|\tilde{f}-f\|^{2}+\|\tilde{h}-h\|^{2}+\left|\tilde{\eta}_{0}-\eta_{0}\right|^{2}\right\} .
$$

Implicit in the proof of the Theorem 2.4 is the estimate

$$
\int_{z}^{2 T-z} d t\left|\partial_{z} \tilde{u}^{1}\right|^{2}(z, t) \leqq C\left\{\left\|\sigma^{1}\right\|^{2}+\left\|h^{1}\right\|^{2}\right\}
$$

where $C$ depends on $\left\|\tilde{f}_{0}\right\|,\|\tilde{\boldsymbol{\sigma}}\|, \tilde{\eta}_{0}$, and $z_{1}-z_{0}$. Clearly Lemma 1.4 extends to the case in which the RHS of the wave equation is given by a sum:

$$
\sum_{i=1}^{N} \omega_{i} w_{i}
$$

Taking $N=2, \omega_{1}=\sigma^{1}, w_{1}=\partial_{z}(\tilde{u}-u), \omega_{2}=\tilde{\sigma}-\sigma, w_{2}=\partial_{z} \tilde{u}^{1}$, gives the estimate

$$
\begin{align*}
\left\|\partial_{t} v\left(z_{0}, \cdot\right)\right\| \leqq & C\left(\left\|\boldsymbol{\sigma}^{1}\right\|^{2}+\left\|h^{1}\right\|^{2}\right)^{1 / 2}  \tag{2.9}\\
& \cdot\left(\|\boldsymbol{\sigma}-\tilde{\sigma}\|^{2}+\|h-\tilde{h}\|^{2}+\left\|f_{0}-\tilde{f}_{0}\right\|^{2}+\left|\eta_{0}-\tilde{\eta}_{0}\right|^{2}\right)^{1 / 2}
\end{align*}
$$

where $C$ is bounded by a smooth function of $\|\boldsymbol{\sigma}\|,\|\tilde{\boldsymbol{\sigma}}\|,\left\|f_{0}\right\|,\left\|\tilde{f}_{0}\right\|, \eta_{0}, \tilde{\eta}_{0}$, and $z_{1}-z_{0}$. For any smooth $\sigma, \tilde{\sigma}$, etc. belonging to a bounded set in $K_{D}$, the inequality (2.9) is therefore an explicit local Lipschitz estimate. Q.E.D.

Theorem 2.8. For each $\left(\sigma, h, f, \eta_{0}\right) \in K_{D}$ there exist $k, r>0$ so that for $\left(\sigma^{1}, h^{1}\right) \in K_{D}$ with $\left\|\sigma^{1}\right\|^{2}+\left\|h^{1}\right\|^{2}=1$, and all $\varepsilon<r$,

$$
\left\|D \tau_{0}\left(\sigma, h, f_{0}, \eta_{0}\right) \cdot\left(\sigma^{1}, h^{1}\right)-\frac{1}{\varepsilon}\left[\tau_{0}\left(\sigma+\varepsilon \sigma^{1}, h+\varepsilon h^{1}, f, \eta_{0}\right)-\tau_{0}\left(\sigma, h, f, \eta_{0}\right)\right]\right\|<k \varepsilon .
$$

Proof. Let $\tilde{\sigma}=\sigma+\varepsilon \sigma^{1}, \tilde{h}=h+\varepsilon h^{1}$,

$$
\tilde{\eta}(z)=\eta_{0} \exp \int_{z_{0}}^{z} \tilde{\sigma}, \quad \eta(z)=\eta_{0} \exp \int_{z_{0}}^{z} \sigma
$$

Let $u$ solve (2.1), $\tilde{u}$ solve (2.1) with $\eta, h$ replaced by $\tilde{\eta}, \tilde{h}$ and $u^{1}$ solves (2.4). Then the quantity we need to estimate is

$$
\left\|\partial_{t} v\left(z_{0}, \cdot\right)\right\|
$$

where

$$
v=u^{1}-\varepsilon^{-1}(\tilde{u}-u)
$$

solves the boundary value problem

$$
\begin{align*}
& \left(\partial_{t}^{2}-\partial_{z}^{2}-\sigma \partial_{z}\right) v=\sigma^{1} \partial_{z}(u-\tilde{u})  \tag{2.10a}\\
& \partial_{z} v\left(z_{0}, \cdot\right)=0  \tag{2.10b}\\
& \left(\partial_{t}+\partial_{z}\right) v\left(z_{1}, \cdot\right)=0  \tag{2.10c}\\
& \bar{v}=-\frac{1}{2} \eta^{-1 / 2} \sigma^{1}-\frac{1}{\varepsilon}\left(\tilde{\eta}^{-1 / 2}-\eta^{-1 / 2}\right) \tag{2.10~d}
\end{align*}
$$

Note that

$$
\begin{align*}
\tilde{\eta}^{-1 / 2}(z)-\eta^{-1 / 2}(z) & =\eta^{-1 / 2}(z)\left(\exp -\frac{\varepsilon}{2} \int_{z_{0}}^{z} \sigma^{1}-1\right)  \tag{2.11}\\
& =-\frac{\varepsilon}{2} \eta^{-1 / 2}(z) \int_{z_{0}}^{z} \sigma^{1}+r(\varepsilon, z)
\end{align*}
$$

Since $\left\|\sigma^{1}\right\|_{L^{2}} \leqq 1,\left(1 / \varepsilon^{2}\right) r(\varepsilon, z)$ is uniformly bounded as $\varepsilon \rightarrow 0$ by a function of $\eta_{0},\|\sigma\|$, and $\left(z_{1}-z_{0}\right)$. Also,

$$
\begin{aligned}
\frac{d}{d z} r(\varepsilon, z)=\left(\frac{d}{d z} \eta^{-1 / 2}(z)\right) & \left\{\exp \left[\left(-\frac{\varepsilon}{2} \int_{z_{0}}^{z} \sigma^{1}\right)-1\right]+\frac{\varepsilon}{2} \int_{z_{0}}^{z} \sigma^{1}\right\} \\
+ & \eta^{-1 / 2}(z)\left\{-\frac{\varepsilon}{2} \sigma^{1}(z)\left[\exp \left(-\frac{\varepsilon}{2} \int_{z_{0}}^{z} \sigma^{1}\right)-1\right]\right. \\
& \left.-\frac{1}{2} \sigma(z) r(\varepsilon, z)-\frac{\varepsilon}{2} \sigma^{1}(z)\left(\tilde{\eta}^{-1 / 2}(z)-\eta^{-1 / 2}(z)\right)\right\}
\end{aligned}
$$

So (from (2.11))

$$
\begin{equation*}
\left\|\frac{d r}{d z}\right\|=O\left(\varepsilon^{2}\right) \tag{2.12}
\end{equation*}
$$

where the constant implicit in the Landau symbol depends on $\eta_{0},\|\sigma\|$, and $z_{1}-z_{0}$. For convenience, we shall make this dependence a convention for our use of the Landau symbol for the rest of the proof.

It follows from (2.10d), (2.11), and (2.12) that

$$
\left\|\frac{d \bar{v}}{d z}\right\|=O(\varepsilon) .
$$

Note that the RHS of (2.10a) is of the form $\sigma^{1} w$, with $\int\left|\sigma^{1}\right|^{2} \leqq 1$ and

$$
w=\partial_{z}(u-\tilde{u})
$$

satisfying

$$
\int_{z}^{2 T-z} d t(w(z, t))^{2}=O\left(\varepsilon^{2}\right)
$$

according to Proposition 2.2. We are once again in position to apply Lemma 1.4. We conclude that

$$
\left\|\partial_{t} v\left(z_{0}, \cdot\right)\right\|=O(\varepsilon) .
$$

Q.E.D.

Remark. This last estimate is more than sufficient to establish that $\tau_{0}$ is differentiable as a function of its first two arguments. In fact, similar estimates show that $\tau_{0}$ is of class $C^{2}$ on $K_{D}$, i.e. as a function of all of its arguments. Conceivably, $\tau_{0}$ is actually smooth.

Proposition 2.9. Let $r>0,\left(\sigma^{0}, h^{0}, f^{0}, \eta_{0}^{0}\right) \in K_{D}$. Set

$$
B_{r}=\left\{(\sigma, h) \in H_{D}:\left\|\sigma-\sigma^{0}\right\|^{2}+\left\|h-h^{0}\right\|^{2} \leqq r^{2}\right\} .
$$

Then there exists $C=C\left(\sigma^{0}, h^{0}, f^{0}, \eta_{0}^{0}, r, z_{1}-z_{0}\right)$ so that for any $(\sigma, h) \in B_{r}$,

$$
\|\sigma\|^{2}+\|h\|^{2} \leqq C\left\{\left\|\tau\left(\sigma, h, f^{0}, \eta_{0}^{0}\right)\right\|^{2}+\left\|f^{0}\right\|^{2}\right\} .
$$

Proof. It follows immediately from Lemma 1.2 that

$$
\|h\|^{2}+\frac{1}{2} \int_{z_{0}}^{z_{1}}\left(\bar{u}^{\prime}\right)^{2} \leqq C\left\{\left\|\tau\left(\sigma, h, f^{0}, \eta_{0}^{0}\right)\right\|^{2}+\left\|f^{0}\right\|^{2}\right\}
$$

where $C$ depends on $\|\boldsymbol{\sigma}\| \leqq r+\left\|\boldsymbol{\sigma}^{0}\right\|, \eta_{0}^{0}$, and $z_{1}-z_{0}$. On the other hand

$$
\bar{u}^{\prime}=\left(\eta^{-1 / 2}\right)^{\prime}=\left[\left(\eta_{0}^{0}\right)^{-1 / 2} \exp \left(-\frac{1}{2} \int \sigma\right)\right]^{\prime}=-\frac{1}{2} \eta^{-1 / 2} \sigma
$$

and

$$
\begin{aligned}
\eta^{-1 / 2} & \leqq\left(\eta_{0}^{0}\right)^{-1 / 2} \exp \left(-\frac{1}{2} \int_{z_{0}}^{z_{1}}|\sigma|\right) \\
& \leqq\left(\eta_{0}^{0}\right)^{-1 / 2} \exp \left(-\frac{1}{2}\left(z_{1}-z_{0}\right)^{1 / 2}\|\sigma\|\right) \\
& \leqq\left(\eta_{0}^{0}\right)^{-1 / 2} \exp \left\{-\frac{1}{2}\left(z_{1}-z_{0}\right)^{1 / 2}\left(r+\left\|\sigma^{0}\right\|\right)\right\}
\end{aligned}
$$

whence the conclusion follows. Q.E.D.
Theorem 2.10. Let $\left(\sigma^{0}, h^{0}, f^{0}, \eta_{0}^{0}\right) \in K_{D}$. Then there exist constants

$$
\begin{aligned}
& r=r\left(\left\|\sigma^{0}\right\|,\left\|h^{0}\right\|,\left\|f^{0}\right\|, \eta_{0}, z_{1}-z_{0}\right) \\
& C=C\left(\left\|\sigma^{0}\right\|,\left\|h^{0}\right\|,\left\|f^{0}\right\|, \eta_{0}^{0}, r, z_{1}-z_{0}\right)
\end{aligned}
$$

so that if $r<R$, then

$$
\left|\eta_{0}-\eta_{0}^{0}\right|^{2}+\left\|f-f^{0}\right\|^{2}+\left\|g-\tau_{0}\left(\sigma^{0}, h^{0}, f^{0}, \eta_{0}^{0}\right)\right\|^{2}<r^{2}
$$

implies that there exists a unique solution $(\sigma, h)$ of the equation

$$
\begin{equation*}
\tau_{0}\left(\sigma, h, f, \eta_{0}\right)=g \in H_{T} . \tag{2.13}
\end{equation*}
$$

Moreover,

$$
\left\|\sigma-\sigma^{0}\right\|^{2}+\left\|h-h^{0}\right\|^{2} \leqq C\left\{\left(\eta_{0}-\eta_{0}^{0}\right)^{2}+\left\|f-f^{0}\right\|^{2}+\left\|g-\tau_{0}\left(\sigma^{0}, h^{0}, f^{0}, \eta^{0}\right)\right\|^{2}\right\} .
$$

Proof. From Corollary 2.6, $D \tau$ is an isomorphism for smooth data. From Theorem 2.7, the lower bounds of Corollary 2.6 and Proposition 2.5 for $D \tau$ and $D \tau^{*}$ respectively survive the extension to $K_{D} \times H_{D}$, so $D \tau$ is a linear isomorphism for all
$\left(\sigma, h, f, \eta_{0}\right) \in K_{D}$. Now the implicit mapping theorem guarantees the local existence and continuous dependence on $g, f, \eta_{0}$ of solutions of the functional equation (2.13).

The uniqueness of global solutions of (2.13) follows from (a slight extension of) the results of [21]. We prefer to give an alternative proof more closely related to the arguments which we have extended to several-dimensional problems-see [22].

Suppose ( $\tilde{\sigma}, \tilde{h}) \in H_{D}$ with $\tau\left(\tilde{\sigma}, \tilde{h} f, \eta_{0}\right)=\tau\left(\sigma, h, f, \eta_{0}\right)$. Denoting by $\tilde{u}$ and the relevant solutions of (2.1), we see that the difference $v=\tilde{u}-u$ solves

$$
\begin{align*}
& \left(\partial_{t}^{2}-\partial_{z}^{2}-\sigma \partial_{z}\right) v=(\tilde{\sigma}-\sigma) \partial_{z} \tilde{u},  \tag{2.14a}\\
& \partial_{z} v\left(z_{0}, \cdot\right)=0,  \tag{2.14b}\\
& \left(\partial_{z}+\partial_{t}\right) v\left(z_{1}, \cdot\right)=\tilde{h}-h,  \tag{2.14c}\\
& \bar{v}(z)=\tilde{\eta}^{-1 / 2}(z)-\eta^{-1 / 2}(z) . \tag{2.14d}
\end{align*}
$$

Write, $v=v_{\mathrm{I}}+v_{\mathrm{II}}$, where $v_{\mathrm{I}}$ solves

$$
\left(\partial_{t}^{2}-\partial_{z}^{2}-\sigma \partial_{z}\right) v_{\mathrm{I}}=0
$$

and ( $2.14 \mathrm{~b}, \mathrm{c}, \mathrm{d}$ ) while $v_{\text {II }}$ solves ( $2.14 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ) and

$$
\bar{v}_{\mathrm{II}} \equiv 0 .
$$

Consider for the moment (2.14) restricted to the triangle $\left\{(z, t): z_{0} \leqq z \leqq z_{2}, z \leqq t \leqq\right.$ $\left.2 z_{2}-z\right\}$, where $z_{2} \in\left(z_{0}, z_{1}\right)$, for which the right-hand boundary condition (2.14c) plays no role. Define

$$
Q_{\mathrm{I}}^{0}(z)=\int_{z}^{2 z_{2}-z} d t\left\{\left(\partial_{t} v_{\mathrm{I}}\right)^{2}+\left(\partial_{z} v_{\mathrm{I}}\right)^{2}\right\}(z, t)
$$

and similarly for $Q_{\mathrm{II}}^{0}$. Since the Cauchy data for $v$ vanish on $\left\{z=z_{0}\right\}$ by hypothesis, we have

$$
Q_{\mathrm{I}}^{0}\left(z_{0}\right)=Q_{\mathrm{II}}^{0}\left(z_{0}\right)
$$

According to Lemma 1.1,

$$
\int_{z}^{2 z_{2}-z} d t\left(\partial_{z} \tilde{u}\right)^{2}(z, t) \leqq C\left(\eta_{0}, z_{2}-z_{0},\|\tilde{\sigma}\|\right)\|\tilde{\sigma}\|^{2}
$$

whence from Lemma 1.2

$$
Q_{\mathrm{II}}^{0}\left(z_{0}\right) \leqq C\left(\eta_{0}, z_{2}-z_{0},\|\boldsymbol{\sigma}\|,\|\tilde{\boldsymbol{\sigma}}\|\right)\|\boldsymbol{\sigma}-\tilde{\boldsymbol{\sigma}}\|^{2}\|\tilde{\boldsymbol{\sigma}}\|^{2}\left(z_{2}-z_{0}\right) .
$$

From Lemma 1.5

$$
\int_{z_{0}}^{z_{2}} d z\left(\partial_{2}\left(\eta^{-1 / 2}-\tilde{\eta}^{-1 / 2}\right)\right)^{2} \leqq C\left(\eta_{0}, z_{2}-z_{0},\|\sigma\|\right) Q_{\mathrm{I}}^{0}\left(z_{0}\right)
$$

so

$$
\left|\eta^{-1 / 2}-\tilde{\eta}^{-1 / 2}\right| \leqq C\left(\eta_{0}, z_{2}-z_{0},\|\sigma\|\right) Q_{\mathrm{I}}^{0}\left(z_{0}\right)^{1 / 2} .
$$

Also

$$
\sigma-\tilde{\sigma}=-2 \eta^{1 / 2} \partial_{z}\left(\eta^{-1 / 2}-\tilde{\eta}^{-1 / 2}\right)-\left(1-\eta^{1 / 2} \tilde{\eta}^{-1 / 2}\right) \tilde{\sigma}
$$

whence

$$
\begin{aligned}
\|\sigma-\tilde{\sigma}\|^{2} & \leqq C\left(\eta_{0}, z_{2}-z_{0},\|\sigma\|,\|\tilde{\sigma}\|\right) Q_{\mathrm{I}}^{0}\left(z_{0}\right) \\
& \leqq C\left(\eta_{0}, z_{2}-z_{0},\|\boldsymbol{\sigma}\|,\|\tilde{\sigma}\|\right)\|\sigma-\tilde{\sigma}\|^{2}\left(z_{2}-z_{0}\right) .
\end{aligned}
$$

Now $C$ is continuous in $z_{2}-z_{0} \rightarrow 0$, so for $z_{2}-z_{0}$ small enough, we obtain $\sigma=\tilde{\sigma} p . p$. on $\left[z_{0}, z_{2}\right]$. Consequently the equation (2.14a) becomes homogeneous in the slab $\left\{z_{0} \leqq\right.$ $\left.z<z_{2}\right\}$, and from Lemma 1.5 we conclude that $v \equiv 0$ in this slab, in particular that $v$ and $\partial_{z} v$ vanish for $z-z_{2}, z_{2} \leqq t \leqq 2 T-z_{2}$. Now we can replace $z_{0}$ by $z_{2}$ and repeat the argument. After finitely many repetitions we obtain $\sigma-\tilde{\sigma}$ on $\left[z_{0}, z_{1}\right]$, i.e. we have established global uniqueness for (2.13). Q.E.D.

Remark. This "downward continuation" or "layer-stripping" argument of course gives a (direct) uniqueness result for the (global) inverse problem, i.e. the functional equation ( 0.4 ) with $f=-\delta$.

As before, with the special choice $z_{0}=0, z_{1}=T, f \equiv 0, \eta_{0}=1$, we obtain Theorem 0.3 as a corollary of Theorem 2.10. Since Theorem 0.2 is implied by Theorem 0.3, we have completed the proofs of our results.
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#### Abstract

A model is given for the nonlinear heat equation in a heterogeneous medium with memory. Its homogenization is carried out in two particular cases (including the linear one).
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1. Introduction. In a heterogeneous medium with memory, a model for the heat equation (see Nohel [1]) is

$$
\begin{equation*}
\frac{\partial \xi}{\partial t}+\operatorname{div}_{x} Q=h_{1} \tag{1.1}
\end{equation*}
$$

where $h_{1}$ is a given diffused source term, $\xi$ is the internal energy, and $Q$ is the heat flux. The latter are assumed to be functionals of the temperature distribution $u$ with "memory":

$$
\begin{align*}
& \xi(t, x)=b_{0}(x) u(t, s)+\int_{-\infty}^{t} \beta(x, t-s) u(s, x) d s,  \tag{1.2}\\
& Q(t, x)=-c_{0}(x) \sigma(x, \nabla u(t, x))+\int_{-\infty}^{t} \gamma(x, t-s) \sigma(x, \nabla u(s, x)) d s . \tag{1.3}
\end{align*}
$$

Equation (1.1) is considered on the product $\Omega \times(-\infty, T)$, where $\Omega$ is a bounded regular domain in $R^{3}$ (or $R^{N}$ ); the function $\sigma: \Omega \times R^{N} \rightarrow R^{N},(x, r) \rightarrow \sigma(x, r)$ represents a nonlinear flux law. Its dependence upon $x$ specifies the heterogeneity of the medium. Similarly $b_{0}(x), \beta(x, T), c_{0}(x), \gamma(x, t)$ characterize the spatial heterogeneity of the other thermodynamical parameters.

To equation (1.1) are added boundary and initial conditions which will be specified later.

The questions considered here are:

- under what suitable set of hypotheses is equation (1.1) well posed (existence and uniqueness);
-under what further conditions can one treat the corresponding homogenization problem; in other words, if all parameters involved ( $\sigma, b_{0}, \beta, c_{0}, \gamma$ ) depend upon another variable $\varepsilon$ measuring the "tightness" of the heterogeneity of the medium (typically $b_{0}^{\varepsilon}(x)=b_{0}(x / \varepsilon)$ where $b_{0}(y)$ is periodic), one can find a limit problem whose solution would be the limit of the solutions $u_{\varepsilon}$, and whose structure would be similar to (1.1), (1.2), (1.3)? We will give positive answers to both questions in particular cases only. The paper is organized as follows:

[^123]In the next section (§2), we reformulate the problem in terms of a Volterra equation (i.e. with memory convolution kernels), and we make precise the hypotheses on the nonlinear term $\sigma$.

In §3 we then study what we called the splitting case, when $c / c_{0}$ is independent of the space variable $x$. In this situation one can apply the nice method of Crandall and Nohel [1] in order to transform the problem into a Lipschitz perturbation of a variational monotone evolution equation for which sophisticated, albeit known, techniques apply to yield a positive answer to the aforementioned questions. When dealing with the homogenization, we of course make use of various results from that theory, some of which are quite involved (see the quoted references).

In the general situation (§4) we obtain existence and uniqueness via an argument of local monotonicity combined with global estimates, both of which require some extra conditions on the various physical parameters. In $\S 5$ we give a first result for homogenization in the same framework; it is however restricted to the linear case and this for the obvious reason that we make use of the Laplace transform together with homogenization theory for complex-valued elliptic problems in order to specify the limit problem. To our knowledge, there is no result pertaining to the homogenization of the nonlinear case; any progress in that direction would be very welcome indeed.

A first approach to this type of problem appeared in Raynal [1].
2. Reformulation of the problem as a Volterra equation. Let $*$ denote the usual convolution with respect to $t$ on $[0,+\infty[$.

As "initial" condition, we assume the history of the medium to be known for $t$ negative. One can then rewrite (1.1), (1.2), (1.3) as:

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[b_{0} u+\beta * u\right]+\operatorname{div}_{x}\left(-c_{0} \sigma+\gamma * \sigma\right)=h \tag{2.1}
\end{equation*}
$$

where $\sigma$ stands for $\sigma(\cdot, \nabla u(\cdot, \cdot))$ and the right-hand side $h$ includes the history of the system up to time zero.

It is customary to define

$$
\begin{equation*}
c(x, t)=c_{0}(x)-\int_{0}^{t} \gamma(x, s) d s \tag{2.2}
\end{equation*}
$$

and to assume that $c(x, t)$ and $b_{0}(x)$ are strictly positive valued (a physical condition). With these notations (2.1) can be written as

$$
\begin{equation*}
b_{0} u^{\prime}-\operatorname{div}_{x}\left\{(c * \sigma)^{\prime}\right\}=h-\beta_{0} u-\beta^{\prime} * u \tag{2.3}
\end{equation*}
$$

where "' $'$ " indicates a time derivative.
The initial condition becomes a Cauchy data at $t=0$ :

$$
\begin{equation*}
u(0)=u_{0} \quad \text { in } L^{2}(\Omega) \tag{2.4}
\end{equation*}
$$

the boundary condition is taken to be compatible with the operator $-\operatorname{div}_{x}(\sigma(\nabla u))$, for example

$$
\begin{equation*}
u=0 \quad \text { on } \partial \Omega \times(0, T) \tag{2.5}
\end{equation*}
$$

Problem (2.3), (2.4), (2.5), upon integration with respect to time appears as a Volterra type integral equation (cf. 3.1).

We now make precise the type of function $\sigma$ appearing here: let $j:(x, r) \in \Omega \times R^{N}$ $\mapsto j(x, r) \in R^{+}$, be of Caratheodory type, convex and equicoercive in $r$. Assume further that $j(x, 0) \equiv 0$; let $\sigma$ be its subdifferential with respect to $r$ and put:

$$
\phi(u)= \begin{cases}\int_{\Omega} j(x, \nabla u(x)) d x & \text { for } u \in W_{0}^{1,1}(\Omega)  \tag{2.6}\\ +\infty & \text { otherwise }\end{cases}
$$

then it is shown in Attouch-Damlamian [1] that $\phi$ is lower semi-continuous (1.s.c.) convex on $L^{2}(\Omega)$; moreover, denoting by $\partial \phi$ the subdifferential of $\phi$ on $L^{2}(\Omega)$ one has:

$$
v \in \partial \phi(u) \Rightarrow\left\{\begin{array}{l}
u \in W_{0}^{1,1}(\Omega) \cap L^{2}(\Omega)  \tag{2.7}\\
v=-\operatorname{div} h \text { for some } h \text { such that } h(x) \in \sigma(x, \nabla u(x)) \text { a.e. }
\end{array}\right.
$$

This is the sense in which $\sigma$ is used in (2.3) and it also gives a meaning to the Dirichlet condition (2.5) (when $j$ is even with respect to $r$, (2.7) is actually an equivalence).
3. The splitting case. By this, we mean that $c / c_{0}$ is independent of $x$. Equivalently, by an obvious change of notation (for $\sigma$ ), $c$ and $\gamma$ can be taken independent of $x$ ( $c_{0}$ is taken to be 1).
3.1. Existence and uniqueness. Integration of (2.3) with respect to time from 0 to $t$ yields:

$$
\begin{equation*}
b_{0} u-\operatorname{div}_{x}(c * \sigma)=b_{0} u_{0}-\beta * u+H \tag{3.1}
\end{equation*}
$$

where $H$ is the integral of $h$.
Proposition 3.2. Assume that $b_{0}$ and $b_{0}^{-1}$ are in $L^{\infty}(\Omega)^{+}$, that $\beta$ is in $L^{\infty}(\Omega ; B V(0, T))$, and that $\gamma$ is in $B V(0, T)$. Then equation (3.1) has a unique solution $u$ in $C\left([0, T] ; L^{2}(\Omega)\right) \cap L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$. Furthermore, $d u / d t$ is in $L^{2}(\Omega \times(0, T))$.

Proof. We follow here the ideas of Crandall-Nohel [1]. Let $e$ be the resolvant kernel of $\gamma$, i.e., the solution of

$$
\begin{equation*}
e-\gamma-\gamma * e=0 \tag{3.3}
\end{equation*}
$$

Making use of standard results for convolution equations, one obtains that $e$ belongs to $B V(0, T)$ as soon as $\gamma$ does so. Using (3.3), (2.3) becomes

$$
\begin{equation*}
b_{0} \frac{d u}{d t}-\operatorname{div}_{x} \sigma(x, \nabla u)=G(u), \quad u(0)=u_{0} \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
G(u)=h+h * e-\left(\beta_{0}+b_{0} e_{0}\right) u+b_{0} u_{0} e-u *\left(\beta_{0} e+b_{0} e^{\prime}+\beta^{\prime}+e * \beta^{\prime}\right) . \tag{3.5}
\end{equation*}
$$

Above $\beta_{0}=\beta(0), e_{0}=e(0)(=\gamma(0))$ and $\beta^{\prime}, e^{\prime}$, are the measure derivatives of $\beta$ and $e$.
It is easy to check that $G$ is Lipschitz continuous from $L^{1}\left(0, t ; L^{2}(\Omega)\right)$ into itself for each $t>0$. In order to apply a fixed point theorem (as in Crandall-Nohel [1]), we first consider the following problem for $w$ in $C\left([0, T] ; L^{2}(\Omega)\right)$ :

$$
\begin{equation*}
b_{0} \frac{d u}{d t}-\operatorname{div}_{x} \sigma(x, \partial u)=w, \quad u(0)=u_{0} . \tag{3.6}
\end{equation*}
$$

Now, the operator $u \mapsto-\left(1 / b_{0}\right) \operatorname{div}_{x} \sigma(x, \nabla u)$ is the subdifferential of $\phi$ (see (2.6)) on $L^{2}(\Omega)$ provided the norm on $L^{2}(\Omega)$ is chosen with the weight function $b_{0}(x)$ (since $b_{0}$ and $b_{0}^{-1}$ are in $L^{\infty}(\Omega)^{+}$, this is an equivalent Hilbert norm on $L^{2}(\Omega)$ ). Therefore, (3.6) can be solved with classical estimates which allow to apply the Lipschitz fixed point theorem to solve (3.4), (3.5).
3.2. Homogenization. We now assume that $b_{0}^{\varepsilon}, c_{0}^{\varepsilon}, \gamma^{\varepsilon}, \beta^{\varepsilon}$ and $\sigma^{\varepsilon}$ depend upon an extra parameter $\varepsilon$ measuring the size of the heterogeneity of the medium. A typical example is the periodic case where $b_{0}^{\varepsilon}(u)=\tilde{b}_{0}(x / \varepsilon), c_{0}^{\varepsilon}(x)=\tilde{c}_{0}(x / \varepsilon)$, etc. $\cdots$ where $\tilde{b}_{0}(y), \tilde{c}_{0}(y), \cdots$ are $Y$-periodic ( $Y$ is an $N$-dimensional parallelepipedon). We make the following hypotheses:

$$
\begin{equation*}
b_{0}^{\varepsilon} \text { and }\left(b_{0}^{\varepsilon}\right)^{-1} \text { are bounded in } L^{\infty}(\Omega)^{+}, \tag{3.7}
\end{equation*}
$$

$\beta^{\varepsilon}$ is bounded in $L^{\infty}(\Omega ; B V(0, T))$ and $\gamma^{\varepsilon}$ is bounded in $B V(0, T)$. Applying Proposition 3.2, one gets

Proposition 3.8. Under hypothesis (3.7), there exists a unique solution $u^{\varepsilon}$ for problem (3.1) ${ }_{\varepsilon}$ and $u^{\varepsilon}$ is bounded in $C\left([0, T] ; L^{2}(\Omega)\right)$ by a constant involving only $|h|_{L^{2}(Q)},\left|\beta_{0}^{\varepsilon}\right|_{L^{\infty}(\Omega)},\left|b_{0}^{\varepsilon}\right|_{L^{\infty}(\Omega)},\left|\left(b_{0}^{\varepsilon}\right)^{-1}\right|_{L^{\infty}(\Omega)},\left|\beta^{\varepsilon}\right|_{L^{\infty}(\Omega ; B V(0, T))}$ and $\left|\gamma^{\varepsilon}\right|_{B V(0, T)}$.

In order to study the convergence of $u^{\varepsilon}$ when $\varepsilon$ goes to zero, we make the following extra hypotheses (3.9)-(3.13):
(3.9) $j^{\varepsilon}(x, r)$ is coercive in $r$ uniformly with respect to $x$ and $\varepsilon$; more precisely: $\exists K_{1}>0, \exists K_{2} \in R$ and $p>2 N /(N+2)$ such that $j^{\varepsilon}(x, r)>K_{1}|r|^{2 N /(N+2)}-K_{2}$.
(3.10) $\phi^{\varepsilon}$ (defined as in (2.6)) converge in the sense of $\operatorname{Mosco}^{1}$ on $L^{2}(\Omega)$ to a limit denoted $\phi$, which is then known to be of the same integral form, associated to a convex function $j$ (cf. Attouch [1]). Finally $\phi\left(u_{0}\right)$ is assumed to be finite.
(3.11) $\beta^{\varepsilon}$ converges in the weak star topology of $L^{\infty}(\Omega ; B V(0, T))$ to a limit $\beta$ (consequently $\beta_{0}^{\varepsilon}$ converges to $\beta_{0}$ in the weak star topology of $L^{\infty}(\Omega)$; in the periodic case, $\beta$ is just the average of $\beta^{\varepsilon}$ over a period).
(3.12) $b_{0}^{\varepsilon}$ converges to some $b_{0}$ in the weak star topology of $L^{\infty}(\Omega)$ and $e^{\varepsilon}$ converges to some $e$ in the weak star topology of $B V(0, T)$. Then, $e$ is the resolvant of some $\gamma$ in $B V(0, T)$ (but $\gamma$ has no relationship to the weak star limit of $\gamma^{\varepsilon}$ in $B V(0, T))$.

Consequently, the mapping $G^{\varepsilon}$ (the analogue of $G$ in (3.5)) is bounded so that $G^{\varepsilon}\left(u^{\varepsilon}\right)$ is bounded in $L^{2}\left(0, T ; L^{2}(\Omega)\right)$ and therefore, via the properties of the solutions of the problems (3.6) , one can conclude (making also use of (3.10)) that
(3.13) $u^{\varepsilon}$ is bounded in $L^{\infty}\left(0, T ; W_{0}^{1, p}(\Omega)\right), d u^{\varepsilon} / d t$ is bounded in $L^{2}\left(0, T ; L^{2}(\Omega)\right)$; hence, as a consequence of Aubin's lemma (see Aubin [1]), $u^{\varepsilon}$ is compact in $C\left([0, T] ; L^{2}(\Omega)\right)$.

We will show now that $u^{\varepsilon}$ has only one possible limit value $u$ when $\varepsilon$ goes to zero, which implies that $u^{\varepsilon}$ converges to $u$. Let therefore $\varepsilon_{n}$ go to zero so that $u^{\varepsilon_{n}}$ converges to some $u$ in $C\left([0, T] ; L^{2}(\Omega)\right)$ :

Proposition 3.14. Under the above hypotheses (3.13), $G^{\varepsilon_{n}}\left(u^{\varepsilon_{n}}\right)$ converges weakly in $L^{2}\left(\Omega \times(0, T)\right.$ ) to $G(u)$ (as given in (3.5)), and $b_{0}^{\varepsilon_{n}} d u^{\varepsilon_{n}} / d t$ converges weakly in $L^{2}(\Omega \times(0, T))$ to $b_{0} d u / d t$.

[^124]Proof. We write $\varepsilon$ instead of $\varepsilon_{n}$ for simplicity. $b_{0}^{\varepsilon} d u^{\varepsilon} / d t$ is bounded in $L^{2}(Q)$ ( $Q=\Omega \times(0, T)$ ) and for $\varphi(x, T)$ in $D(Q)$ one has:

$$
\int_{Q} b_{0}^{\varepsilon} \frac{d u^{\varepsilon}}{d t} \varphi=-\int_{Q} b_{0}^{\varepsilon} \frac{\partial \varphi}{\partial t} u^{\varepsilon} \rightarrow-\int_{Q} b_{0} \frac{\partial \varphi}{\partial t} u
$$

which proves the second claim. For $G^{\varepsilon}\left(u^{\varepsilon}\right)$, each term can be treated independently; let us show convergence for the worst case: $w^{\varepsilon}=\beta^{\varepsilon /} * u^{\varepsilon} * e^{\varepsilon}$. First

$$
w^{\varepsilon}(x, t)=\int_{0}^{t} e^{\varepsilon}(t-s) \int_{0}^{s} u^{\varepsilon}(x, s-\sigma) d \beta^{\varepsilon}(x, \sigma) d s
$$

so that

$$
\left|w^{\varepsilon}(x, \cdot)\right|_{L^{\infty}(0, T)} \leqq\left|e^{\varepsilon}\right| L^{1}(0, T)\left|u^{\varepsilon}(x, \cdot)\right|_{L^{\infty}(0, T)}\left|\beta^{\varepsilon}(x, \cdot)\right|_{B V(0, T)},
$$

and

$$
\left|w^{\varepsilon}\right| L^{2}\left(\Omega ; L^{\infty}(0, T)\right)<\left|e^{\varepsilon}\right| L^{1}(0, T)\left|u^{\varepsilon}\right| L^{2}\left(\Omega ; L^{\infty}(0, T)\right)\left|\beta^{\varepsilon}\right|_{L^{\infty}(\Omega ; B V(0, T))} .
$$

Consequently, $w^{\varepsilon}$ is bounded in $L^{2}\left(\Omega ; L^{\infty}(0, T)\right)$ because of $u^{\varepsilon}$ being bounded in $L^{2}\left(\Omega ; H^{1}(0, T)\right)$ is bounded in $L^{2}(\Omega ; C([0, T]))$. By a similar argument, one checks that for almost every $x$ in $\Omega, u^{\varepsilon}(x, t) \rightarrow u(x, t)$ in $C([0, T])$ which will be enough to show the convergence of $w^{\varepsilon}$ to the proper $w$ in $\mathscr{D}^{\prime}(Q)$ as follows: for $\varphi$ in $\mathscr{D}(Q)$,

$$
\begin{aligned}
\left\langle w^{\varepsilon}, \varphi\right\rangle & =-\int_{\Omega} \iiint \varphi^{\prime}(x, t+s+\sigma) e^{\varepsilon}(t) u^{\varepsilon}(x, s) \beta^{\varepsilon}(x, \sigma) d s d s d \sigma d x \\
& =\iint d t d s e^{\varepsilon}(t) \iint_{\Omega} d \sigma d x \varphi^{\prime}(x, t+s+\sigma) u^{\varepsilon}(x, s) \beta^{\varepsilon}(x, \sigma)
\end{aligned}
$$

For every $(t, s)$ the last integral converges to

$$
\int d \sigma \int_{\Omega} \varphi^{\prime}(x, t+s+\sigma) u(x, s) \beta(x, \sigma) d x
$$

because $\beta^{\varepsilon}$ converges to $\beta$ *-weakly in $L^{\infty}(Q)$. Furthermore, Lebesgue's dominated convergence theorem applies to the $(t, s)$ integral since the integrand is actually bounded by a constant, namely

$$
\left|\varphi^{\prime}\right|_{\infty} \cdot \sup \left|u^{\varepsilon}\right|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \cdot \sup \left|\beta^{\varepsilon}\right|_{L^{\infty}(Q)}
$$

this last factor being bounded above by $\sup \left|\beta^{\varepsilon}\right|_{L^{\infty}(\Omega, B V(0, T))}$ which is finite by hypothesis (3.7).

Making now use of the convergence in the sense of Mosco of $\phi^{\varepsilon}$ to $\phi$ which implies a demi-closedness property (cf. Attouch [2]) one passes to the limit in

$$
-\operatorname{div} \sigma^{\varepsilon}\left(x, \nabla x^{\varepsilon}\right)=G^{\varepsilon}\left(u^{\varepsilon}\right)-b_{0}^{\varepsilon} \frac{d u^{\varepsilon}}{d t}
$$

to conclude that $u$ is a solution of

$$
\begin{equation*}
-\operatorname{div} \sigma(x, \nabla u)=G(u)-b_{0} \frac{d u}{d t}, \quad u(0)=u_{0} \tag{3.15}
\end{equation*}
$$

Because $G$ is as in (3.5), one concludes to the uniqueness of the solution for (3.15), hence the conclusion:

Theorem 3.16. Under the hypotheses (3.7), (3.9), (3.10), (3.11), (3.12) (and with the notation therein), the solution $u^{\varepsilon}$ of problem (3.4) ${ }^{\varepsilon}$, (3.5) ${ }^{\varepsilon}$ converges uniformly in $C\left([0, T] ; L^{2}(\Omega)\right)$ to the solution $u$ of the analogous problem whose thermodynamical parameters are obtained as follows:
$\beta$ and $b_{0}$ are the weak-star limits of $\beta^{\varepsilon}$ and $b_{0}^{\varepsilon}$ respectively;
$\sigma$ is the elliptic homogenization of $\boldsymbol{\sigma}^{\varepsilon}$ (equivalent to the Mosco convergence of $\phi^{\varepsilon}$ to $\phi$ cf. (3.10));
$\gamma$ is the resolvant of the weak-limit of the resolvant of $\gamma^{\varepsilon}$ (these two operations do not commute!).
4. Existence and uniqueness in the general case. We start with (2.3) again:

$$
\begin{equation*}
b_{0} u^{\prime}-\operatorname{div}\left((c * \sigma)^{\prime}\right)=g(u), \quad u(0)=u_{0} \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
g(u)=h-\beta_{0}-\beta^{\prime} * u \tag{4.2}
\end{equation*}
$$

is Lipschitz continuous from $L^{1}\left(0, t ; L^{2}(\Omega)\right)$ into itself for every positive $t$. Therefore, one can solve (4.1) as a Lipschitz perturbation problem (in a fashion similar to that in §3.1) provided one can solve

$$
\begin{equation*}
b_{0} \frac{d u}{d t}-\operatorname{div}\left((c * \sigma)^{\prime}\right)=F, \quad u(0)=u_{0} \tag{4.3}
\end{equation*}
$$

for given $F$, via a monotonicity argument.
Here, one should notice that the method of Crandall-Nohel does not apply because $c$ depends upon $x$ so that div and convolution with $c$ do not commute.

We make the following assumptions where $\alpha$ and $k$ are given positive numbers:
i) $b_{0}, 1 / b_{0}, c_{0}, 1 / c_{0}, \beta_{0}, 1 / \beta_{0}$ are bounded by $k$ in $L^{\infty}(\Omega)$ and $\left|u_{0}\right|_{L^{2}(\Omega)}<k$.
ii) $\beta^{\prime}<0$ and $c^{\prime}=-\gamma<0$ a.e. in $Q ; \beta(T, x)$ and $c(T, x)$ are bounded below away from zero by $\alpha ; t \mapsto c(t, x)$ is continuous at $t=0$ with values in $L^{\infty}(\Omega)$.
iii) $\beta^{\prime \prime}$ and $c^{\prime \prime}\left(=-\gamma^{\prime}\right)$ are nonnegative measures for a.e. $x$ in $\Omega$.
iv) (2.6) holds with the following inequalities:
$\forall r, s$ in $R^{N}$,

$$
\begin{aligned}
& \alpha|r-s|^{2} \leqq(\sigma(x, r)-\sigma(x, s), r-s) \\
& |\sigma(x, r)-\sigma(x, s)| \leqq k|r-s|
\end{aligned}
$$

We start by choosing $t$ small enough as follows:
Proposition 4.5. Let $A u=-\operatorname{div}\left((c * \sigma)^{\prime}\right)=-\operatorname{div}\left(c_{0} \sigma\right)-\operatorname{div}\left(c^{\prime} * \sigma\right)$. For $T$ small enough, $A$ is maximal monotone from $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)=V$ into $L^{2}\left((0, T) ; H^{-1}\right)=V^{\prime}$.

Proof. We estimate
$(A u-A V, u-v)_{V^{\prime}, V}$

$$
\begin{aligned}
& \geqq \int_{Q} c_{0}(\sigma(x, \nabla u(x))-\sigma(x, \nabla v(x)), \nabla u(x)-\nabla v(x)) d x d t \\
&+\int_{Q}\left(c^{\prime} *(\sigma, x, \nabla u(x))-\sigma(x, \nabla v(x)), \nabla u(x)-\nabla v(x)\right) d x d t \\
& \geqq \alpha \int_{Q} c_{0}|\nabla u-\nabla v|^{2} d x d t \\
&-\int_{Q}\left|c^{\prime}\right| *|\sigma(\nabla u)-\sigma(\nabla v)||\nabla u-\nabla v| d x d t \\
& \geqq \alpha \int_{Q} c_{0}|\nabla u-\nabla v|^{2} d x d t \\
& \quad-\int_{\Omega} d x\left|c^{\prime}(x)\right|_{L^{1}(0, T)}|\sigma(\nabla u)-\sigma(\nabla v)|_{L^{2}(0, T)}|\nabla u-\nabla v|_{L^{2}(0, T)} \\
& \geqq \alpha \int_{Q} c_{0}|\nabla u-\nabla v|^{2} d x d t-k\left|c^{\prime}\right|_{L^{\infty}\left(\Omega ; L^{1}(0, T)\right)} \int_{Q}|\nabla u-\partial v|^{2} d x d t .
\end{aligned}
$$

Note now that $\left|c^{\prime}(x)\right|_{L^{1}(0, T)}=c_{0}(x)-c(t, x)$ so by (4.4ii) $\left|c^{\prime}\right|_{L^{\infty}\left(\omega ; L^{1}(0, T)\right)}$ is arbitrarily small for $T$ arbitrarily small close to zero. For such a $T,(A u-A v, u-v)>\theta \mid \nabla u-$ $\left.\nabla v\right|_{L^{2}(Q)} ^{2}$ for some positive number $\theta$. Hence $A$ is monotone. Since it is also everywhere defined and continuous on $V$, it is maximal.

Now, for such a small $T, b_{0} d / d t+A$ is one-to-one and onto from $V$ to $V^{\prime}$ (because of a standard nonlinear argument of coerciveness, cf. Brezis [1]). This proves local existence and uniqueness of the solution for problem (4.3), and hence for (4.1), (4.2). In order to prove global existence, we now get two a priori estimates.

Proposition 4.6. Under the above hypotheses, there is a constant $C_{1}$ (depending upon $\alpha$ and $k$ ) such that if $u$ is a solution of (4.1), (4.2), the following holds:

$$
|u|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leqq C_{1} \quad \text { and } \quad|j(\nabla u)|_{L^{1}(Q)},\left|j^{*}(\sigma(\nabla u))\right|_{L^{1}(Q)} \leqq C_{1}
$$

(consequently $\left.|\nabla u|_{L^{2}(Q)}^{2} \leqq k C_{1}, \sigma|(\partial V u)|_{L^{2}(Q)}^{2} \geqq C_{1} / \alpha\right)$.
Proof. Multiply (4.1), (4.2) by $u(t)$ and integrate by parts to get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left|b_{0}^{1 / 2} u(t)\right|_{L^{2}(\Omega)}^{2}+\left|\beta_{0}^{1 / 2} u(t)\right|_{L^{2}(\Omega)}^{2} \\
& \quad+\int_{\Omega}\left(\beta^{\prime} * u\right)(t) u(t) d x+\int_{\Omega}\left(c_{0} \sigma+c^{\prime} * \sigma\right)(t) \cdot \nabla u(t) d x=\int_{\Omega} h(t) u(t) d x \tag{4.7}
\end{align*}
$$

Integrating on $(0, t)$ yields

$$
\begin{align*}
\frac{1}{2}\left|b_{0}^{1 / 2} u(t)\right|_{L^{2}(\Omega)}^{2}+ & \int_{0}^{t} \int_{\Omega} \beta_{0} u^{2} d s d x+\int_{0}^{t} \int_{\Omega} c_{0} \sigma(\nabla u(s)) \nabla u(s) d s d x  \tag{4.8}\\
= & \int_{0}^{t} \int_{\Omega} h \cdot u d s d x+\int_{0}^{t} \int_{\Omega}\left(-\beta^{\prime} * u\right)(s) u(s) d s d x \\
& +\int_{0}^{t} \int_{\Omega}\left(-c^{\prime} * \sigma\right)(s) \nabla u(s) d s d x+\frac{1}{2}\left|b_{0}^{1 / 2} u_{0}\right|_{L^{2}(\Omega)}^{2}
\end{align*}
$$

By (4.4ii), one has

$$
\begin{align*}
& \int_{0}^{t}\left(-\beta^{\prime} * u\right)(s) u(s) d s  \tag{4.9}\\
& \leqq \int_{0}^{t} \int_{0}^{s}-\beta^{\prime}(s-\tau)\left(\frac{1}{2}|u(s)|^{2}+\frac{1}{2}|u(\tau)|^{2}\right) d s \tau \\
& \leqq \int_{0}^{t} \frac{1}{2}|u(s)|^{2}\left(\beta_{0}-\beta(s)\right) d s+\frac{1}{2} \int_{0}^{t} d s \int_{0}^{s}-\beta^{\prime}(s-\tau)|u(\tau)|^{2} d \tau \\
& \leqq \frac{1}{2} \int_{0}^{t}\left(\beta_{0}-\beta(s)\right)|u(s)|^{2} d s+\frac{1}{2}\left(\int_{0}^{t}-\beta^{\prime}(\tau) d \tau\right)\left(\int_{0}^{t}|u(\tau)|^{2} d \tau\right) \\
& \leqq\left(\beta_{0}-\beta(t)\right) \int_{0}^{t} u^{2}(s) d s
\end{align*}
$$

Hence

$$
\begin{equation*}
\int_{0}^{t} \int_{\Omega} \beta_{0} u^{2}+\left(\beta^{\prime} * u\right) u d x d x \geqq \int_{\Omega} \beta(x, t) \int_{0}^{t}|u(x, s)|^{2} d s d x \tag{4.10}
\end{equation*}
$$

A similar computation, making use of Young's inequality corresponding to $j$ and $j^{*}$, gives

$$
\begin{align*}
& \int_{0}^{t} \int_{\Omega}\left(c_{0} \sigma(\nabla u)+c^{\prime} * \sigma(\nabla u)\right) \cdot \nabla u d x d s  \tag{4.11}\\
& \quad \geqq \int_{\Omega} c(x, t) \int_{0}^{t} j(x, \nabla u(x, s))+j^{*}(x, \sigma(x, \nabla u(x, s))) d s d x .
\end{align*}
$$

Now (4.8), (4.10) and (4.11) combined give

$$
\begin{align*}
& \frac{1}{2}\left|b_{0}^{1 / 2} u(t)\right|_{L^{2}(\Omega)}^{2}+\int_{\Omega} \beta(t, x) \int_{0}^{t} u^{2}(s, x) d s d x \\
& \quad+\int_{\Omega} c(t, x) \int_{0}^{t}\left(j(s, \nabla u)+j^{*}(x, \sigma(\nabla u))\right) d s d x  \tag{4.12}\\
& \quad \leqq \int_{0}^{t} \int_{\Omega} h u d s d x+\frac{1}{2}\left|b_{0}^{1 / 2} u_{0}\right|_{L^{2}(\Omega)}^{2} .
\end{align*}
$$

A standard application of Gronwall's inequality finally yields the desired result.
Proposition 4.13. Assume the above hypotheses and that $\phi\left(u_{0}\right)$ is finite. Then, there is a constant $C_{2}$ (depending on $c, k$ and $\left.\phi\left(u_{0}\right)\right)$ such that whenever $u$ is a solution of (4.1), (4.2) then

$$
\left|\frac{d u}{d t}\right|_{L^{2}(Q)} \leqq C_{2}, \quad|\phi(u)|_{L^{\infty}(0, T)} \leqq C_{2} .
$$

Proof. Multiply (4.1), (4.2) by $d u / d t$ to get

$$
\begin{align*}
& \int_{0}^{t} \int_{\Omega} b_{0}\left|\frac{d u}{d t}\right|^{2} d x d x+\int_{0}^{t} \int_{\Omega}\left(\beta_{0} u+\beta^{\prime} * u\right) \frac{d u}{d t}(s) d x d s  \tag{4.14}\\
&+\int_{0}^{t} \int_{\Omega}\left(c_{0} \sigma+c^{\prime} * \sigma\right) \frac{d}{d t}(\nabla u(s)) d x d x=\int_{0}^{t} \int_{\Omega} h \frac{d u}{d t}(s) d x d s
\end{align*}
$$

In (4.14) we integrate by parts the third term as follows:

$$
\begin{aligned}
\int_{0}^{t}\left(\beta^{\prime} * u\right) u^{\prime}= & u(t) \int_{0}^{t} u(s) \beta^{\prime}(t-s) d s-\beta^{\prime}(0) \int_{0}^{t} u^{2}(s) d s \\
& -\int_{0}^{t} u(s) \int_{0}^{s} u(\sigma) \beta^{\prime \prime}(s-\sigma) d \sigma d s
\end{aligned}
$$

Making use of $\beta^{\prime \prime} \geqq 0$, one can evaluate the last term in a way exactly similar to (4.9) above to get

$$
\begin{equation*}
\int_{0}^{t}\left(\beta^{\prime \prime} u\right) \frac{d u}{d t} \geqq u(t) \int_{0}^{t} u(s) \beta^{\prime}(t-s) d s-\beta^{\prime}(0) \int_{0}^{t} u^{2}(s) d s \tag{4.15}
\end{equation*}
$$

Again, similarly,

$$
\begin{equation*}
\int_{0}^{t}\left(c^{\prime} * \sigma\right) \frac{d}{d t}(\nabla u) d s \geqq \nabla u(t) \cdot\left(c^{\prime} * \sigma\right)(t)-c^{\prime}(0) \int_{0}^{t} \sigma(s) \nabla u(s) d s \tag{4.16}
\end{equation*}
$$

Using (4.15), (4.16) and the following consequence of the definition of subdifferential $\sigma=\partial j$ :

$$
\begin{equation*}
\sigma \cdot \frac{d}{d t}(\nabla u)=\frac{d}{d t} j(\nabla u) \tag{4.17}
\end{equation*}
$$

(4.14) yields

$$
\begin{align*}
\int_{0}^{t} \int_{\Omega} b_{0}\left|\frac{d u}{d t}\right|^{2} d x & d s+\frac{1}{2}\left|\beta_{0}^{1 / 2} u(t)\right|_{L^{2}(\Omega)}^{2}+\int c_{0} j(\nabla u(t)) d s  \tag{4.18}\\
\leqq & \int_{0}^{t} \int_{\Omega} h \frac{d u}{d t} d x d s+\frac{1}{2}\left|\beta^{1 / 2} u_{0}\right|_{L^{2}(\Omega)}^{2}+\int_{\Omega} c_{0} j\left(\nabla u_{0}\right) d x \\
& +\int_{\Omega} u(x, t) \int_{0}^{t} u(x, s)\left(-\beta^{\prime}(x, t-s)\right) d x d s \\
& +\int_{\Omega} \nabla u(x, t) \int_{0}^{t} \sigma(x, \nabla u(x, s))\left(-c^{\prime}(x, t-s)\right) d s d x
\end{align*}
$$

In the right-hand side of (4.18) one can use the following bounds:

$$
\begin{equation*}
\text { i) } \int_{\Omega} \int_{0}^{t} u(t) u(s)\left(-\beta^{\prime}(t-s)\right) d x d s \leqq|u|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2} \cdot\left|\beta^{\prime}\right|_{L^{1}\left(0, T ; L^{\infty}(\Omega)\right)} \tag{4.19}
\end{equation*}
$$

ii) By Young's inequality

$$
\begin{aligned}
\int_{\Omega} \int_{0}^{t} \sigma(s) & \nabla u(t) \cdot\left(-c^{\prime}(t-s)\right) d s d t \\
& \leqq \int_{\Omega} j(\nabla u(t))\left(c_{0}-c(t)\right)+\left|c^{\prime}\right|_{L^{\infty}(Q)}\left|j^{*}(\sigma(\nabla u))\right|_{L^{1}(Q)} .
\end{aligned}
$$

Now, confronting (4.18) and (4.19) with hypothesis (4.4ii) and Proposition (4.6), one can conclude.

Theorem 4.20. Under hypotheses (4.4), problem (4.1), (4.2) has a unique solution on $[0, T]$.

Proof. From Proposition 4.5, there is existence and uniqueness on some interval $[0, t] t>0$. But the very same proposition gives existence and uniqueness locally in time (starting from $\tau>0$, the problem is changed only insofar as $G$ in (4.2) is modified to incorporate the history up to $\tau$; this in no way changes the conclusion because the a priori estimates are global in time). Combining local existence and the a priori estimates (4.6) and (4.13) gives the result in a standard way.
5. Homogenization (for the linear case). In this paragraph, $b_{0}^{\varepsilon}, \beta^{\varepsilon}, c^{\varepsilon}$ and $\gamma^{\varepsilon}$ will depend upon the parameter $\varepsilon$ which will tend to zero; similarly, $\sigma^{\varepsilon}$ will depend upon $\varepsilon$ but will be assumed to be linear with respect to $\nabla u$; hence the notation

$$
\sigma^{\varepsilon}(x, r)=A^{\varepsilon}(x) r
$$

where $A^{\varepsilon}(x)$ is a measurable function from $\Omega$ to a fixed (independent of $\varepsilon$ ) set of symmetric uniformly positive definite matrices.

We shall assume hypotheses (4.4) to be satisfied uniformly with respect to $\varepsilon$, so that (4.6), (4.13) and (4.20) hold uniformly in $\varepsilon$.

Consequently, the solutions $u^{\varepsilon}$ of equations (4.1) $)_{\varepsilon}(4.2)_{\varepsilon}$, belong to a compact set of $C\left([0, T] ; L^{2}(\Omega)\right)$ and a bounded set of

$$
L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap W^{1,2}\left(0, T ; L^{2}(\Omega)\right)
$$

The question of homogenization for $(4.1)_{\varepsilon},(4.2)_{\varepsilon}$ is: what can be said of the limit points of $u^{\varepsilon}$ as $\varepsilon$ goes to zero?

In order to simplify the notations, we shall assume that $\varepsilon$ belongs to a sequence (still denoted $\varepsilon$ ) such that the following holds:
(5.1) $u^{\varepsilon}$ converges to some $u$ in $C\left([0, T] ; L^{2}(\Omega)\right)$, in the weak-star topology of $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and the weak topology of $W^{1,2}\left(0, T ; L^{2}(\Omega)\right) ;$
(5.2) $b_{0}^{\varepsilon}$ converges to $b_{0}$ in the weak-star topology of $L^{\infty}(\Omega) ; \beta^{\varepsilon}$ converges to $\beta$ in

$$
\sigma\left(W^{1,1}\left(0, T ; L^{\infty}(\Omega)\right), W^{-1, \infty}\left(0, T ; L^{1}(\Omega)\right)\right)
$$

Following integration on $t$, the Volterra equation can be written as

$$
\begin{equation*}
-\operatorname{div} \omega^{\varepsilon}=\mathscr{F}^{\varepsilon}, \tag{5.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{W}^{\varepsilon}(x, t)=\int_{0}^{t} A^{\varepsilon}(x) c^{\varepsilon}(x, t-s) \nabla u^{\varepsilon}(x, s) d s \tag{5.4}
\end{equation*}
$$

and

$$
\begin{align*}
F^{\varepsilon}(x, t)= & -b_{0}^{\varepsilon}(x) u^{\varepsilon}(x, t)-\int_{0}^{t} \beta^{\varepsilon}(x, t-s) u^{\varepsilon}(x, s) d s  \tag{5.5}\\
& +\int_{0}^{t} h(x, s) d s+b_{0}^{\varepsilon}(x) u_{0}(x) .
\end{align*}
$$

Clearly $F^{\varepsilon}$ converges to $F$ in $C\left([0, T], H^{-1}(\Omega)\right)$ and weakly in $W^{1,2}\left(0, T ; L^{2}(\Omega)\right)$, for

$$
\begin{equation*}
F(x, t)=b_{0}(x)\left(u_{0}(x)-u(x, t)\right)+\int_{0}^{t} h(x, s) d s-\int_{0}^{t} \beta(x, t-s) u(x, s) d s \tag{5.6}
\end{equation*}
$$

On the other hand, $\mathscr{W}^{\varepsilon}$ is bounded in $W^{1,2}\left(0, T ; L^{2}(\Omega)\right)$. In order to characterize the possible weak limits $\mathscr{W}$ of $\mathscr{W}^{\varepsilon}$ (the uniqueness of which will follow, as usual from the unique solvability of the limit equation), we shall assume, after extracting another subsequence, still denoted $\varepsilon$, that $\mathscr{W}^{\varepsilon}$ converges weakly to some $\mathscr{W}$. So, going to the limit in (5.3) yields:

$$
\begin{equation*}
-\operatorname{div} \mathscr{W}=\mathscr{F} . \tag{5.7}
\end{equation*}
$$

The main task is to find the relationship between $\mathscr{W}$ and $u$, which (5.4) should yield. Here, because the problem is linear, we use the Laplace transform, but to do so we extend the problem to $[0,+\infty)$ in time as follows: for $t>T$, extend $\beta^{\varepsilon}$ by $\beta^{e}(x, t) \equiv$ $\beta^{\varepsilon}(x, T), h$ and $\gamma^{\varepsilon}$ by zero (so $\sigma^{\varepsilon}(x, t) \equiv c^{\varepsilon}(x, T)$ ), and by Theorem 4.20 which applies to any interval $\left[0, T_{1}\right], u^{\varepsilon}$ exists for all $t \geqq 0$, but for $t>T$, the problems become simpler, as seen from (2.1):

$$
b_{0}^{\varepsilon} \frac{d u^{\varepsilon}}{d t}+\beta^{\varepsilon}(T) u^{\varepsilon}-\operatorname{div}_{x} A\left(c_{0} \nabla u^{\varepsilon}-\gamma * \nabla u^{\varepsilon}\right)=0 .
$$

A detailed analysis of estimates (4.6), (4.13) shows that in this particular case, $\left|u^{\varepsilon}(t)\right|_{H^{1}(\Omega)}$ grows at most exponentially in $t$ with a rate uniform in $\varepsilon$. Therefore, all the Laplace transforms considered here will be convergent at least in some complex right half-plane $\operatorname{Re} \lambda>\lambda_{0}$.

We will denote by

$$
\hat{v}(\lambda)=\int_{0}^{+\infty} e^{-\lambda t} v(t) d t \quad \text { for } \operatorname{Re} \lambda>\lambda_{0}
$$

and (5.3), (5.4) yield (5.8) ${ }_{\varepsilon}$ below since the gradient operator in $x$ commutes with the Laplace transform.

$$
\begin{align*}
& \hat{\mathscr{W}}^{\varepsilon}(x, \lambda)=A^{\varepsilon}(x) \hat{c}_{\varepsilon}(x, \lambda) \nabla\left(\hat{u}_{\varepsilon}(x, \lambda)\right), \\
& -\operatorname{div} \hat{\mathscr{W}}^{\varepsilon}(x, \lambda)=\hat{\mathscr{F}}^{\varepsilon}(x, \lambda) . \tag{5.8}
\end{align*}
$$

For fixed $\lambda,(5.8)_{\varepsilon}$ is just the homogenization problem for an elliptic operator with complex coefficients.

Upon inspection of (5.5), one sees that for every $t>0, \mathscr{F}^{\varepsilon}$ converges to $\mathscr{F}$ in $C\left([0, t] ; H^{-1}(\Omega)\right)$ but that $\mathscr{F}^{\varepsilon}$ grows in $H^{-1}$ at the same rate as $u^{\varepsilon}$ does. Consequently, for each $\lambda$ with $\operatorname{Re} \lambda>\lambda_{0}, \hat{\mathscr{F}}^{\epsilon}(\lambda)$ converges to $\hat{\mathscr{F}}(\lambda)$ in $H^{-1}(\Omega ; \mathbb{C})$. Similarly $\hat{u}_{\varepsilon}(\lambda)$ converges to $\hat{u}(\lambda)$ weakly in $H_{0}^{1}(\Omega ; \mathbb{C})$. The sesquilinear form

$$
\begin{equation*}
a_{\varepsilon}(\lambda ; u, v)=\int_{\Omega} \hat{c}_{\varepsilon}(x, \lambda) A^{\varepsilon}(x) \nabla u(x) \overline{\nabla v}(x) d x \tag{5.9}
\end{equation*}
$$

is continuous coercive on $H_{0}^{1}(\Omega ; \mathbb{C})$ under the hypothesis

$$
\begin{equation*}
\operatorname{Re} \hat{c}_{\varepsilon}(x, \lambda) \geqq \rho_{0}(\lambda)>0, \tag{5.10}
\end{equation*}
$$

which we will check later.
Indeed, $c_{\varepsilon}$ is bounded on $\Omega$ for each $\lambda$ such that $\operatorname{Re} \lambda>0$ so $a_{\varepsilon}$ is continuous and for such $\lambda$ 's,

$$
\begin{aligned}
\operatorname{Re} a_{\varepsilon}(\lambda ; u, u) & =\int_{\Omega} \operatorname{Re} \hat{c}_{\varepsilon}(x, \lambda) A^{\varepsilon}(x)|\nabla u(x)|^{2} d x \\
& \geqq \alpha \int_{\Omega} \operatorname{Re} \hat{c}_{\varepsilon}(x, \lambda)|\nabla u|^{2} d x
\end{aligned}
$$

since $A^{\varepsilon}$ is symmetric real coercive. Incidentally, another proof of existence for the solution $u^{\varepsilon}$ is thus obtained by applying Lax-Milgram's theorem for $\hat{u}^{\varepsilon}$.

One can now apply a compactness result for complex homogenization (see for example Sanchez-Palencia [1], Murat [1] or Bensoussan-Lions-Papanicolaou [1]). For each $\lambda$ with $\operatorname{Re} \lambda>\lambda_{0}$, there is a matrix-valued function $D(x, \lambda)$ (independent of $\hat{\mathscr{F}}$ and $\hat{\mathscr{W}}$ ) such that (5.8) ${ }_{\varepsilon}$ implies at the limit $\varepsilon \rightarrow 0$ :

$$
\begin{align*}
& -\operatorname{div} \hat{\mathscr{W}}=\hat{\mathscr{F}}, \\
& \hat{\mathscr{W}}(x, \lambda)=D(x, \lambda) \nabla \hat{u}(x, \lambda) . \tag{5.11}
\end{align*}
$$

In order to apply the inverse Laplace transform to (5.11), all that is needed is that $D(x, \lambda)$ be analytic in $\lambda$ with at most polynomial growth at $|\lambda| \rightarrow \infty$, in which case it is the Laplace transform of a distribution of finite order in $t$, denoted $E(x, t)$. That $D$ is analytic is a mere consequence of the fact that it is a limit of a sequence of analytic functions of $\lambda$, the limit being locally uniform. From the uniform boundedness of $c^{\varepsilon}$ and $A^{\varepsilon}$, one can conclude that $D(x, \lambda)$ is bounded by a multiple of $(\operatorname{Re} \lambda)^{-1}$. Consequently, $E(x, t)$ is a bounded distribution of order not more than 2 , on $[0,+\infty[$, with values in the cone of bounded measurable symmetric square matices on $\Omega$.

We now check that (5.10) holds: integration by parts in

$$
\begin{equation*}
\operatorname{Re} \hat{c}_{\varepsilon}(x, \lambda)=\int_{0}^{\infty} e^{-(\operatorname{Re} \lambda) t} \cos (\operatorname{Im} \lambda) c_{\varepsilon}(t) d t \tag{5.12}
\end{equation*}
$$

gives

$$
\operatorname{Re} \hat{c}_{\varepsilon}(x, \lambda)=\int_{0}^{\infty}(1-\cos (t \operatorname{Im} \lambda)) e^{-t \operatorname{Re} \lambda}\left(c_{\varepsilon}^{\prime \prime}-2 \operatorname{Re} \lambda c_{\varepsilon}^{\prime}+(\operatorname{Re} \lambda)^{2} c_{\varepsilon}\right) d t
$$

Since $(1-\cos (t \operatorname{Im} \lambda))$ and $-c_{\varepsilon}^{\prime}$ are nonnegative functions and $c_{\varepsilon}^{\prime \prime}$ is a nonnegative measure,

$$
\begin{equation*}
\operatorname{Re} \hat{c}_{\varepsilon}(x, \lambda) \geqq \int_{0}^{+\infty}(1-\cos (t \operatorname{Im} \lambda)) e^{-t \operatorname{Re} \lambda} c_{\varepsilon}(t) d t \tag{5.13}
\end{equation*}
$$

combining (5.12) and (5.13) one gets

$$
\begin{equation*}
\operatorname{Re} \hat{c}_{\varepsilon}(x, \lambda) \geqq \frac{(\operatorname{Re} \lambda)^{2}}{1+(\operatorname{Re} \lambda)^{2}} \int_{0}^{\infty} e^{-t \operatorname{Re} \lambda} c_{\varepsilon}(t) d t \tag{5.14}
\end{equation*}
$$

But $c_{\varepsilon}(t) \geqq \alpha$ implies with (5.14) that $\operatorname{Re} \hat{c}_{\varepsilon}(x, \lambda) \geqq \alpha \operatorname{Re} \lambda /\left(1+(\operatorname{Re} \lambda)^{2}\right)$ which implies (5.10). Finally, we have proved the following theorem:

Theorem 5.15. Let $b_{0}^{\varepsilon}, c^{\varepsilon}, \beta^{\varepsilon}$ and $\sigma^{\varepsilon}=A^{\varepsilon}$ (linear case) satisfy hypotheses (4.4) with $\alpha$ and $k$ independent of $\varepsilon$. There exists a sequence $\varepsilon_{n}$ converging to zero, functions $b_{0}(x)$, $\beta(x, t)$ and a distribution $E(x, t)$ such that the solution $u^{\varepsilon_{n}}$ of the corresponding problem (4.1), (4.2) converges in $C\left([0, T] ; L^{2}(\Omega)\right)$ to the solution $u$ of

$$
\begin{equation*}
b_{0} u^{\prime}-\operatorname{div}\left((E * \nabla u)^{\prime}\right)=G(u) \tag{5.16}
\end{equation*}
$$

$b_{0}$ and $\beta$ are the weak limits of $b_{0}^{\varepsilon_{n}}$ and $\beta^{\varepsilon_{n}}$, and $E$ is obtained via its Laplace transform $D(x, \lambda)$, which is the complex elliptic homogenization of ${\hat{\varepsilon_{n}}}(x, \lambda) A^{\varepsilon_{n}}(x)$.

Remark. Even in the case of periodic problems, where there are explicit formulas for $D$ it is not known whether $t \mapsto E(t, x)$ is in some appropriate sense, a convex decreasing function of $t$, not even whether it is a function of $t$, as one would suspect. This is one of the problems left open in the theory, the other one being the homogenization of the nonlinear case (where the Laplace-transform cannot be used).
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#### Abstract

We prove an existence-uniqueness result for the solution of a nonlinear singular integrodifferential equation. This equation is an approximate model for the development, by the mechanism of volume diffusion, of a grain boundary groove on an interface separating a solid phase and a saturated fluid phase.
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Introduction. When a polycrystalline solid is heated in thermodynamical equilibrium with a fluid phase, grooves will form at the intersections of the grain boundaries and the interphase interface. These grooves have a constant dihedral angle and their dimensions roughly vary as (time) ${ }^{\alpha}$, the exponent $\alpha$ being determined by the dominant transport process involved.

We study here a model for the development by the mechanism of volume diffusion of such a grain boundary groove.

Referring to Mullins [6] for more details, we give a brief summary of the most important physical assumptions upon which the model is based:

1) the transport process involved in the growth of the groove is volume diffusion in the fluid phase,
2) isotropy of the interfacial free energy,
3) applicability of the Gibbs-Thompson formula relating curvature and chemical potential,
4) quasi steady-state volume diffusion,
5) negligible convection in the fluid phase,
6) the interface is taken to be initially flat.

Writing up the equations governing the groove development, we show that the groove profile has a fixed shape and linear dimensions that are proportional to (time) ${ }^{1 / 3}$.

This led us to study the stationary equations giving the shape of the groove. Then, we make some sort of nonlinear small slope approximation. That is, letting the curvature term be unchanged, for purposes of the diffusion problem we represent the interface as a plane.

The study of this approximate problem is a first step towards the solution of the complete problem (which is object of actual research), it gives some insight on the way the operators involved behave. On the same way the numerical resolution of the approximate problem (see [7]) enlightens our understanding of the computational processes involved in the numerical resolution of the complete problem.

From a physical point of view, the practical value of such an approximation is not obvious. Roughly speaking, the correction term created by our approximation depends linearly on the slope of the groove root (this is discussed on a physical level in [6]) whereas the correction term given by the linearization of the curvature depends

[^125]quadratically on the slope. So, for small slopes, we cannot expect a better suited quantitative model than the completely linear small slope approximation given in [6].

1. The mathematical problem and its approximation. We consider a plane section normal to the groove line and define cartesian coordinates in the plane so that the $x$ axis coincides with the trace of the initially flat interface and the negative $y$ axis coincides with the grain boundary. Letting $y=w(t, x)$ be the profile of the groove, we note that

$$
\Omega_{t}=\{(x, y) \mid y>w(t, x)\}, \quad \partial \Omega_{t}=\{(x, y) \mid y=w(t, w)\}
$$

$n(x, w(t, x))$ the unit vector normal to $\partial \Omega_{t}$ at $(x, w(t, x))$ and pointing out of $\Omega_{t}$, $C(t, x, y)$ the concentration of solid atoms in the solvent.

Then, following Mullins [6], we write the set of equations governing the growth of the groove:
(i) $\Delta C=0$ in $\Omega_{t}$ (quasi steady-state diffusion),
(ii) $C=\operatorname{Co}\left(1-L\left(D^{2} w /\left(1+D w^{2}\right)^{3 / 2}\right)\right)$ on $\partial \Omega_{t}$ for $x \neq 0$ (Gibbs-Thompson formula),
(iii) $D w(t, 0 \pm)= \pm m$ for all $t>0$ (constant dihedral angle),
(iv) $\partial w / \partial t=-M\left(1+D w^{2}\right)^{1 / 2} \partial C / \partial n$ (the normal flux determines the rate of movement of the interface),
(v) $w(0, x)=0$ (initially flat interface),
where $m$ is the slope at the groove root, $D$ indicates differentiation with respect to $x$ and Co, $L, M$ are physical constants.

We seek a solution of constant shape and try the function change:

$$
\begin{aligned}
& w(t, x)=t^{1 / 3} u\left(t^{-1 / 3} x\right) \\
& C(t, x, y)=\operatorname{Co}\left(1-t^{-1 / 3} c\left(t^{-1 / 3} x, t^{-1 / 3} y\right)\right)
\end{aligned}
$$

One readily sees by a straightforward computation that equations (i) $\cdots$ (v) change into the following system of stationary equations.

$$
\begin{align*}
& \Delta c=0 \text { in } \Omega \\
& c=L \frac{D^{2} u}{\left(1+D u^{2}\right)^{3 / 2}} \quad \text { on } \partial \Omega \text { for } x \neq 0  \tag{S}\\
& D u(0 \pm)= \pm m \\
& u-x D u=3 \operatorname{Co} M\left(1+D u^{2}\right)^{1 / 2} \frac{\partial c}{\partial n}
\end{align*}
$$

where $\Omega=\{(x, y) \mid y>u(x)\}$.
Let us identify $c$ on $\partial \Omega$ with a function of $x$, i.e. $c(x)=c(x, u(x))$. We show in [4], by a study of the single layer potential, the splitting:

$$
\left(1+D u^{2}\right)^{1 / 2} \frac{\partial c}{\partial n}=2 \pi \Lambda^{1} c+P(u) \cdot D c
$$

where the operator $\Lambda^{s}$ is defined by Fourier transform

$$
\widehat{\Lambda^{s} f}(\xi)=|\xi|^{s} \hat{f}(\xi)
$$

When $u$ is a smooth function the operator $P(u)$ (taken on the space $L^{2}(\mathbb{R})$ ) is a compact and smoothing one whose norm, denoted $\|P(u)\|_{o p}$, goes to 0 with $u$ (in some convenient norm). When $u$ is only Lipschitz $P(u)$ is defined by means of a singular
kernel and we can see, using deep results of Coifman, McIntosh and Meyer [1] that $\|P(u)\|_{o p}$ goes to 0 as the Lipschitz constant of $u$ goes to 0 .

For a detailed study of operator $P(u)$, which falls out of the scope of this work, we refer to [4] and [1].

In the sequel we shall approxime the operator $\left(1+D u^{2}\right)^{1 / 2} \partial / \partial n$ by its "dominant part" $2 \pi \Lambda^{1}$.

Then (S) becomes

$$
\begin{equation*}
u-x D u-\gamma \Lambda^{1} \frac{\left[D^{2} u\right]}{\left(1+D u^{2}\right)^{3 / 2}}=0, \quad D u(0 \pm)= \pm m \tag{E}
\end{equation*}
$$

and we note $\left[D^{2} u\right]=D^{2} u-2 m \delta$, where $\delta$ is the Dirac mass in 0 and derivatives are taken in the distribution sense.

If we approximate the curvature of the interface by $D^{2} u$, (E) becomes the linear small slope approximation studied in [6].

By a change of scale in the space, we can take the constant $\gamma$ to be $1 / 4 \pi^{2}$ which will be a convenient choice for the sequel.

We prove here an existence and uniqueness result for the solution of equation (E). Let us briefly indicate the plan of the proof.

First step (paragraph 2). For $\varepsilon>0$, we introduce an elliptic regularization ( $\mathrm{E}_{\varepsilon}$ ) of equation ( E ). Using a suitable linearization of ( $\mathrm{E}_{\varepsilon}$ ) and two estimates (A1, A2), we apply Schauder's fixed point theorem to prove that $\left(\mathrm{E}_{\varepsilon}\right)$ has a solution (Theorem 2.1).

Second step (paragraph 3). We show that equation (E) has a unique solution (Theorem 3.1) by a limit process, letting $\varepsilon$ go to zero in $\left(\mathrm{E}_{\varepsilon}\right)$. Here the crucial point is to obtain the key estimate $\left|D u_{\varepsilon}\right|_{\infty}$ bounded. This is a consequence of some technical lemmas and three basic estimates on $u_{\varepsilon}$ solution of $\left(\mathrm{E}_{\varepsilon}\right)$, (B1, B2, B3). Uniqueness is a straightforward consequence of the monotony of the nonlinear operator $-D^{2} u /\left(1+D u^{2}\right)^{3 / 2}$.
2. The regularized equation $\left(\mathbf{E}_{\varepsilon}\right)$. Throughout this paper we note $\operatorname{sgn} \xi$ the sign of the real number $\xi$ and $\operatorname{Re} z$ the real part of the complex number $z$. Functions under consideration are real-valued. Notice that for $f$ real valued, $\Lambda^{s} f$ is real valued. For $s$ real, we note $H^{s}=H^{s}(\mathbb{R})$ the usual Sobolev's space and $\langle\cdot, \cdot\rangle$ the pairing between $H^{s}$ and $H^{-s}$. Also we note $|f|$ the $L^{2}$-norm and $|f|_{\infty}$ the $L^{\infty}$-norm of the function $f$.

We find it convenient to use the solution $u_{0}$ of the linear problem:

$$
\begin{aligned}
& u_{0}-x D u_{0}-\frac{1}{4 \pi^{2}} \Lambda^{1}\left[D^{2} u_{0}\right]=0 \\
& D u_{0}(0 \pm)= \pm m
\end{aligned}
$$

or equivalently:

$$
u_{0}-x D u_{0}-\frac{1}{4 \pi^{2}} \Lambda^{1} D^{2} u_{0}=-\frac{m}{2 \pi^{2}} \Lambda^{1} \delta
$$

Fourier transformation leads to the linear differential equation

$$
\hat{u}_{0}+D\left(\xi \hat{u}_{0}\right)+|\xi|^{3} \hat{u}_{0}=-6 m|\xi|,
$$

and standard calculation gives the unique tempered solution:

$$
\hat{u}_{0}(\xi)=-\frac{m}{2 \pi^{2} \xi^{2}}\left(1-e^{-|\xi|^{3} / 3}\right)
$$

We notice that $u_{0}$ is in $H^{1}$ and

$$
D^{2} u_{0}=\left[D^{2} u_{0}\right]+2 m \delta
$$

with [ $D^{2} u_{0}$ ] square integrable.
We then introduce, for $\varepsilon>0$, the regularized equation
$\left(E_{\varepsilon}\right)$

$$
\begin{aligned}
& u-x D u-\frac{1}{4 \pi^{2}} \Lambda^{1} \frac{\left[D^{2} u\right]}{\left(1+D u^{2}\right)^{3 / 2}}-\frac{\varepsilon}{4 \pi^{2}} \Lambda^{1}\left(D^{2} u-D^{2} u_{0}\right)=0 \\
& D u(0 \pm)= \pm m
\end{aligned}
$$

In this section we prove the following:
Theorem 2.1. Equation ( $\mathrm{E}_{\varepsilon}$ ) possesses a unique solution $u_{\varepsilon}$ in the set $u_{0}+H^{2}$. This function is even.

Proof. Let $u=u_{0}+v, v \in H^{2}$, and define

$$
T(g)=\left(1-\left(1+\left(D u_{0}+g\right)^{2}\right)^{-3 / 2}\right)\left(D g+\left[D^{2} u_{0}\right]\right)
$$

equation $\left(\mathrm{E}_{\varepsilon}\right)$ now is:

$$
\begin{aligned}
& v-x D v+(1+\varepsilon) \Lambda^{3} v=-\frac{1}{4 \pi^{2}} \Lambda^{1} T(D v) \\
& D v(0)=0
\end{aligned}
$$

For $f \in L^{2}(\mathbb{R})$, we define $S(f)$ to be the unique solution $v \in H^{2}$ of

$$
v-x D v+(1+\varepsilon) \Lambda^{3} v=-\frac{1}{4 \pi^{2}} \Lambda^{1} f
$$

Equation $\left(\mathrm{E}_{\varepsilon}\right)$ then can be written

$$
\begin{aligned}
& v=S(T(D v))=\Phi(v), \\
& D v(0)=0 .
\end{aligned}
$$

We show now that the equation $v=\Phi(v)$ possesses an even solution in $H^{2}$. For $r \geqq 0$, let $C_{r}$ be the weakly compact convex set in $H^{2}$ of even functions $v$ such that: $|v|,|D v|$, $\left|D^{2} v\right| \leqq r$. for $r$ large enough, $\Phi$ maps $C_{r}$ into itself as is shown by the following lemma:

Lemma 2.2. Let $f \in L^{2}(\mathbb{R})$ and $v=S(f)$. Then we have:
(i) $|v| \leqq c|f|$,
(ii) $|D v| \leqq c|f|$,
(iii) $|D v|_{\infty} \leqq c|f|$,
(iv) $\left|D^{2} v\right| \leqq(1+\varepsilon)^{-1 / 2}|f|$,
where $c$ is a constant $<1$.
Proof. By Fourier transformation equation $\left(\mathrm{LE}_{\varepsilon}\right)$ becomes

$$
\hat{v}+D(\xi \hat{v})+(1+\varepsilon)|\xi|^{3} \hat{v}=-\frac{1}{4 \pi^{2}}|\xi| \hat{f}
$$

whose unique tempered solution is given by:

$$
\begin{equation*}
\hat{v}(\xi)=\frac{-1}{4 \pi^{2} \xi^{2}} e^{-(1+\varepsilon)|\xi|^{3} / 3} \int_{0}^{\xi} e^{(1+\varepsilon)|s|^{3} / 3} s|s| \hat{f}(s) d s . \tag{0}
\end{equation*}
$$

Schwarz's inequality shows this function is locally square integrable, since

$$
\left|\int_{0}^{\xi} e^{(1+\varepsilon)|s|^{3} / 3} s\right| s|\hat{f}(s) d s| \leqq\left.\left.\left|\int_{0}^{\xi}\right| \hat{f}(s)\right|^{2} d s\right|^{1 / 2} \cdot\left|\int_{0}^{\xi} s^{4} e^{2(1+\varepsilon)|s|^{3} / 3} d s\right|^{1 / 2}
$$

but

$$
\left|\int_{0}^{\xi} s^{4} e^{2(1+\varepsilon)|s|^{3} / 3} d s\right| \leqq|\xi|^{5} e^{2(1+\varepsilon)|\xi|^{3} / 3}
$$

so that $|\hat{v}(\xi)| \leqq\left(1 / 4 \pi^{2}\right)|\xi|^{1 / 2}|\hat{f}|$.
But it is not obvious from the expression (0) of $\hat{v}$ above that $v \in H^{2}$. Therefore we shall show inequalities (i), $\cdots$, (iv) for $\hat{f} C^{\infty}$ with compact support, a density argument then completes the proof of the lemma.

Estimate (A1). Multiplying equation $\left(\mathrm{LE}_{\varepsilon}\right)$ by $v$ and integrating over $\mathbb{R}$, we get

$$
|v|^{2}-\int x D v v d x+(1+\varepsilon)\left|\Lambda^{3 / 2} v\right|^{2} \leqq \frac{1}{4 \pi^{2}}|f|\left|\Lambda^{1} v\right| .
$$

One easily verifies using formula (0) that this makes sense. Integration by parts gives

$$
-\int x D v v d x=\int D(x v) v d x=\int v^{2} d x+\int x v D v d x
$$

whence $-\int x D v v d x=\frac{1}{2}|v|^{2}$, and we get

$$
\begin{equation*}
\frac{3}{2}|v|^{2}+(1+\varepsilon)\left|\Lambda^{3 / 2} v\right|^{2} \leqq \frac{1}{4 \pi^{2}}\left|f \| \Lambda^{1} v\right| . \tag{A1}
\end{equation*}
$$

Estimate (A2). We multiply equation $\left(\mathrm{LE}_{\varepsilon}\right)$ by $\Lambda^{1} v$ and integrate over $\mathbb{R}$; it becomes

$$
\left|\Lambda^{1 / 2} v\right|^{2}-\int x D v \Lambda^{1} v d x+(1+\varepsilon)\left|\Lambda^{2} v\right|^{2} \leqq \frac{1}{4 \pi^{2}}|f|\left|\Lambda^{2} v\right|
$$

Notice that $-\int x D v \Lambda^{1} v d x=\int D(\xi \hat{v})|\xi| \overline{\hat{v}} d \xi=0$; then we get

$$
\begin{equation*}
\left|\Lambda^{1 / 2} v\right|^{2}+\frac{1+\varepsilon}{2}\left|\Lambda^{2} v\right|^{2} \leqq \frac{1}{2\left(4 \pi^{2}\right)^{2}}|f|^{2} \tag{A2}
\end{equation*}
$$

which proves (iv):

$$
(1+\varepsilon)^{1 / 2}\left|D^{2} v\right| \leqq|f|
$$

We now use estimates (A1) and (A2) to prove (i), (ii), (iii). An easy computation gives

$$
|D v|^{2} \leqq \frac{8 \pi^{2}}{3}\left(\left|\Lambda^{1 / 2} v\right|^{2}+\frac{1}{2}\left|\Lambda^{2} v\right|^{2}\right)
$$

which together with (A2) gives

$$
|D v|^{2} \leqq \frac{1}{12 \pi^{2}}|f|^{2}
$$

i.e., (ii).

Using (ii), (iv) and $|D v|_{\infty} \leqq 1 / \sqrt{2}\left(|D v|^{2}+\left|D^{2} v\right|^{2}\right)^{1 / 2}$ one gets

$$
|D v|_{\infty} \leqq\left(\frac{1}{2}+\frac{1}{24 \pi^{2}}\right)^{1 / 2}|f|
$$

i.e., (iii).

Finally (i) is deduced from (A1) and (ii).
One easily sees now that $\Phi$ maps $c_{r}$ into itself for large $r$. First $\Phi(v)$ is even if $v$ is even, and Lemma 2.2 says:

$$
|\Phi(v)|,|D \Phi(v)|,\left|D^{2} \Phi(v)\right| \leqq c_{\varepsilon}|T(D v)|
$$

with $c_{\varepsilon}=\max \left(c,(1+\varepsilon)^{-1 / 2}\right)<1$.
But $|T(D v)| \leqq\left|D^{2} v\right|+\left|\left[D^{2} u_{0}\right]\right|$, so that $r$ just has to be chosen large enough to ensure:

$$
c_{\varepsilon}\left(r+\left|\left[D^{2} u_{0}\right]\right|\right) \leqq r .
$$

Let us now prove some convenient continuity property for the operator $\Phi$.
Lemma 2.3. The operator $T$ is continuous from bounded subsets of $H^{1}$ into $L^{2}$ for the weak topologies.

Proof. Recall $T(f)=\left(1-\left(1+\left(D u_{0}+f\right)^{2}\right)^{-3 / 2}\right)\left(D f+\left[D^{2} u_{0}\right]\right)$. Let $f_{n}$ converge weakly to $f$ in $H^{1}$. Then $f_{n} \rightarrow f$ uniformly on every compact and $D f_{n} \rightarrow D f$ weakly in $L^{2}$. An easy extra lemma says if $u_{n}$ is bounded in $L^{\infty}$ and $u_{n} \rightarrow u$ uniformly on every compact and $v_{n} \rightarrow v$ weakly in $L^{2}$ then $u_{n} v_{n} \rightarrow u v$ weakly in $L^{2}$. This, applied to $\left(1+\left(D u_{0}+f_{n}\right)^{2}\right)^{-3 / 2}$ and $D f_{n}$ completes the proof.

The linear operator $S$ is continuous from $L^{2}$ into $H^{2}$, then also weakly continuous, and from Lemma 2.3, one concludes $\Phi$ is continuous on $C_{r}$ for the weak topology of $H^{2}$. By Schauder's theorem, $\Phi$ has a fixed point $v_{\varepsilon} \in C_{r}$. Letting $u_{\varepsilon}=u_{0}+v_{\varepsilon}$, one gets an even solution of equation $\left(\mathrm{E}_{\varepsilon}\right)$. This solution is unique (the proof of uniqueness is as in the following section in the case of equation (E)).
3. An existence-uniqueness result for equation (E). This section is devoted to proving the following:

Theorem 3.1. Equation (E) has a unique solution $u$ in the set $u_{0}+H^{2}$. This solution is even.

Proof. We let $\varepsilon$ go to zero in equation $\left(\mathrm{E}_{\varepsilon}\right)$. Before deriving the necessary a priori estimates, we give a technical lemma.

Lemma 3.2. Let $h \in L^{2}$. There is a unique tempered function $u$ solution of

$$
\begin{equation*}
u-x D u=\Lambda^{1} h \tag{1}
\end{equation*}
$$

satisfying the estimate

$$
\begin{equation*}
\left|\Lambda^{-1} u\right|^{2}+3 \pi^{2}|x u|^{2} \leqq|h|^{2} . \tag{2}
\end{equation*}
$$

If moreover $u \in L^{2}$, then

$$
\begin{equation*}
\Lambda^{-1 / 2} u \in L^{2} \quad \text { and } \quad\langle h, u\rangle=2\left|\Lambda^{-1 / 2} u\right|^{2} \tag{3}
\end{equation*}
$$

Proof. Applying Fourier transforms to (1) gives

$$
\begin{equation*}
2 \hat{u}+\xi D \hat{u}=|\xi| \hat{h} ; \tag{̂}
\end{equation*}
$$

this differential equation has for particular solution

$$
\hat{u}(\xi)=\xi^{-2} \int_{0}^{\xi} s|s| \hat{h}(s) d s
$$

Applying Schwarz's inequality, one sees that $|\hat{u}(\xi)| \leqq C|\xi|^{1 / 2}$, so $\hat{u}$ is a tempered function.

Now we show this particular solution satisfies estimate (2): first considering the case $\hat{h} C^{\infty}$ with compact support, the result will then follow for $h \in L^{2}$ by a density argument.

For such a function $h, \xi^{-1} \hat{u}$ and $D \hat{u}$ both are in $L^{2}$, and so that we can multiply equation ( $\hat{1}$ ) by $\xi^{-1} D \overline{\hat{u}}$ and integrate over $\mathbb{R}$, we get:

$$
2 \int \hat{u} \frac{D \overline{\hat{u}}}{\xi} d \xi+\int|D \hat{u}|^{2} d \xi=\int \operatorname{sgn}(\xi) \hat{h} D \overline{\hat{u}} d \xi ;
$$

$u$ being real, the first integral is real and we have:

$$
\int \hat{u} D \overline{\hat{u}} \xi^{-1} d \xi=\int \xi^{-1} \operatorname{Re}(\hat{u} D \overline{\hat{u}}) d \xi=\frac{1}{2} \int \xi^{-1} D|\hat{u}|^{2} d \xi ;
$$

an integration by parts performed on the last integral then gives

$$
\int \hat{u} D \overline{\hat{u}} \xi^{-1} d \xi=\frac{1}{2} \int \xi^{-2}|\hat{u}|^{2} d \xi
$$

Then we have

$$
\left|\Lambda^{-1} u\right|^{2}+4 \pi^{2}|x u|^{2} \leqq 2 \pi|h||x u| \leqq|h|^{2}+\pi^{2}|x u|^{2},
$$

which proves estimate (2).
Uniqueness is obvious here since the general solution of (1) is obtained by adding $\lambda x$ to the particular solution.

If $u$ is square integrable, multiplying equation ( $\hat{1}$ ) by $|\xi|^{-1} \hat{\hat{u}}$ gives

$$
2 \int \hat{u} \overline{\hat{u}}|\xi|^{-1} d \xi+\int \operatorname{sgn}(\xi) D \hat{u} \hat{\hat{u}} d \xi=\int \hat{h} \hat{\hat{u}} d \xi
$$

But

$$
\int \operatorname{sgn}(\xi) D \hat{u} \overline{\hat{u}} d \xi=\int \operatorname{sgn}(\xi) \operatorname{Re}(D \hat{u} \overline{\hat{u}}) d \xi=\frac{1}{2} \int \operatorname{sgn}(\xi) D|\hat{u}|^{2} d \xi
$$

and this last integral vanishes since $\hat{u}$ is zero at 0 and $\infty$ (notice $\hat{u} \in H^{1}$ ). Then we have $\langle h, u\rangle=2 \int|\hat{u}|^{2}|\xi|^{-1} d \xi$, i.e. (3).

We use Lemma 3.2 to prove the following estimates.
Estimate (B1). Equation ( $\mathrm{E}_{\varepsilon}$ ) writes $u-x D u=\Lambda^{1} h,{ }^{1}$ with

$$
h=\frac{1}{4 \pi^{2}}\left(\frac{\left[D^{2} u\right]}{\left(1+D u^{2}\right)^{3 / 2}}+\varepsilon D^{2} u-\varepsilon D^{2} u_{0}\right) .
$$

Lemma 3.2 then gives

$$
\int \frac{\left[D^{2} u\right] u}{\left(1+D u^{2}\right)^{3 / 2}} d x+\varepsilon\left\langle D^{2} u, u\right\rangle-\varepsilon\left\langle D^{2} u_{0}, u\right\rangle=8 \pi^{2}\left|\Lambda^{-1 / 2} u\right|^{2} .
$$

[^126]Integration by parts gives

$$
\int \frac{\left[D^{2} u\right] u}{\left(1+D u^{2}\right)^{3 / 2}} d x=-\int \frac{D u^{2}}{\left(1+D u^{2}\right)^{1 / 2}} d x-\frac{2 m}{\left(1+m^{2}\right)^{1 / 2}} u(0)
$$

we have also

$$
\left\langle D^{2} u_{0}, u\right\rangle=\left\langle\left[D^{2} u_{0}\right], u\right\rangle+2 m u(0)
$$

and then

$$
\begin{align*}
& 8 \pi^{2}\left|\Lambda^{-1 / 2} u\right|^{2}+\int \frac{D u^{2}}{\left(1+D u^{2}\right)^{1 / 2}} d x+\varepsilon|D u|^{2}+2 m\left(\left(1+m^{2}\right)^{-1 / 2}+\varepsilon\right) u(0)  \tag{B1}\\
&=-\varepsilon\left\langle\left[D^{2} u_{0}\right], u\right\rangle
\end{align*}
$$

Estimate (B2). We may write equation $\left(\mathrm{E}_{\varepsilon}\right)$ as follows:

$$
\Lambda^{-1}(u-x D u)-\frac{1}{4 \pi^{2}} \frac{\left[D^{2} u\right]}{\left(1+D u^{2}\right)^{3 / 2}}-\frac{\varepsilon}{4 \pi^{2}}\left(D^{2} u-D^{2} u_{0}\right)=0
$$

We multiply by $-\left[D^{2} u\right]$ and integrate over $\mathbb{R}$. Then we need the following lemma.
Lemma 3.3. The solution $u$ of $\left(\mathrm{E}_{\varepsilon}\right)$ satisfies:

$$
\left\langle\Lambda^{-1}(u-x D u),-\left[D^{2} u\right]\right\rangle=4 \pi^{2}\left|\Lambda^{1 / 2} u\right|^{2}+4 m \Lambda^{-1} u(0)
$$

Proof. We first notice that $|\xi|^{-1} \hat{u}$ is integrable, so that $\Lambda^{-1} u$ is a continuous function (vanishing to infinity) and $\Lambda^{-1} u(0)$ makes sense. Let us begin the proof with a formal computation where some of the scalar products may be undefined. One has

$$
D^{2} u=\left[D^{2} u\right]+2 m \delta,
$$

and then

$$
\left\langle\Lambda^{-1}(u-x D u),-\left[D^{2} u\right]\right\rangle=\left\langle\Lambda^{-1}(u-x D u),-D^{2} u\right\rangle+2 m\left\langle\Lambda^{-1}(u-x D u), \delta\right\rangle,
$$

but

$$
\left\langle\Lambda^{-1}(u-x D u),-D^{2} u\right\rangle=4 \pi^{2}\left\langle u-x D u, \Lambda^{1} u\right\rangle=4 \pi^{2}\left|\Lambda^{1 / 2} u\right|^{2}-4 \pi^{2}\left\langle x D u, \Lambda^{1} u\right\rangle
$$

and

$$
\left\langle\Lambda^{-1}(u-x D u), \delta\right\rangle=\left\langle\Lambda^{-1}(2 u-D(x u)), \delta\right\rangle=2 \Lambda^{-1} u(0)-\left\langle\Lambda^{-1} D(x u), \delta\right\rangle .
$$

Now we examine the term

$$
\left\langle\Lambda^{-1} D(x u), \delta\right\rangle=-\int \operatorname{sgn}(\xi) D \hat{u} d \xi
$$

This last integral might be undefined since $D \hat{u}$ is only square integrable; however $\lim _{A \rightarrow \infty} \int_{-A}^{+A} \operatorname{sgn}(\xi) D \hat{u} d \xi=0$ for $\hat{u}$ is in $H^{1}$ and $\hat{u}(0)=0$. Similarly $\left\langle x D u, \Lambda^{1} u\right\rangle=$ $-\int D(\xi \hat{u})|\xi| \overline{\hat{u}} d \xi$.

Let us prove that

$$
\begin{aligned}
& \lim _{A \rightarrow+\infty} \operatorname{Re} \int_{-A}^{+A} \operatorname{sgn}(\xi) D(\xi \hat{u}) \xi \overline{\hat{u}} d \xi=0, \\
& \operatorname{Re} \int_{-A}^{+A} \operatorname{sgn}(\xi) D(\xi \hat{u}) \xi \overline{\hat{u}} d \xi=\frac{1}{2} \int_{-A}^{+A} \operatorname{sgn}(\xi) D\left(\xi^{2}|\hat{u}|^{2}\right) d \xi
\end{aligned}
$$

Thus it is enough to prove that $\xi \hat{u}$ vanishes to infinity, which is a consequence of the following lemma.

Lemma 3.4. Let the function $\nu$ satisfy a Hölder condition of order $\alpha / 2,0<\alpha \leqq 2$. If $\xi^{1+\alpha} \nu$ is square integrable, then $\xi^{\alpha} \nu \rightarrow 0$ as $|\xi| \rightarrow \infty$.

Proof. By contradiction. Thus assume the existence of a sequence $\xi_{n},\left|\xi_{n}\right| \rightarrow \infty$, and $\varepsilon>0$ such that $\left|\nu\left(\xi_{n}\right) \| \xi_{n}\right|^{\alpha} \geqq \varepsilon$. Since $\nu$ satisfies a Hölder condition of order $\alpha / 2$,

$$
\left|\nu(\xi)-\nu\left(\xi_{n}\right)\right| \leqq c\left|\xi-\xi_{n}\right|^{\alpha / 2}
$$

therefore

$$
|\nu(\xi)| \geqq\left|\nu\left(\xi_{n}\right)\right|-c\left|\xi-\xi_{n}\right|^{\alpha / 2} .
$$

Call In the interval $\left[\xi_{n}-\lambda \xi_{n}^{-2}, \xi_{n}+\lambda \xi_{n}^{-2}\right], \lambda>0$. For $\xi \in \operatorname{In}$, we have $\left|\xi-\xi_{n}\right|^{\alpha / 2} \leqq$ $\lambda^{\alpha / 2}\left|\xi_{n}\right|^{-\alpha}$, so that a suitable choice of $\lambda$ yields $|\nu(\xi)| \geqq \varepsilon / 2\left|\xi_{n}\right|^{-\alpha}$.

If the In's are disjoint, which we may assume, one has

$$
\int|\xi|^{2 \alpha+2}|\nu|^{2} d \xi \geqq \sum_{n=0}^{\infty} \int_{\operatorname{In}}|\xi|^{2 \alpha+2}|\nu|^{2} d \xi
$$

but

$$
\int_{\mathrm{In}}|\xi|^{2 \alpha+2}|\nu|^{2} d \xi \geqq \lambda \varepsilon^{2} / 4,
$$

so that the integral is divergent, which proves Lemma 3.4.
Let us go back to the proof of Lemma 3.3.

$$
\hat{u}=\hat{u}_{0}+\hat{v} \quad \text { and } \quad \xi \hat{u}_{0}=\frac{m}{2 \pi^{2} \xi}\left(e^{-|\xi|^{3} / 3}-1\right) .
$$

Thus it is enough to prove that $\xi \hat{v}$ vanishes to infinity. $\hat{u}$ and $\hat{u}_{0}$ belong to the space $H^{1}$; so do $\hat{v}$, which then satisfies a Hölder condition of order $\frac{1}{2}$, and applying Lemma 3.4 with $\alpha=1$ yields the desired result.

Finally, to justify the formal computation in Lemma 3.3, we compute $\left\langle\Lambda^{-1}(u-x D u), K_{A} *\left[D^{2} u\right]\right\rangle$, where $\hat{K}_{A}$ is the characteristic function of $[-A,+A]$, and take the limit $A \rightarrow \infty$. This completes the proof of Lemma 3.3.

From Lemma 3.3 one gets the estimate

$$
\begin{align*}
4 \pi^{2}\left|\Lambda^{1 / 2} u\right|^{2} & +\frac{1}{4 \pi^{2}} \int \frac{\left[D^{2} u\right]^{2}}{\left(1+D u^{2}\right)^{3 / 2}} d x+\frac{\varepsilon}{8 \pi^{2}}\left|\left[D^{2} u\right]\right|^{2}  \tag{B2}\\
& \leqq \frac{\varepsilon}{8 \pi^{2}}\left|\left[D^{2} u_{0}\right]\right|^{2}-4 m \Lambda^{-1} u(0)
\end{align*}
$$

Estimate (B3). We proceed as above but multiplying by $\Lambda^{-1} u$. Let us compute the term:

$$
\left\langle\Lambda^{-1}(u-x D u), \Lambda^{-1} u\right\rangle=2\left|\Lambda^{-1} u\right|^{2}-\left\langle\Lambda^{-1} D(x u), \Lambda^{-1} u\right\rangle
$$

but

$$
-\left\langle\Lambda^{-1} D(x u), \Lambda^{-1} u\right\rangle=\int D \hat{u} \bar{u} \xi^{-1} d \xi
$$

and, as in the proof of Lemma 3.2, we see that

$$
\int D \hat{u} \bar{u} \xi^{-1} d \xi=\frac{1}{2}\left|\Lambda^{-1} u\right|^{2}
$$

and therefore

$$
\left\langle\Lambda^{-1}(u-x D u), \Lambda^{-1} u\right\rangle=\frac{5}{2}\left|\Lambda^{-1} u\right|^{2}
$$

Denoting

$$
B u=-\frac{1}{4 \pi^{2}} \frac{\left[D^{2} u\right]}{\left(1+D u^{2}\right)^{3 / 2}},
$$

one obtains

$$
\frac{5}{2}\left|\Lambda^{-1} u\right|^{2}+\left\langle B u, \Lambda^{-1} u\right\rangle-\frac{\varepsilon}{4 \pi^{2}}\left\langle D^{2} u, \Lambda^{-1} u\right\rangle+\frac{\varepsilon}{4 \pi^{2}}\left\langle D^{2} u_{0}, \Lambda^{-1} u\right\rangle=0
$$

Then

$$
\frac{5}{2}\left|\Lambda^{-1} u\right|^{2}+\varepsilon\left|\Lambda^{1 / 2} u\right|^{2} \leqq|B u|\left|\Lambda^{-1} u\right|+\varepsilon\left|\Lambda^{1 / 2} u_{0}\right|\left|\Lambda^{1 / 2} u\right|,
$$

and finally

$$
\begin{equation*}
2\left|\Lambda^{-1} u\right|^{2}+\frac{\varepsilon}{2}\left|\Lambda^{1 / 2} u\right|^{2} \leqq \frac{\varepsilon}{2}\left|\Lambda^{1 / 2} u_{0}\right|^{2}+\frac{1}{2}|B u|^{2} \tag{B3}
\end{equation*}
$$

We now use estimates (B1), (B2), (B3) to prove Theorem 3.1. First, for every $\alpha>0$ there is a $C \alpha \geqq 0$ such that

$$
\left|\Lambda^{-1} u\right|_{\infty} \leqq \alpha\left|\Lambda^{1 / 2} u\right|+C \alpha\left|\Lambda^{-1} u\right|
$$

Taking this inequality in (B2) with $\alpha=\pi^{2} / m$ yields

$$
2 \pi^{2}\left|\Lambda^{1 / 2} u\right|^{2}+\frac{1}{4 \pi^{2}} \int \frac{\left[D^{2} u\right]^{2}}{\left(1+D u^{2}\right)^{3 / 2}} d x+\frac{\varepsilon}{8 \pi^{2}}\left|\left[D^{2} u\right]\right|^{2} \leqq A_{1}+A_{2}\left|\Lambda^{-1} u\right|
$$

for some constants $A_{1}$ and $A_{2}$.
On the other hand, we derive from (B3)

$$
\sqrt{2}\left|\Lambda^{-1} u\right| \leqq \sqrt{\frac{\varepsilon}{2}}\left|\Lambda^{1 / 2} u_{0}\right|+\frac{1}{\sqrt{2}}|B u|,
$$

which together with the previous inequality and

$$
\int \frac{\left[D^{2} u\right]^{2}}{\left(1+D u^{2}\right)^{3 / 2}} d x \geqq 16 \pi^{4}|B u|^{2}
$$

gives $4 \pi^{2}|B u|^{2} \leqq A_{3}+A_{4}|B u|$.

From this we deduce that $\left|B u_{\varepsilon}\right|$ remains bounded and, going back to (B3), that $\left|\Lambda^{-1} u_{\varepsilon}\right|$ and $\left|\Lambda^{1 / 2} u_{\varepsilon}\right|$ are bounded too, and then also $\left|u_{\varepsilon}\right|$.

We now return to (B1) to prove the key estimate: $\left|D u_{\varepsilon}\right|_{\infty}$ is bounded.
(B1) writes readily:

$$
\begin{equation*}
8 \pi^{2}\left|\Lambda^{-1 / 2} u\right|^{2}+\int \frac{D u^{2}}{\left(1+D u^{2}\right)^{1 / 2}} d x \leqq A_{5}+2 m\left(\varepsilon+\left(1+m^{2}\right)^{-1 / 2}\right)|u(0)| . \tag{4}
\end{equation*}
$$

To proceed further we need a technical lemma.
Lemma 3.5. For every $K>1$, there is some $C(K) \geqq 0$ such that

$$
\begin{equation*}
2|u(0)| \leqq K \int \frac{D u^{2}}{\left(1+D u^{2}\right)^{1 / 2}} d x+C(K)|u|^{2 / 3} \tag{5}
\end{equation*}
$$

for every even function $u \in H^{1}(\mathbb{R})$.
Proof. Let $K>1$ be fixed, there is a $\lambda>0$ for which $x^{2} /\left(1+x^{2}\right)^{1 / 2} \geqq|x| / K$ whenever $|x| \geqq \lambda$. Then

$$
\int_{0}^{\infty} \frac{D u^{2}}{\left(1+D u^{2}\right)^{1 / 2}} d x \geqq \frac{1}{K} \int_{E}|D u| d x+\frac{1}{\sqrt{1+\lambda^{2}}} \int_{E^{c}}|D u|^{2} d x
$$

where $E=\{x \geqq 0:|D u(x)| \geqq \lambda\}$.
Suppose first that $u$ is nonincreasing for $x \geqq 0$ and let

$$
u_{1}(x)=-\int_{x}^{\infty} \chi_{E} D u d t, \quad u_{2}(x)=-\int_{x}^{\infty} \chi_{E^{c}} D u d t,
$$

where $\chi_{E}$ is the characteristic function of the set $E$. Obviously $u=u_{1}+u_{2}$ and $0 \leqq u_{2} \leqq u$. As $u_{2}^{2}$ is absolutely continuous on every compact and $D\left(u_{2}^{2}\right)=2 u_{2} D u_{2}$, we have:

$$
u_{2}(0)^{2}=-2 \int_{0}^{\infty} u_{2} D u_{2} d x \leqq 2\left(\int_{0}^{\infty} u^{2} d x\right)^{1 / 2}\left(\int_{E^{c}} D u^{2} d x\right)^{1 / 2} .
$$

Applying Young's inequality, we get

$$
u_{2}(0) \leqq \frac{K}{\sqrt{1+\lambda^{2}}} \int_{E^{c}} D u^{2} d x+C(K)\left(\int_{0}^{\infty} u^{2} d x\right)^{1 / 3}
$$

On the other hand

$$
u_{1}(0)=-\int_{E} D u d x
$$

and since $u$ is even this proves (5).
The general case follows by considering the function $\tilde{u}(x)=\inf _{0 \leqq y \leqq x}|u(y)|$ which is nonincreasing and satisfies $|\tilde{u}(0)|=|u(0)|$. $\tilde{u}$ is absolutely continuous on every compact set since $|\tilde{u}(x)-\tilde{u}(y)| \leqq|u(y)-u(z)|$ for some $z \in[x, y]$ for which $|u(z)|$ is minimum. As $\tilde{u}(x) \leqq|u(x)|$ and $|D \tilde{u}(x)| \leqq|D u(x)|$, applying (5) to $\tilde{u}$ (extended with $\tilde{u}(-x)$ $=\tilde{u}(x))$ proves the lemma.

Let us return to (4); for $\varepsilon$ small enough we may apply Lemma 3.5 choosing $K$ such that $\left(m\left(1+m^{2}\right)^{-1 / 2}+m \varepsilon\right) K=\beta<1$. We get

$$
8 \pi^{2}\left|\Lambda^{-1 / 2} u\right|^{2}+(1-\beta) \int \frac{D u^{2}}{\left(1+D u^{2}\right)^{1 / 2}} d x \leqq \text { constant }
$$

and then

$$
\int \frac{D u^{2}}{\left(1+D u^{2}\right)^{1 / 2}} d x \leqq \text { constant. }
$$

On the other hand, since $D u \in H^{1}(0,+\infty)$, we have

$$
D \log \left(1+D u^{2}\right)=2 \frac{D u D^{2} u}{1+D u^{2}} ;
$$

thus for $x \geqq 0$

$$
\log \left(1+D u(x)^{2}\right)-\log \left(1+m^{2}\right)=2 \int_{0}^{x} \frac{D u}{\left(1+D u^{2}\right)^{1 / 4}} \frac{D^{2} u}{\left(1+D u^{2}\right)^{3 / 4}} d t
$$

then

$$
\left|\log \left(1+D u^{2}\right)-\log \left(1+m^{2}\right)\right|_{\infty} \leqq 2\left(\int \frac{D u^{2}}{\left(1+D u^{2}\right)^{1 / 2}} d x\right)^{1 / 2}\left(\int \frac{\left[D^{2} u\right]^{2}}{\left(1+D u^{2}\right)^{3 / 2}} d x\right)^{1 / 2}
$$

From the estimates above, this is bounded, consequently $\left|D u_{\varepsilon}\right|_{\infty}$ is bounded and so is |[ $\left.D^{2} u_{\varepsilon}\right]$ |.

Let now $\varepsilon$ go to zero. If $u_{\varepsilon}=u_{0}+v_{\varepsilon}, v_{\varepsilon}$ is bounded in $H^{2}$ and, passing to a subsequence if necessary, we may further assume that $v_{\varepsilon} \rightarrow v$ weakly in $H^{2}$.

Let $u=u_{0}+v$. As $\left[D^{2} u_{\varepsilon}\right] \rightarrow\left[D^{2} u\right]$ weakly in $L^{2}$ and $D v_{\varepsilon}>D v$ weakly in $H^{1}$ (and then also uniformly on every compact), $\left[D^{2} u_{\varepsilon}\right] /\left(1+D u_{\varepsilon}^{2}\right)^{3 / 2}$ must converge to [ $\left.D^{2} u\right] /\left(1+D u^{2}\right)^{3 / 2}$ weakly in $L^{2}$. Thus $u$ satisfies equation (E), and since $u_{\varepsilon}$ is even, so is $u$. To complete the proof of Theorem 3.1, it remains only to prove uniqueness.

Let $u_{1}, u_{2}$ be two solutions of ( E ) in the space $u_{0}+H^{2}$; we have:

$$
\Lambda^{-1}\left[u_{1}-u_{2}-x\left(D u_{1}-D u_{2}\right)\right]-\frac{1}{4 \pi^{2}}\left(\frac{\left[D^{2} u_{1}\right]}{\left(1+D u_{1}^{2}\right)^{3 / 2}}-\frac{\left[D^{2} u_{2}\right]}{\left(1+D u_{2}^{2}\right)^{3 / 2}}\right)=0 .
$$

Multiplying by $u_{1}-u_{2}$ and integrating by parts gives

$$
2\left|\Lambda^{-1 / 2}\left(u_{1}-u_{2}\right)\right|^{2}+\frac{1}{4 \pi^{2}} \int\left(\frac{D u_{1}}{\left(1+D u_{1}^{2}\right)^{1 / 2}}-\frac{D u_{2}}{\left(1+D u_{2}^{2}\right)^{1 / 2}}\right)\left(D u_{1}-D u_{2}\right) d x=0
$$

But $x /\left(1+x^{2}\right)^{1 / 2}$ is an increasing function of $x$ and the integral is $\geqq 0$, so then $u_{1}=u_{2}$.
Remark. The same mechanism working on an interface with no grain boundary and arbitrary initial profile leads us to solve the initial value problem:

$$
\begin{aligned}
& \frac{\partial w}{\partial t}-\Lambda^{1} \frac{D^{2} w}{\left(1+D w^{2}\right)^{3 / 2}}=0, \\
& w(0, x)=w_{0}(x) .
\end{aligned}
$$

An existence uniqueness result for that initial value problem is given in [5].
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# RECONSTRUCTION FROM RESTRICTED RADON TRANSFORM DATA: RESOLUTION AND ILL-CONDITIONEDNESS* 
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#### Abstract

Estimates are obtained for the ill-conditionedness of the inversion problem, which are independent of the method of inversion. These estimates are in terms of the resolution required of the inversion algorithm and parameters that describe the restrictions. Two kinds of restrictions are considered: the limited angle type and the exterior (hole) type.
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1. Introduction. As demonstrated by the technology of X-ray tomography, Radon transform data can be inverted quite successfully in cases where a full range of data is available. However, success has been less notable in cases of restricted data such as exterior (hole) problems and limited angle problems. Here we consider certain examples which clarify some of the difficulties that occur when the data is so restricted. From these examples we obtain estimates which give lower bounds on the ill-conditionedness of the reconstruction problem for restricted data. These estimates involve a parameter $b$ related to resolution and constants $a, r$ related to the restrictions; they are independent of the method of reconstruction.

In the limited angle case, Davison [2] has used a singular value decomposition to study ill-conditionedness. At the end of $\S 2$ we make an effort to relate some of his results to ours. A singular value decomposition for the exterior problem has been carried out by Quinto [6]. Since the bibliographies in [2] and [6] provide an account of work related to inversion of restricted data, we only mention a few articles of an introductory nature: [7] and [8] for general tomography; [3] and [4] for restricted problems.

Our results extend to Radon transforms $\hat{f}$ of functions $f$ on $R^{n}$ but there are technical complications. For clarity, we do the case $n=2$ first and comment on generalizations in §3. If $n=2$ then $\hat{f}$ gives the result of integrating $f$ along lines $\langle x, u\rangle=t$. Namely,

$$
\hat{f}(u, t)=\int_{-\infty}^{\infty} f(t u+s v) d s .
$$

Here $u=\left(u_{1}, u_{2}\right)$ is a point on the unit circle $S^{1}$ in $R^{2}$ and $v$ is either of the two unit vectors perpendicular to $u$. For points $x=\left(x_{1}, x_{2}\right)$ and $y=\left(y_{1}, y_{2}\right)$ in the plane $R^{2}$, $\langle x, y\rangle=x_{1} y_{1}+x_{2} y_{2}$ denotes the usual inner (dot) product. For the exterior problem the

[^127]data $\hat{f}$ is restricted to lines that miss a fixed disk. For the limited angle problem the vectors $u$ are restricted to a fixed sector.

We let $U$ denote the subset of $S^{1} \times R$ that corresponds to these restrictions on ( $u, t$ ). The distance from the point $x_{0}$ to the line $\langle x, u\rangle=t$ is $\left|t-\left\langle x_{0}, u\right\rangle\right|$. Thus

$$
\begin{equation*}
U=\left\{(u, t):\left|t-\left\langle x_{0}, u\right\rangle\right|>d\right\} \tag{1.1}
\end{equation*}
$$

corresponds to the lines that miss the disk with center $x_{0}$ and radius $d$. For the limited angle case, we fix $\alpha$ in ( $0, \pi / 2$ ) and take

$$
\begin{equation*}
U=\left\{(u, t):\left\langle u, e_{1}\right\rangle^{2} \leqq \cos ^{2} \alpha\right\} \tag{1.2}
\end{equation*}
$$

where $e_{1}=(1,0)$. Note that $u= \pm(\cos \theta, \sin \theta), \alpha \leqq \theta \leqq \pi-\alpha$ gives the vectors specified by (1.2).

The examples we consider are defined by

$$
\begin{equation*}
g_{b}(x)=\psi(x) e^{-a b|x|^{2}} \cos b x_{1} \tag{1.3}
\end{equation*}
$$

where $|x|^{2}=\langle x, x\rangle=x_{1}^{2}+x_{2}^{2}$ and $a, b$ are positive numbers. We assume that $\psi$ is a measurable function which is identically 1 on a disk $|x|<r$ and takes values in $[0,1]$ elsewhere. The function $\psi$ is included in (1.3) to provide a way to make $g_{b}$ vanish outside of a bounded set, but if desired, $\psi$ may be taken to be identically 1 .

Below, we assume $a>0$. However if one takes $a=0$ and takes $\psi$ to be the indicator function for the unit disk then $g_{b}$ reduces to a density that has been used in numerical tests of certain limited angle reconstruction algorithms; see [5].

We will be interested in $g_{b}$ in cases where $b$ becomes large with $a$ and $r$ fixed. In such cases the graph of $g_{b}$ has furrows near the origin, running parallel to the $x_{2}$ axis. The spacing of the furrows is $2 \pi / b$ and their length is of order $(a b)^{-1 / 2}$. One would expect $g_{b}$ to be reasonably well reconstructed by algorithms claiming to resolve features whose size is of order $1 / b$.

The following theorem shows that achieving such resolution when $b$ is large, leads to severe demands on the accuracy of the data.

Indeed, this result gives an estimate on the accuracy required and, we stress, is independent of the inversion algorithm. Roughly speaking, it indicates that such data must be given with accuracy of order $e^{-c b}$ in order to resolve features of size $1 / b$; here $c$ is a positive constant which depends on the geometry.

Theorem 1.1. Let $g_{b}$ and $r$ be as above. If $U$ is defined by (1.1) with $x_{0}=(0, d)$, $d=\sqrt{2} r$ and if $a=(2 \sqrt{2} r)^{-1}$ in (1.3), then for all $b>0$

$$
\begin{equation*}
\sup _{(u, t) \in U}\left|\hat{g}_{b}(u, t)\right| \leqq 2\left(\frac{\pi}{a b}\right)^{1 / 2} e^{-a r^{2} b} \tag{1.4}
\end{equation*}
$$

Likewise, if $U$ is defined by (1.2) and if $a=(2 r)^{-1} \sin \alpha$, then (1.4) again holds for all $b>0$.

Proof. The final remark in $\S 3$ shows that for all ( $u, t$ )

$$
\begin{equation*}
\left|\hat{g}_{b}(u, t)\right| \leqq\left(\frac{\pi}{a b}\right)^{1 / 2}\left(e^{-a b r^{2}}+e^{-a b Q}\right) \tag{1.5}
\end{equation*}
$$

where $Q=t^{2}+\left(u_{2}\right)^{2}(2 a)^{-2}$. Thus it suffices to prove that $Q \geqq r^{2}$ for $(u, t)$ in $U$. Since $|u|=1$, we see that $\left(u_{1}\right)^{2} \leqq \cos ^{2} \alpha$ implies $\left(u_{2}\right)^{2} \geqq \sin ^{2} \alpha$. Hence $Q \geqq(\sin \alpha)^{2}(2 a)^{-2}=r^{2}$ in the case of $U$ given by (1.2). In the other case we see from (1.1) that if $(u, t)$ is in $U$ then $\left|t-d u_{2}\right| \geqq d$, which implies $t^{2}+\left(d u_{2}\right)^{2} \geqq d^{2} / 2$. But this says $Q \geqq r^{2}$ because $d=\sqrt{2} r=(2 a)^{-1}$.

The functions $g_{b}$ can be used as building blocks to construct additional examples of densities $g$ that satisfy (1.4). How this is done depends on whether $U$ is given by (1.1) or (1.2).

If $U$ is given by (1.2) then any translate of $g_{b}$ will also satisfy (1.4). Superimposing such translates leads to examples like

$$
\begin{equation*}
g\left(x_{1}, x_{2}\right)=\int_{-1 / 2}^{1 / 2} g_{b}\left(x_{1}, x_{2}-t\right) d t \tag{1.6}
\end{equation*}
$$

For this example, the furrows are approximately of unit length when $b$ is large. If $U$ is given by (1.1) then other densities that satisfy (1.4) can be obtained from $g_{b}$ by using rotations of the plane about the point $x_{0}=(0, d)$ in place of translations.

Further examples of densities that can be constructed by using the functions $g_{b}$ are those of the form $f=h+c g_{b}$ where $c$ is a constant and $h$ is a suitable function. When $b$ is large, (1.4) shows that there will only be slight differences in the $U$ restricted Radon transform data for $f$ and $h$. Since $\left|g_{b}(x)\right| \leqq \psi(x) e^{-a b|x|^{2}}, c$ and $h$ can be chosen so that $f$ and $h$ satisfy nonnegativity conditions or, more generally, conditions which specify a given range of values on a given subset.
2. Discussion. In this section we examine in more detail some of the implications of Theorem 1.1. We begin with some useful notation and estimates. Define $\phi_{a, b}$ on $R^{2}$ by

$$
\phi_{a, b}\left(x_{1}, x_{2}\right)=\left\{\begin{array}{cl}
1 & \text { if } \cos b x_{1} \geqq \frac{1}{2} \text { and } a b|x|^{2} \leqq 1 \\
-1 & \text { if } \cos b x_{1} \leqq-\frac{1}{2} \text { and } a b|x|^{2} \leqq 1 \\
0 & \text { otherwise }
\end{array}\right.
$$

The resemblance between $\phi_{a, b}$ and $g_{b}$ is reflected in the fact that $\phi_{a, b} g_{b} \geqq 0$ and

$$
\begin{equation*}
\left|g_{b}\right| \geqq \frac{e^{-1}}{2}\left|\phi_{a, b}\right| \psi . \tag{2.1}
\end{equation*}
$$

We will assume $a b r^{2} \geqq 1$, so the factor of $\psi$ in (2.1) can be dropped. The set where $\left|\phi_{a, b}(x)\right|=1$ consists of stripes inside a disk of radius $(a b)^{-1 / 2}$. Since the area of those stripes is at least half the area of the disk we have

$$
\begin{equation*}
\left\|\phi_{a, b}\right\|_{p} \geqq\left(\frac{\pi}{2 a b}\right)^{1 / p} \tag{2.2}
\end{equation*}
$$

Here $\left\|\|_{p}\right.$ denotes the usual $L^{p}\left(R^{2}\right)$ norm:

$$
\|f\|_{p}=\left\{\int|f(x)|^{p} d x\right\}^{1 / p}
$$

where $d x=d x_{1} d x_{2}$ is the usual measure on $R^{2}$ and the integral is taken over the whole plane.

Combining (2.1) and (2.2) gives the first inequality in

$$
\begin{equation*}
\frac{e^{-1}}{2}\left(\frac{\pi}{2 a b}\right)^{1 / p} \leqq\left\|g_{b}\right\|_{p} \leqq\left(\frac{\pi}{p a b}\right)^{1 / p} \tag{2.3}
\end{equation*}
$$

The second inequality follows from $\left|g_{b}(x)\right| \leqq e^{-a b|x|^{2}}$.

Now suppose $V$ is a subset of $U$ and $A$ is a mapping of data $\left.\hat{f}\right|_{V}$ into functions defined on some subset $\Omega$ of the plane. Here $\left.\hat{f}\right|_{V}$ represents $\hat{f}$ restricted to the set $V$. $A$ may be viewed as a reconstruction algorithm. For notational convenience, we denote the result of $A$ applied to $\left.\hat{f}\right|_{V}$ by $R f$; symbolically $R f=A\left(\left.\hat{f}\right|_{V}\right)$. In addition, we define $R f$ to be 0 at points outside of $\Omega$.

To see the implications of estimates like (1.4) let $f_{1}$ and $f_{2}$ be densities that, for some nonzero constant $c$, satisfy $f_{1}(x)-f_{2}(x)=c g_{b}(x)$ at all $x$ in $\Omega$ and along all lines corresponding to $V$. If $A$ is a reconstruction algorithm in the sense that $R f$ approximates $f$ on $\Omega$ and if features of size $1 / b$ are resolved, then on $\Omega$ one can expect $R f_{1}-R f_{2}$ to resemble $c \phi_{a, b}$. This resemblance should be at least good enough to give an estimate such as

$$
\left\|R f_{1}-R f_{2}\right\|_{p} \geqq \frac{e^{-1}}{2}\left\{\int_{\Omega}\left|c \phi_{a, b}(x)\right|^{p} d x\right\}^{1 / p}
$$

This can be linked with an estimate like (2.2) if $\Omega$ is suitable. Even in the exterior case it is appropriate to assume that $\Omega$ contains the half disk $D$ defined by $x_{2}<0,\left(x_{1}\right)^{2}+$ $\left(x_{2}\right)^{2}<(a b)^{-1}$. Since the stripes where $\left|\phi_{a, b}(x)\right|=1$ cover more than half the area of $D$, this assumption on $\Omega$ implies

$$
\int_{\Omega}\left|\phi_{a, b}(x)\right|^{p} d x \geqq \frac{\pi}{4 a b}
$$

Combining the last two inequalities gives

$$
\begin{equation*}
\left\|R f_{1}-R f_{2}\right\|_{p} \geqq \frac{|c|}{2 e}\left(\frac{\pi}{4 a b}\right)^{1 / p} \tag{2.4}
\end{equation*}
$$

This difference in the reconstructions $R f_{1}, R f_{2}$ must be based on differences in the data $\left.\hat{f}_{1}\right|_{V},\left.\hat{f}_{2}\right|_{V}$. By (1.4) the difference in the data is at most $2|c|(\pi / a b)^{1 / 2} e^{-a r^{2} b}$. Thus to achieve (2.4), $A$ would have to amplify such small differences between sets of data by a factor that is at least of order $(a b)^{1 / 2-1 / p} e^{a r^{2} b}$.

Such amplification means that, to keep the effects of noise down, the data will at least have to be accurate to roughly $O\left(e^{-a r^{2} b}\right)$. Note that $a r^{2}=(r / 2) \sin \alpha$ in the limited angle case and $a r^{2}=(r / 4) \sqrt{2}$ in the exterior case.

In the above discussion we have tried to minimize the assumptions made about $A$. For specific reconstruction algorithms $A$ it should not be difficult to make the above considerations more precise.

For purposes of comparison with [2], we introduce some further notation. Let $H_{N}$ denote the space of functions of the form $h=\chi \phi$ where $\chi$ is the indicator function of the unit disk in $R^{2}$ and $\phi$ is any polynomial on $R^{2}$ of degree no more than $N$. Let

$$
\begin{equation*}
\varepsilon_{N}(\alpha)=\min _{h \in H_{N}} \frac{\|\hat{h}\|_{2, \alpha}}{\|h\|_{2}} \tag{2.5}
\end{equation*}
$$

where the denominator is the $L^{2}\left(R^{2}\right)$ norm of $h$ and the numerator is defined by

$$
\|\hat{h}\|_{2, \alpha}^{2}=\frac{1}{2} \int_{\alpha}^{\pi-\alpha} \int_{-1}^{1}|\hat{h}(u(\theta), t)|^{2}\left(1-t^{2}\right)^{1 / 2} d t d \theta
$$

with $u(\theta)=(\cos \theta, \sin \theta)$. The results in [2] imply that $\varepsilon_{N}(\alpha)=(\pi / N) \lambda_{N-1}(N, W)$ where $W=(\pi / 2-\alpha) / \pi$ and $\lambda_{N-1}(N, W)$ is the function plotted in [2, Fig. 1]. As an analogue of $\varepsilon_{N}(\alpha)$ we consider

$$
E_{b}(\alpha)=\frac{\sup \left|\hat{g}_{b}(u(\theta), t)\right|}{\left\|g_{b}\right\|_{2}}
$$

where the sup is over $\alpha<\theta<\pi-\alpha,-\infty<t<\infty$ and where the parameter $a$ in $g_{b}$ is chosen so that $a=(2 r)^{-1} \sin \alpha$. By (1.4) and (2.3) we have

$$
\begin{equation*}
E_{b}(\alpha) \leqq 4 e \sqrt{2} e^{-(b r \sin \alpha) / 2} . \tag{2.6}
\end{equation*}
$$

Figure 1 of [2] suggests that $\varepsilon_{N}(\alpha)$ varies with $N$ and $\alpha$ in much the same way as the right side of (2.6) varies with $b$ and $\alpha$.
3. Estimates. In this section we establish the estimates that were used above and comment on extensions to higher dimensions. We use the natural $n$ dimensional versions of the two-dimensional notation in $\S \S 1$ and 2.

The $k$-plane transform $R_{k}(f)$ of a function $f$ on $R^{n}$ is defined by

$$
R_{k}(f)(M)=\int_{M} f d \sigma
$$

where $M$ denotes any $k$-dimensional affine subspace of $R^{n}, 1 \leqq k \leqq n-1$ and $d \sigma$ is ordinary Euclidean measure on $M$. In what follows we let $q(M)$ denote the point on $M$ that is closest to the origin. If $v_{1}, \cdots, v_{k}$ are an orthonormal basis for the subspace $M-q(M)$ then

$$
\begin{equation*}
R_{k}(f)(M)=\int \cdots \int f\left(q(M)+\sum_{i=1}^{k} s_{i} v_{i}\right) d s_{1} \cdots d s_{k} \tag{3.1}
\end{equation*}
$$

For $k=n-1$, this becomes the Radon transform and we use the notation $\hat{f}(u, t)=$ $R_{n-1}(f)(M)$ where $M=\left\{x \in R^{n}:\langle x, u\rangle=t\right\}$.

Proposition 3.1. Let $h(x)=e^{-c|x|^{2}} \cos b x_{1}$ where $b, c$ are positive constants and $x_{1}=\left\langle x, e_{1}\right\rangle, e_{1}=(1,0, \cdots, 0)$. Then

$$
R_{k}(h)(M)=\left(\frac{\pi}{c}\right)^{k / 2} e^{-b^{2} l^{2}(4 c)^{-1}} e^{-c|q(M)|^{2}} \cos \left(b\left\langle q(M), e_{1}\right\rangle\right)
$$

where $l^{2}=\left|P_{M} e_{1}\right|^{2}=\sum_{i=1}^{k}\left\langle v_{i}, e_{1}\right\rangle^{2}$ is the square of the length of the vector obtained by orthogonally projecting $e_{1}$ onto $M-q(M)$.

Remark. In the Radon transform case, $q(M)=t u$ and

$$
\left|P_{M} e_{1}\right|^{2}=1-\left\langle u, e_{1}\right\rangle^{2}=\sum_{j=2}^{n}\left(u_{j}\right)^{2}
$$

Proof. If $x=q(M)+\sum_{i=1}^{k} s_{i} v_{i}$ with $v_{i}$ as in (3.1), then $|x|^{2}=|q(M)|^{2}+\sum_{i=1}^{k}\left(s_{i}\right)^{2}$ and $x_{1}=\left\langle q(M), e_{1}\right\rangle+(s, a)$ where $(s, a)=\sum_{i=1}^{k} s_{i} a_{i}$ and $a_{i}=\left\langle v_{i}, e_{1}\right\rangle$. Thus, from (3.1)

$$
R_{k}(h)(M)=\operatorname{Re} \int \cdots \int e^{-c|q(M)|^{2}} e^{-c|s|^{2}} e^{i b\left(\left\langle q(M), e_{1}\right\rangle+(s, a)\right)} d s_{1} \cdots d s_{k}
$$

Applying $\int e^{-c|s|^{2}} e^{i b(s, a)} d s=(\pi / c)^{k / 2} e^{-b^{2}|a|^{2}(4 c)^{-1}}$ completes the proof.

Proposition 3.2. Let $g=\psi h$ where $h$ is as in Proposition 3.1 and $\psi$ is any measurable function on $R^{n}$ taking values in the interval $[0,1]$ and satisfying $\psi(x)=1$ when $|x|<r$. Then

$$
\begin{equation*}
\left|R_{1}(g-h)(M)\right| \leqq\left(\frac{\pi}{c}\right)^{1 / 2} e^{-c r^{2}} \tag{3.2}
\end{equation*}
$$

while for $k \geqq 2$

$$
\begin{equation*}
\left|R_{k}(g-h)(M)\right| \leqq \frac{1}{2} \omega_{k-1} c^{-k / 2} \int_{c r^{2}}^{\infty} e^{-u} u^{(k / 2)-1} d u \tag{3.3}
\end{equation*}
$$

where $\omega_{k-1}$ denotes the area of the unit sphere in $R^{k}$.
Remark. The asymptotic expansion [1, pp. 13-14]

$$
\begin{equation*}
\int_{z}^{\infty} e^{-u} u^{q-1} d u \sim z^{q} e^{-z}\left\{\frac{1}{z}+\frac{q-1}{z^{2}}+\frac{(q-1)(q-2)}{z^{3}}+\cdots\right\} \tag{3.4}
\end{equation*}
$$

shows that (3.3) gives bounds much like (3.2) when $c r^{2}$ is large. If $q$ is a positive integer ( $k$ even) then (3.4) is exact. In particular, if $k=2$ then (3.3) says

$$
\begin{equation*}
\left|R_{2}(g-h)(M)\right| \leqq\left(\frac{\pi}{c}\right) e^{-c r^{2}} \tag{3.5}
\end{equation*}
$$

Proof. Using the fact that $|g-h|(x) \leqq \chi(x) e^{-c|x|^{2}}$ where $\chi$ is the indicator function for the set $|x| \geqq r$ we see from (3.1) that

$$
\begin{equation*}
\left|R_{k}(g-h)(M)\right| \leqq J(k, c, r,|q(M)|) \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
J(k, c, r, a)=\int_{a^{2}+|s|^{2} \geq r^{2}} e^{-c\left(a^{2}+|s|^{2}\right)} d s_{1} \cdots d s_{k} \tag{3.7}
\end{equation*}
$$

We first show that for all real $a$

$$
\begin{equation*}
J(1, c, r, a) \leqq J(1, c, r, r) \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
J(k, c, r, a) \leqq J(k, c, r, 0), \quad k \geqq 2 . \tag{3.9}
\end{equation*}
$$

If $r^{2} \leqq a^{2}$ then the integration in (3.7) is over all of $R^{k}$ and $e^{-c\left(a^{2}+s^{2}\right)} \leqq e^{-c\left(r^{2}+s^{2}\right)}$ so $J(k, c, r, a) \leqq J(k, c, r, r)$. Thus if (3.8) and (3.9) hold for $a^{2} \leqq r^{2}$ then they hold for all real $a$.

Assuming $r^{2}-a^{2} \geqq 0$ and changing to polar coordinates we have

$$
J(k, c, r, a)=\omega_{k-1} \int_{\left(r^{2}-a^{2}\right)^{1 / 2}}^{\infty} e^{-c\left(a^{2}+\rho^{2}\right)} \rho^{k-1} d \rho
$$

which becomes

$$
\begin{equation*}
J(k, c, r, a)=\frac{1}{2} \omega_{k-1} \int_{r^{2}}^{\infty} e^{-c t}\left(t-a^{2}\right)^{(k-2) / 2} d t \tag{3.10}
\end{equation*}
$$

after the change of variable $t=a^{2}+\rho^{2}$. If $t>r^{2} \geqq a^{2}$ then $\left(t-a^{2}\right)^{1 / 2} \leqq\left(t-r^{2}\right)^{1 / 2}$ and $\left(t-a^{2}\right)^{(k-2) / 2} \leqq(t-0)^{(k-2) / 2}$ for $k \geqq 2$. Thus (3.8) and (3.9) follow from (3.10).

To obtain (3.2) we apply (3.8) to (3.6) and note that $J(1, c, r, r)=(\pi / c)^{1 / 2} e^{-c r^{2}}$. To obtain (3.3) we apply (3.9) to (3.6) and express $J(k, c, r, 0)$ using (3.10) and the change of variable $u=c t$.

Remark. To derive the inequality (1.5) write $|\hat{g}| \leqq|\hat{g}-\hat{h}|+|\hat{h}|$ and apply Propositions 3.1 and 3.2 with $c=a b, n=2, k=1$. A higher-dimensional version of (1.5) can be obtained in the same way but (3.3) gives it a messy appearance. If $n=3, k=2$ then (3.3) simplifies to (3.5), so that

$$
|\hat{g}(u, t)| \leqq \frac{\pi}{c}\left(e^{-c r^{2}}+e^{-c Q}\right)
$$

where $Q=b^{2} l^{2}(2 c)^{-2}+t^{2}$. For $c=a b$ this gives the $n=3$ version of (1.5). If (1.1)-(1.3) are given $n=3$ interpretations, only two changes are needed in the statement of Theorem 1.1: take $x_{0}=d e_{0}$ where $e_{0}$ is any unit vector orthogonal to $e_{1}$ and change the right side of (1.4) by replacing $(\pi / a b)^{1 / 2}$ with $(\pi / a b)$. Concerning the proof we note that $\left|g t-d\left\langle e_{0}, u\right\rangle\right| \geqq d$ implies $t^{2}+d^{2}\left\langle e_{0}, u\right\rangle^{2} \geqq d^{2} / 2$. Also, $\left\langle e_{0}, u\right\rangle^{2}+\left\langle e_{1}, u\right\rangle^{2} \leqq|u|^{2}=1$ so $\left\langle e_{0}, u\right\rangle^{2} \leqq 1-\left\langle e_{1}, u\right\rangle^{2}=l^{2}$. Thus, if ( $u, t$ ) is in the set $U$ given by (1.1) then $t^{2}+d^{2} l^{2}$ $\geqq d^{2} / 2$ and hence $Q \geqq r^{2}$. For the case of $U$ given by (1.2), $Q \geqq r^{2}$ follows from $l^{2} \geqq \sin ^{2} \alpha$.

Acknowledgment. We thank the referee for bringing reference [5] to our attention.
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#### Abstract

Sign variations are given for the Macdonald identities for root systems of small rank. Limiting cases of these identities give properties of the eta function. Two such formulas are explicitly given.


Key words. Macdonald identities, eta function, root systems
AMS(MOS) subject classifications. Primary 10A20; secondary 10D05, 33A70

1. Introduction. The Macdonald identities [3] are the analogues of the Weyl denominator formula for affine root systems. Dyson [2], based upon Winquist's [6] original idea, found each infinite family of these identities (except $B_{n}^{\vee}$ ) by a case-by-case argument. Macdonald [3] gave a uniform proof of these identities.

Dyson's proof (and Macdonald's) can be thought of as having three main steps. Let $F\left(x_{1}, \cdots, x_{n}\right)$ be the product side of the Macdonald identities. Let $F$ have the Laurent expansion

$$
\begin{equation*}
F\left(x_{1}, \cdots, x_{n}\right)=\sum_{m} f\left(m_{1}, \cdots, m_{n} ; q\right) x_{1}^{m_{1}} \cdots x_{n}^{m_{n}} . \tag{1.1}
\end{equation*}
$$

These three steps are:
(I) Use the affine part of the root system to give functional equations for $F\left(x_{1}, \cdots, x_{n}\right)$ or $f\left(m_{1}, \cdots, m_{n} ; q\right)$. These equations reduce the number of unknown $f\left(m_{1}, \cdots, m_{n} ; q\right)$ to a finite number. This gives a fundamental domain for the lattice $M$ in the Macdonald identities (see [3]).
(II) Use the Weyl group $W$ of the finite root system to show that only one function, $f(0, \cdots, 0 ; q)$, the constant term, is unknown. The simple reflections give sign-reversing involutions which show that all terms other than the orbit of $W$ on $(0, \cdots, 0)$ are zero.
(III) Find the constant term by specializing the identity in (II). This can be done by choosing special roots of unity for each $x_{i}$ and using the Weyl denominator and Jacobi triple product formulas.

In this paper we shall use this proof to give new identities, called sign variations. The infinite products in $F\left(x_{1}, \cdots, x_{n}\right)$ are modified by allowing appropriate signs. Step (I) still holds. Instead of the Weyl group in (II), a subgroup related to the signs is used. This time more than orbit survives. There is one constant to be computed for each orbit. The calculations can be carried out if the rank of the root system is small.

These steps also easily prove the generalization of the Macdonald identities of type $A_{n}$ due to Milne [5]. They also indicate that the Macdonald identities could have a purely bijective proof.

[^128]2. Type $\boldsymbol{B}_{2}$. For Type $B_{2}$ the Macdonald identity is Winquist's identity [6], and the function $F(x, y)$ is
\[

$$
\begin{equation*}
F(x, y)=(1 / x)_{\infty}(q x)_{\infty}(1 / y)_{\infty}(q y)_{\infty}(1 / x y)_{\infty}(q x y)_{\infty}(y / x)_{\infty}(q x / y)_{\infty} \tag{2.1}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
(x)_{\infty}=(x ; q)_{\infty}=\prod_{n=0}^{\infty}\left(1-x q^{n}\right) \tag{2.2}
\end{equation*}
$$

(The base $q$ will be omitted unless a base other than $q$ is used.) The functional equations for (I) are

$$
\begin{equation*}
F(x, y)=-q^{3} x^{3} F(q x, y) \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
F(x, y)=-q^{2} y^{3} F(x, q y) \tag{2.4}
\end{equation*}
$$

which imply that

$$
\begin{equation*}
f(i, j ; q)=-q^{i} f(i-3, j ; q) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
f(i, j ; q)=-q^{j-1} f(i, j-3 ; q) \tag{2.6}
\end{equation*}
$$

So the functions $f(i, j ; q)$ are uniquely determined by the initial conditions at $(i, j)$, $0 \leqq i, j \leqq 2$.

For (II), the generators $\sigma_{1}$ and $\sigma_{2}$ of the Weyl group give

$$
\begin{equation*}
\sigma_{1}:-x^{3} F(x, y)=F(1 / x, y) \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{2}:-x F(x, y)=y F(y, x) \tag{2.8}
\end{equation*}
$$

These two equations imply

$$
\begin{equation*}
\sigma_{1}: f(i, j ; q)=-f(-i-3, j ; q) \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{2}: f(i, j ; q)=-f(j-1, i+1 ; q) . \tag{2.10}
\end{equation*}
$$

Equations (2.9) and (2.10) give relations on the initial conditions. They can be recorded by Fig. 1: the edges of $\sigma_{1}$ and $\sigma_{2}$ are solid and dotted lines, respectively. The edges are labeled with the appropriate sign of the equality. It is clear that $f$ is zero off the orbit of 00 . Moreover, all terms in this orbit are determined by $f(0,0 ; q)$.

For (III), the function $F(x, y)$ is given by (II) as

$$
\begin{align*}
& F(x, y)  \tag{2.11}\\
& \quad=f(0,0 ; q) \sum_{i, j=-\infty}^{\infty}(-1)^{i+j} q^{\left(3 i^{2}+3 j^{2}+3 i+j\right) / 2} x^{3 i} y^{3 j}\left(1+x^{2} y q^{2 i+j}+y^{2} q^{2 j}-x y q^{i+j}\right) .
\end{align*}
$$



Fig. 1

We trisect (2.11) by replacing $x$ and $y$ independently by $-1,-\omega$, and $-\omega^{2}$, and summing the resulting equations. The Jacobi triple product identity then implies

$$
\begin{equation*}
f(0,0 ; q)=1 /(q)_{\infty}^{2} \tag{2.12}
\end{equation*}
$$

For a sign variation, take a subset $T$ of positive roots, and replace all infinite products $(z)_{\infty}$ in $F(x, y)$ involving $T$ or $-T$ by $(-z)_{\infty}$. Then (I) still holds, with a possible change of sign. For (II), the subgroup $W(T)$ of $W$ which fixes $T \cup-T$ is used. For example, if

$$
\begin{equation*}
F(x, y)=(1 / x)_{\infty}(q x)_{\infty}(1 / y)_{\infty}(q y)_{\infty}(1 / x y)_{\infty}(q x y)_{\infty}(-y / x)_{\infty}(-q x / y)_{\infty} \tag{2.13}
\end{equation*}
$$ then (2.3) and (2.4) hold with no minus sign. The involution $\sigma_{1}$ is replaced by

$$
\begin{equation*}
-x^{2} y^{2} F(x, y)=F(1 / y, 1 / x) \tag{2.14}
\end{equation*}
$$

and (2.8) has no minus sign. The graph that results is shown as Fig. 2. There are two orbits which survive: 00-11-02-21 and 20-12. The formula that results is

$$
\begin{align*}
& F(x, y)  \tag{2.15}\\
& \quad=c_{1}(q) \sum_{i, j=-\infty}^{\infty} q^{\left(3 i^{2}+3 j^{2}+3 i+j\right) / 2} x^{3 i} y^{3 j}\left(1-q^{-j} / y+q^{-i-2 j} / x y^{2}-q^{-2 i-2 j} / x^{2} y^{2}\right) \\
& \\
& \quad+c_{2}(q) \sum_{i, j=-\infty}^{\infty} q^{\left(3 i^{2}+3 j^{2}+3 i+j\right) / 2} x^{3 i} y^{3 j}\left(q^{-i} / x-q^{-2 i-j} / x^{2} y\right),
\end{align*}
$$



Fig. 2
where

$$
\begin{equation*}
c_{1}(q)=\left(q^{3} ; q^{3}\right)_{\infty}(-q)_{\infty} /\left(-q^{3} ; q^{3}\right)_{\infty}(q)_{\infty}^{3} \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{2}(q)=-2\left(-q^{3} ; q^{3}\right)_{\infty}\left(q^{6} ; q^{6}\right)_{\infty} /(q)_{\infty}^{3} . \tag{2.17}
\end{equation*}
$$

There are two other $B_{2}$ sign variations. If
(2.18) $F(x, y)=(1 / x)_{\infty}(q x)_{\infty}(1 / y)_{\infty}(q y)_{\infty}(-1 / x y)_{\infty}(-q x y)_{\infty}(y / x)_{\infty}(q x / y)_{\infty}$, then

$$
\begin{align*}
F(x, y)= & c_{1}(q) \sum_{i, j=-\infty}^{\infty} q^{\left(3 i^{2}+3 j^{2}+3 i+j\right) / 2} x^{3 i} y^{3 j}\left(1-q^{-j} / y-q^{-i-2 j} / x y^{2}+q^{-2 i-2 j} / x^{2} y^{2}\right)  \tag{2.19}\\
& +c_{2}(q) \sum_{i, j=-\infty}^{\infty} q^{\left(3 i^{2}+3 j^{2}+3 i+j\right) / 2} x^{3 i} y^{3 j}\left(q^{-i-j} / x y-q^{-2 i} / x^{2}\right)
\end{align*}
$$

where

$$
\begin{equation*}
c_{1}(q)=\left(q^{3} ; q^{3}\right)_{\infty}(-q)_{\infty} /\left(-q^{3} ; q^{3}\right)_{\infty}(q)_{\infty}^{3} \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{2}(q)=2\left(q^{6} ; q^{6}\right)_{\infty}\left(-q^{3} ; q^{3}\right)_{\infty} /(q)_{\infty}^{3} \tag{2.21}
\end{equation*}
$$

If

$$
\begin{align*}
& F(x, y)  \tag{2.22}\\
& \quad=(-1 / x)_{\infty}(-q x)_{\infty}(-1 / y)_{\infty}(-q y)_{\infty}(-1 / x y)_{\infty}(-q x y)_{\infty}(-y / x)_{\infty}(-q x / y)_{\infty}
\end{align*}
$$

then

$$
\begin{align*}
F(x, y)= & c_{1}(q) \sum_{i, j=-\infty}^{\infty} q^{\left(3 i^{2}+3 j^{2}+3 i+j\right) / 2} x^{3 i} y^{3 j}\left(1+q^{-j} / y+q^{-i-2 j} / x y^{2}+q^{-2 i-2 j} / x^{2} y^{2}\right)  \tag{2.23}\\
& +c_{2}(q) \sum_{i, j=-\infty}^{\infty} q^{\left(3 i^{2}-3 j^{2}+i+j\right) / 2} x^{3 i-1} y^{3 j}\left(1+q^{-i} / x\right)\left(1+q^{-j} / y\right), \\
& +c_{3}(q) \sum_{i, j=-\infty}^{\infty} q^{\left(3 i^{2}+3 j^{2}+3 i-3 j\right) / 2} x^{3 i} y^{3 j-2},
\end{align*}
$$

where

$$
\begin{align*}
& c_{1}(q)=\left(q^{3} ; q^{3}\right)_{\infty}^{2}(-q)_{\infty}^{2} /\left(-q^{3} ; q^{3}\right)_{\infty}^{2}(q)_{\infty}^{4},  \tag{2.24}\\
& c_{2}(q)=\left(q^{3} ; q^{3}\right)_{\infty}\left(q^{6} ; q^{6}\right)_{\infty}(-1)_{\infty} /(q)_{\infty}^{4} \tag{2.25}
\end{align*}
$$

and

$$
\begin{align*}
c_{3}(q)=2 q^{1 / 2}\left[\left(q^{3 / 2}\right.\right. & \left.; q^{3}\right)_{\infty}\left(-q^{1 / 2}\right)_{\infty}^{2} /\left(q^{1 / 2}\right)_{\infty}  \tag{2.26}\\
& \left.-\left(-q^{3 / 2} ; q^{3}\right)_{\infty}\left(q^{1 / 2}\right)_{\infty}^{2} /\left(-q^{1 / 2}\right)_{\infty}\right] / 3(q)_{\infty}^{2}\left(q^{3} ; q^{6}\right)_{\infty}^{2}
\end{align*}
$$

In all of these formulas, on the sum side the orbit could be represented in another way. For example, in (2.11), the four terms could be taken as ( $x, y$ ) with exponents $(3 i, 3 j),(3 j-1,-3 i-2),(-3 i-3,3 j)$ and $(-3 j-2,3 i+1)$.
3. Types $\boldsymbol{A}_{2}, \boldsymbol{B} \boldsymbol{C}_{1}$, and $\boldsymbol{B}_{2}{ }^{\vee}$. These are the remaining types which have at most three sign variations. Types $G_{2}$ and $G_{2}{ }^{\vee}$ have 15 variations, while $A_{3}$ has 7. No infinite families of variations are given. It would appear that the appropriate constants are difficult to find in general.

Type $A_{2}$ :

$$
\begin{equation*}
F(x, y)=(-1 / x)_{\infty}(-q x)_{\infty}(1 / y)_{\infty}(q y)_{\infty}(1 / x y)_{\infty}(q x y)_{\infty} \tag{3.1}
\end{equation*}
$$

$$
\begin{align*}
F(x, y)= & c_{1}(q) \sum_{i, j=-\infty}^{\infty} q^{\left(i^{2}+j^{2}+i j+i+j\right)}(-1)^{i}\left(x^{2 i+j}+x^{-i+j-1}\right) y^{i+2 j}  \tag{3.2}\\
& +c_{2}(q) \sum_{i, j=-\infty}^{\infty} q^{\left(i^{2}+j^{2}+i j+3 i+3 j\right)}(-1)^{i} x^{2 i+j+2} y^{i+2 j+2}
\end{align*}
$$

where

$$
\begin{equation*}
c_{1}(q)=\left(q^{3} ; q^{3}\right)_{\infty}(-q)_{\infty} /\left(-q^{3} ; q^{3}\right)_{\infty}(q)_{\infty}^{3} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{2}(q)=2 q^{3}\left(-q^{3} ; q^{3}\right)_{\infty}\left(q^{6} ; q^{6}\right)_{\infty} /(q)_{\infty}^{3} \tag{3.4}
\end{equation*}
$$

Type $B C_{1}$ :

$$
\begin{align*}
& F(x)=(-1 / x)_{\infty}(-q x)_{\infty}\left(-q x^{2} ; q^{2}\right)_{\infty}\left(-q / x^{2} ; q^{2}\right)_{\infty} ;  \tag{3.5}\\
& F(x)=c_{1}(q) \sum_{n=-\infty}^{\infty} q^{n(3 n+1) / 2}\left(x^{3 n}+x^{-3 n-1}\right)+c_{2}(q) \sum_{n=-\infty}^{\infty} q^{3 n(n+1) / 2} x^{3 n+1} \tag{3.6}
\end{align*}
$$

where

$$
\begin{equation*}
c_{1}(q)=\left(q^{3} ; q^{3}\right)_{\infty}\left(-q^{3} ; q^{6}\right)_{\infty} /\left(-q ; q^{2}\right)_{\infty}(q)_{\infty}^{2} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{2}(q)=2 q\left(-q^{6} ; q^{6}\right)_{\infty}\left(q^{12} ; q^{12}\right)_{\infty} /\left(q^{2} ; q^{2}\right)_{\infty}(q)_{\infty} \tag{3.8}
\end{equation*}
$$

Type $B_{2}{ }^{\vee}$ :

$$
\begin{align*}
F(x, y)= & \left(1 / x^{2} ; q^{2}\right)_{\infty}\left(q^{2} x^{2} ; q^{2}\right)_{\infty}\left(1 / y^{2} ; q^{2}\right)_{\infty}\left(q^{2} y^{2} ; q^{2}\right)_{\infty}(1 / x y)_{\infty}(q x y)_{\infty}  \tag{3.9}\\
& \times(-y / x)_{\infty}(-q x / y)_{\infty}
\end{align*}
$$

(3.10)

$$
\begin{aligned}
& F(x, y)= c_{1}(q) \sum_{i, j=-\infty}^{\infty} q^{2 i^{2}+2 i+2 j^{2}+j}\left(x^{4 i} y^{4 j}-x^{-4 j-3} y^{-4 i-3}\right. \\
&\left.-x^{-4 i-4} y^{-4 j-2}+x^{4 j-1} y^{4 i+1}\right) \\
&+\dot{c_{2}}(q) \sum_{i, j=-\infty}^{\infty} q^{2 i^{2}+4 i+2 j^{2}+j}\left(x^{4 i+2} y^{4 j}-x^{-4 j-3} y^{-4 i-5}\right. \\
&\left.-x^{-4 i-6} y^{-4 j-2}+x^{4 j-1} y^{4 i+3}\right)
\end{aligned}
$$

where

$$
\begin{equation*}
c_{1}(q)=\left(-q^{2} ; q^{2}\right)_{\infty}^{5}(-q)_{\infty}^{3} /\left(q^{8} ; q^{8}\right)_{\infty}^{2} \tag{3.11}
\end{equation*}
$$

and

$$
\begin{align*}
c_{2}(q)= & -2 q^{2}\left(-q^{2} ; q^{2}\right)_{\infty}^{3}(-q)_{\infty} /\left(-q^{2} ; q^{4}\right)_{\infty}^{2}(q)_{\infty}^{2} ;  \tag{3.12}\\
F(x, y)= & \left(-1 / x^{2} ; q^{2}\right)_{\infty}\left(-q^{2} x^{2} ; q^{2}\right)_{\infty}\left(1 / y^{2} ; q^{2}\right)_{\infty}\left(q^{2} y^{2} ; q^{2}\right)_{\infty} \\
& \times(1 / x y)_{\infty}(q x y)_{\infty}(y / x)_{\infty}(q x / y)_{\infty} ; \\
F(x, y)= & c_{1}(q) \sum_{i, j=-\infty}^{\infty} q^{2 i^{2}+2 i+2 j^{2}+j}(-1)^{j} x^{4 i}\left(y^{4 j}-y^{-4 j-2}\right)  \tag{3.14}\\
+ & c_{2}(q) \sum_{i, j=-\infty}^{\infty} q^{2 i^{2}+3 i+2 j^{2}+2 j}(-1)^{j} y^{4 j+1}\left(x^{4 i+1}+x^{-4 i-5}\right) \\
& +c_{3}(q) \sum_{i, j=-\infty}^{\infty} q^{2 i^{2}+4 i+2 j^{2}+j}(-1)^{j} x^{4 i+2}\left(y^{4 j}-y^{-4 j-2}\right)
\end{align*}
$$

where

$$
\begin{align*}
& c_{1}(q)=\left(-q^{2} ; q^{2}\right)_{\infty}^{6} /\left(q^{8} ; q^{8}\right)_{\infty}^{2}\left(q ; q^{2}\right)_{\infty}  \tag{3.15}\\
& c_{2}(q)=-q\left(-q^{2} ; q^{2}\right)_{\infty}\left[\left(q^{1 / 2}\right)_{\infty}^{4}+\left(-q^{1 / 2}\right)_{\infty}^{4}\right] / 2\left(-q ; q^{2}\right)_{\infty}^{3}\left(q^{2} ; q^{2}\right)_{\infty} \tag{3.16}
\end{align*}
$$

and

$$
\begin{equation*}
c_{3}(q)=2 q^{2}\left(-q^{2} ; q^{2}\right)_{\infty}^{6} /\left(-q^{2} ; q^{4}\right)_{\infty}^{2}\left(q^{4} ; q^{4}\right)_{\infty}^{2}\left(q ; q^{2}\right)_{\infty} \tag{3.17}
\end{equation*}
$$

$$
\begin{align*}
& F(x, y)=\left(1 / x^{2} ; q^{2}\right)\left(q^{2} x^{2} ; q^{2}\right)_{\infty}\left(-1 / y^{2} ; q^{2}\right)_{\infty}\left(-q^{2} y^{2} ; q^{2}\right)_{\infty}  \tag{3.18}\\
& \times(1 / x y)_{\infty}(q x y)_{\infty}(y / x)_{\infty}(q x / y)_{\infty}
\end{align*}
$$

$$
\begin{align*}
F(x, y)= & c_{1}(q) \sum_{i, j=-\infty}^{\infty} q^{2 i^{2}+2 i+2 j^{2}+j}(-1)^{i} x^{4 i}\left(y^{4 j}+y^{-4 j-2}\right)  \tag{3.19}\\
& +c_{2}(q) \sum_{i, j=-\infty}^{\infty} q^{2 i^{2}+3 i+2 j^{2}+2 j}(-1)^{i} y^{4 j+1}\left(x^{4 i+1}-x^{-4 i-5}\right) \\
& +c_{3}(q) \sum_{i, j=-\infty}^{\infty} q^{2 i^{2}+3 i+2 j^{2}+4 j}(-1)^{i} y^{4 j+3}\left(x^{4 i+1}-x^{-4 i-5}\right)
\end{align*}
$$

where

$$
\begin{align*}
& c_{1}(q)=\left[\left(q^{1 / 2}\right)_{\infty}^{4}+\left(-q^{1 / 2}\right)_{\infty}^{4}\right] /\left(q^{2} ; q^{2}\right)_{\infty}^{2}\left(-q ; q^{2}\right)_{\infty}^{3}  \tag{3.20}\\
& c_{2}(q)=-q\left(-q^{2} ; q^{2}\right)_{\infty}^{6} /\left(q^{8} ; q^{8}\right)_{\infty}^{2}\left(q ; q^{2}\right)_{\infty} \tag{3.21}
\end{align*}
$$

and

$$
\begin{equation*}
c_{3}(q)=-2 q^{3}\left(-q^{2} ; q^{2}\right)_{\infty}^{2}\left(-q^{4} ; q^{4}\right)_{\infty}^{2} /\left(q^{2} ; q^{2}\right)_{\infty}(q)_{\infty} \tag{3.22}
\end{equation*}
$$

4. Remarks. One application of the Macdonald identities is to give expansions for powers of the eta function

$$
\begin{equation*}
\eta(q)=q^{1 / 24}(q)_{\infty} . \tag{4.1}
\end{equation*}
$$

For example, if $x \rightarrow 1$ in the identity of type $B C_{1}$, then (see [3, p. 93])

$$
\begin{equation*}
\sum_{n \equiv 1(\bmod 6)} n q^{n^{2} / 24}=\eta(q)^{5} / \eta\left(q^{2}\right)^{2} \tag{4.2}
\end{equation*}
$$

If $x \rightarrow-1$ in the sign variation of $B C_{1}((3.5)$ and (3.6)), we find

$$
\begin{align*}
\sum_{n \equiv 1(\bmod 6)}(-1)^{(n-1) / 6} n q^{n^{2} / 24}= & \eta(q) \eta\left(q^{2}\right)^{6} \eta\left(q^{12}\right) / \eta\left(q^{4}\right)^{3} \eta\left(q^{6}\right)^{2}  \tag{4.3}\\
& +6 \eta\left(q^{2}\right) \eta\left(q^{3}\right)^{3} \eta\left(q^{12}\right)^{3} / \eta\left(q^{4}\right) \eta\left(q^{6}\right)^{3}
\end{align*}
$$

As another example, we let $x, y \rightarrow 1$ in the sign variation (2.15) of $B_{2}$. It is easy to see that $\eta(q)^{3} c_{1}(q)$ and $\eta(q)^{3} c_{2}(q)$ can be expanded by the Jacobi triple product identity to obtain

$$
\begin{align*}
& 4 \eta(q)^{7} \eta\left(q^{2}\right)^{2} q^{-11 / 24}  \tag{4.4}\\
& =3 \sum_{i, j, k=-\infty}^{\infty}\{i(3 j-1)(3 j+3 i+1)+(3 i+1)(3 j+2)(i+j+1)\} q^{\left(3 k^{2}+k+3 i^{2}+3 i+3 j^{2}+j\right) / 2} \\
& \quad-\sum_{i, j, k=-\infty}^{\infty}\{3 j(3 j-1)(3 i-1)+(3 i+1)(3 i+2)(3 j+2)\} q^{\left(3 k^{2}+3 k+3 i^{2}+i+3 j^{2}+j\right) / 2} .
\end{align*}
$$

All of the sign variations can be treated in this way.
These techniques do not apply to the finite forms of the Macdonald conjectures in [4]. It is reasonable to ask if there are constant term formulas for finite forms of the sign variations. The answer is no, for in the low rank cases, such a result would imply that a well poised ${ }_{3} F_{2}(-1)$ (see [1]) is evaluable.
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#### Abstract

Using Askey and Wilson's orthogonality relation and Rahman's product formula for Askey-Wilson polynomials a Gegenbauer-type product formula is obtained for continuous $q$-ultraspherical polynomials. Summation and transformation formulas for balanced hypergeometric series are then employed to derive a $q$-analogue of Gegenbauer's addition formula.
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1. Introduction. In 1875 Gegenbauer [9] gave the following addition formula for ultraspherical polynomials;

$$
\begin{gather*}
C_{n}^{\lambda}(\cos \psi)=\sum_{k=0}^{n} a_{k, n}^{\lambda}(\sin \theta)^{k} C_{n-k}^{\lambda+k}(\cos \theta)(\sin \phi)^{k} C_{n-k}^{\lambda+k}(\cos \phi)  \tag{1.1}\\
\cdot C_{k}^{\lambda-1 / 2}\left(\frac{\cos \psi-\cos \theta \cos \phi}{\sin \theta \sin \phi}\right),
\end{gather*}
$$

where

$$
\begin{equation*}
a_{k, n}^{\lambda}=\frac{\Gamma(2 \lambda-1)}{\Gamma^{2}(\lambda)} \frac{\Gamma^{2}(k+\lambda)(n-k)!(2 k+2 \lambda-1) 2^{2 k}}{\Gamma(n+k+2 \lambda)} \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{n}^{\lambda}(\cos \theta)=\sum_{k=0}^{n} \frac{(\lambda)_{k}(\lambda)_{n-k}}{k!(n-k)!} \cos (n-2 k) \theta, \quad 0 \leqq \theta \leqq \pi . \tag{1.3}
\end{equation*}
$$

See also Erdélyi [6, p. 178 (34), watch for the misprint $2^{m}$ which should be $2^{2 m}$ ], Askey [1, p. 30 (4.7), a factor of $n!/(2 \lambda)_{n}$ is missing in the first term] or Whittaker and Watson [18, p.335, Ex. 42]. There are many proofs of this important formula, some are analytic in nature and some group theoretic. For extensive references see [1, Lecture 4]. One of the formulas that is contained in (1.1) is Gegenbauer's product formula

$$
\begin{equation*}
C_{n}^{\lambda}(\cos \theta) C_{n}^{\lambda}(\cos \phi)=b_{n}^{\lambda} \int_{0}^{\pi} C_{n}^{\lambda}(\cos \theta \cos \phi+\sin \theta \sin \phi \cos \psi)(\sin \psi)^{2 \lambda-1} d \psi, \tag{1.4}
\end{equation*}
$$

$\operatorname{Re} \lambda>0$, where

$$
\begin{equation*}
b_{n}^{\lambda}=C_{n}^{\lambda}(1)\left[\int_{0}^{\pi}(\sin \psi)^{2 \lambda-1} d \psi\right]^{-1}=\frac{2^{1-2 \lambda} \Gamma(2 \lambda+n)}{\Gamma^{2}(\lambda) n!}, \tag{1.5}
\end{equation*}
$$

[^129]see [5, p. 177, (20)] or [1, p. 30, (4.10)]. Equivalent to (1.4) is the product formula
\[

$$
\begin{equation*}
\frac{C_{n}^{\lambda}(x) C_{n}^{\lambda}(y)}{C_{n}^{\lambda}(1) C_{n}^{\lambda}(1)}=\int_{-1}^{1} K(x, y, z) \frac{C_{n}^{\lambda}(z)}{C_{n}^{\lambda}(1)} d z \tag{1.6}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
K(x, y, z)=\frac{\Gamma(\lambda+1 / 2)}{\Gamma(\lambda) \Gamma(1 / 2)} \frac{\left(1-x^{2}-y^{2}-z^{2}+2 x y z\right)^{\lambda-1}}{\left[\left(1-x^{2}\right)\left(1-y^{2}\right)\right]^{\lambda-1 / 2}} \quad \text { or } 0 \tag{1.7}
\end{equation*}
$$

according as $1-x^{2}-y^{2}-z^{2}+2 x y z$ is positive or negative, see [7, (1.4)] or [10].
The purpose of this paper is to obtain a $q$-analogue of (1.6) and then use it to derive an addition formula for Rogers' $q$-ultraspherical polynomials defined by

$$
\begin{equation*}
C_{n}(x ; \beta \mid q)=\sum_{k=0}^{n} \frac{(\beta ; q)_{k}(\beta ; q)_{n-k}}{(q ; q)_{k}(q ; q)_{n-k}} \cos (n-2 k) \theta, \quad x=\cos \theta \tag{1.8}
\end{equation*}
$$

where the $q$-shifted factorials $(a ; q)_{k}$ are given by

$$
\begin{equation*}
(a ; q)_{k}=\frac{(a ; q)_{\infty}}{\left(a q^{k} ; q\right)_{\infty}}, \quad(a ; q)_{\infty}=\prod_{j=0}^{\infty}\left(1-a q^{j}\right), \quad|q|<1 \tag{1.9}
\end{equation*}
$$

Askey and Ismail [2] have recently proved that

$$
\begin{equation*}
C_{n}(x ; \beta \mid q)=\frac{(\beta ; q)_{n}}{(q ; q)_{n}} \beta^{-n / 2} p_{n}(x ; \sqrt{\beta}, \sqrt{\beta q},-\sqrt{\beta},-\sqrt{\beta q}), \tag{1.10}
\end{equation*}
$$

where

$$
p_{n}(x ; a, b, c, d)={ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-n}, a b c d q^{n-1}, a e^{i \theta}, a e^{-i \theta}  \tag{1.11}\\
a b, a c, a d
\end{array} ; q, q\right], \quad x=\cos \theta
$$

is the Askey-Wilson polynomial of degree $n$, discovered by Askey and Wilson [3], that satisfies the orthogonality relation

$$
\begin{equation*}
\int_{-1}^{1} w(x ; a, b, c, d) p_{m}(x ; a, b, c, d) p_{n}(x ; a, b, c, d) \frac{d x}{\sqrt{1-x^{2}}}=h_{n}(a, b, c, d) \delta_{m, n} \tag{1.12}
\end{equation*}
$$

with

$$
\begin{align*}
& w(x ; a, b, c, d)=\frac{h(x ; 1) h(x ;-1) h(x ; \sqrt{q}) h(x ;-\sqrt{q})}{h(x ; a) h(x ; b) h(x ; c) h(x ; d)}  \tag{1.13}\\
& h(x ; a)=\prod_{n=0}^{\infty}\left(1-2 a x q^{n}+a^{2} q^{2 n}\right)=\left(a e^{i \theta} ; q\right)_{\infty}\left(a e^{-i \theta} ; q\right)_{\infty}  \tag{1.14}\\
& h_{n}(a, b, c, d)=h_{0}(a, b, c, d) \frac{(q, c d, b d, b c ; q)_{n}\left(1-a b c d q^{-1}\right)}{\left(a b c d q^{-1}, a b, a c, a d ; q\right)_{n}\left(1-a b c d q^{2 n-1}\right)} a^{2 n} \tag{1.15}
\end{align*}
$$

$$
\begin{equation*}
\left(a_{1}, a_{2}, \cdots, a_{m} ; q\right)_{n}=\prod_{i=1}^{m}\left(a_{i} ; q\right)_{n} \tag{1.16}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{0}(a, b, c, d)=\int_{-1}^{1} w(x ; a, b, c, d) \frac{d x}{\sqrt{1-x^{2}}}=\frac{2 \pi(a b c d ; q)_{\infty}}{(q, a b, a c, a d, b c, b d, c d ; q)_{\infty}} \tag{1.17}
\end{equation*}
$$

provided $\max (|a|,|b|,|c|,|d|,|q|)<1$. The symbol on the right side of (1.11) is a special type of basic hypergeometric series defined by

$$
{ }_{r+1} \boldsymbol{\phi}_{r}\left[\begin{array}{c}
a_{1}, a_{2}, \cdots, a_{r+1}  \tag{1.18}\\
b_{1}, \cdots, b_{r}
\end{array} ; q, z\right]=\sum_{k=0}^{\infty} \frac{\left(a_{1}, a_{2}, \cdots, a_{r+1} ; q\right)_{k}}{\left(q, b_{1}, \cdots, b_{r} ; q\right)_{k}} z^{k},
$$

whenever the series converges. The series becomes a polynomial of degree $n$ in $z$ if any one of the numerator parameters has the form $q^{-n}, n=0,1,2, \cdots$. The series (1.18) is called balanced if $z=q$ and $b_{1} b_{2} \cdots b_{r}=q a_{1} a_{2} \cdots a_{r+1}$; it is called well-poised if $a_{2} b_{1}=a_{3} b_{2}=\cdots=a_{r+1} b_{r}=q a_{1}$; and very-well-poised if, in addition, $b_{1}=\sqrt{a_{1}}, b_{2}=$ $-\sqrt{a_{1}}$. Note that the ${ }_{4} \phi_{3}$ series on the right of (1.11) is balanced.

In addition to balanced ${ }_{4} \phi_{3}$ series we make fairly extensive use of very-well-poised series in this paper, so we shall adopt an economical notation:

$$
\begin{gather*}
{ }_{r+1} \phi_{r}\left[\begin{array}{c}
a, q \sqrt{a},-q \sqrt{a}, a_{1}, a_{2}, \cdots, a_{r-2} \\
\sqrt{a},-\sqrt{a}, a q / a_{1}, a q / a_{2}, \cdots, a q / a_{r-2}
\end{array} ; q, z\right]  \tag{1.19}\\
\equiv_{r+1} W_{r}\left(a ; a_{1}, a_{2}, \cdots, a_{r-2} ; q, z\right)
\end{gather*}
$$

In $\S 2$ we shall use a $q$-analogue of Koorwinder's proof [12] of his product formula for Jacobi polynomials to prove that a $q$-analogue of (1.6) is

$$
\begin{align*}
p_{n}(x ; a, a \sqrt{q} & -a,-a \sqrt{q}) p_{n}(y ; a, a \sqrt{q},-a,-a \sqrt{q})  \tag{1.20}\\
& =\int_{-1}^{1} K(x, y, z \mid q) p_{n}(z ; a, a \sqrt{q},-a,-a \sqrt{q}) d z
\end{align*}
$$

where

$$
\begin{equation*}
K(x, y, z \mid q)=A^{-1}(\theta, \phi)\left(1-z^{2}\right)^{-1 / 2} w\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right) \tag{1.21}
\end{equation*}
$$

and

$$
\begin{align*}
A(\theta, \phi) & =h_{0}\left(a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right)  \tag{1.22}\\
& =\frac{2 \pi\left(a^{4} ; q\right)_{\infty}}{\left(q, a^{2}, a^{2} ; q\right)_{\infty}\left|\left(a^{2} e^{2 i \theta}, a^{2} e^{2 i \phi} ; q\right)_{\infty}\right|^{2}},
\end{align*}
$$

$x=\cos \theta, y=\cos \phi, 0 \leqq \theta \leqq \pi, 0 \leqq \phi \leqq \pi, \max (|a|,|q|)<1$. Note that $K(x, y, z \mid q)$ is positive for all $z \in(-1,1)$ and all $\theta, \phi$ in $[0, \pi]$, unlike $K(x, y, z)$ in (1.7) which vanishes unless $x, y, z$ satisfy certain triangle-type inequalities. However, after replacing $a$ by $q^{a}$ and then $a$ by $\lambda / 2$ we will show in $\S 3$ that

$$
\begin{equation*}
\lim _{q \rightarrow 1-} K(x, y, z \mid q)=K(x, y, z) \tag{1.23}
\end{equation*}
$$

It may be pointed out that (1.20) is probably not optimal as a positive kernel for $q$-ultraspherical expansions since $p_{n}(x ; q, a \sqrt{q},-a,-a \sqrt{q})$ does not equal 1 at $x=1$, although

$$
\lim _{q \rightarrow 1-} p_{n}\left(x ; q^{\lambda / 2}, q^{(\lambda+1) / 2},-q^{\lambda / 2},-q^{(\lambda+1) / 2}\right)=C_{n}^{\lambda}(x) / C_{n}^{\lambda}(1) .
$$

In $\S 4$ we will make use of the orthogonality property (1.12) of Askey-Wilson polynomials to obtain the addition formula

$$
\begin{align*}
& p_{n}(z ; a, a \sqrt{q},-a,-a \sqrt{q})  \tag{1.24}\\
& =\sum_{m=0}^{n} C_{m, n}(a \mid q) e^{-m i \theta}\left(a^{2} e^{2 i \theta} ; q\right)_{m} p_{n-m}\left(x ; a q^{m / 2}, a q^{(m+1) / 2},-a q^{m / 2},-a q^{(m+1) / 2}\right) \\
& \quad \cdot e^{-m i \phi}\left(a^{2} e^{2 i \phi} ; q\right)_{m} p_{n-m}\left(y ; a q^{m / 2}, a q^{(m+1) / 2},-a q^{m / 2},-a q^{(m+1) / 2}\right) \\
& \quad \cdot p_{m}\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right)
\end{align*}
$$

where

$$
\begin{equation*}
C_{m, n}(a \mid q)=\frac{(q ; q)_{n}\left(a^{2}, a^{4} q^{n}, a^{4} q^{-1} ; q\right)_{m} q^{m(m-n)}}{(q ; q)_{m}(q ; q)_{n-m}\left(a^{2} \sqrt{q},-a^{2} \sqrt{q},-a^{2} ; q\right)_{m}\left(a^{4} q^{-1} ; q\right)_{2 m}} \tag{1.25}
\end{equation*}
$$

Writing $x=\cos \theta, y=\cos \phi, z=\cos \psi$, replacing $a$ by $q^{\lambda / 2}$ and taking the limit $q \rightarrow 1$ - one can easily see that (1.24) goes directly to (1.1) after using the ${ }_{2} F_{1}$ representation of $C_{n}^{\lambda}(x)$ :

$$
\begin{equation*}
\frac{C_{n}^{\lambda}(x)}{C_{n}^{\lambda}(1)}={ }_{2} F_{1}\left(-n, n+2 \lambda ; \lambda+\frac{1}{2} ; \frac{1-x}{2}\right) . \tag{1.26}
\end{equation*}
$$

In a subsequent paper we shall consider some special cases of (1.24) and discuss some applications.
2. Proof of the product formula (1.20). The starting point for the derivation of (1.20) is Rahman's product formula [8], [14] for Askey-Wilson polynomials which, in the $q$-ultraspherical case, can be written as

$$
\begin{align*}
& p_{n}(x ; a, a \sqrt{q},-a,-a \sqrt{q}) p_{n}(y ; a, a \sqrt{q},-a,-a \sqrt{q})  \tag{2.1}\\
& =\frac{1+a^{2} q^{n}}{1+a^{2}}\left(-\frac{1}{\sqrt{q}}\right)^{n} \sum_{k=0}^{n} \frac{\left(q^{-n}, a^{4} q^{n},-a \sqrt{q} e^{i \theta},-a \sqrt{q} e^{-i \theta},-a \sqrt{q} e^{i \phi},-a \sqrt{q} e^{-i \phi} ; q\right)_{k}}{\left(q, a^{2} \sqrt{q},-a^{2} \sqrt{q},-a^{2} \sqrt{q},-a^{2} q,-\sqrt{q} ; q\right)_{k}} \\
& \quad \cdot q^{k}{ }_{10} W_{9}\left(-q^{-k-1 / 2} ; a e^{i \theta}, a e^{-i \theta}, a e^{i \phi}, a e^{-i \phi},-q^{-k} / a^{2}, q^{1 / 2-k} / a^{2}, q^{-k} ; q, q\right) .
\end{align*}
$$

The important property of the very-well-poised series on the right side is that it is balanced and terminating, so we can apply Bailey's transformation formula [4, p. 68, 8.5 (1)] as often as necessary.

In particular, we have

$$
\begin{align*}
{ }_{10} W_{9}(- & \left.q^{-k-1 / 2} ; a e^{i \theta}, a e^{-i \theta}, a e^{i \phi}, a e^{-i \phi},-q^{-k} / a^{2}, q^{1 / 2-k} / a^{2}, q^{-k} ; q, q\right)  \tag{2.2}\\
= & \frac{\left(-\sqrt{q},-a^{2} \sqrt{q},-a e^{i \phi},-a e^{-i \phi} ; q\right)_{k}}{\left(-1,-a^{2},-a \sqrt{q} e^{i \phi} ;-a \sqrt{q} e^{-i \phi} ; q\right)_{k}} \\
& \cdot{ }_{10} W_{9}\left(-q^{-k} ; a \sqrt{q} e^{i \theta}, a \sqrt{q} e^{-i \theta}, a e^{i \phi}, a e^{-i \phi}, q^{1 / 2-k} / a^{2},-q^{1 / 2-k} / a^{2}, q^{-k} ; q, q\right) .
\end{align*}
$$

Thus

$$
\begin{align*}
& p_{n}(x ; a, a \sqrt{q},-a,-a \sqrt{q}) p_{n}(y ; a, a \sqrt{q},-a,-a \sqrt{q})  \tag{2.3}\\
& =\frac{1+a^{2} q^{n}}{1+a^{2}}(-1)^{n} q^{-n / 2} \sum_{k=0}^{n} \frac{\left(q^{-n}, a^{4} q^{n},-a \sqrt{q} e^{i \theta},-a \sqrt{q} e^{-i \theta},-a e^{i \phi},-a e^{-i \phi} ; q\right)_{k}}{\left(q, a^{2} \sqrt{q},-a^{2},-a^{2} \sqrt{q},-a^{2} q,-1 ; q\right)_{k}} q^{k} \\
& \quad \cdot{ }_{10} W_{9}\left(-q^{-k} ; a \sqrt{q} e^{i \theta}, a \sqrt{q} e^{-i \theta}, a e^{i \phi}, a e^{-i \phi}, q^{1 / 2-k} / a^{2},-q^{1 / 2-k} / a^{2}, q^{-k} ; q, q\right) .
\end{align*}
$$

The key step now is to use Bailey's transformation formula [17, p. 101, (3.4.1.6)] between a balanced nearly-poised ${ }_{5} \phi_{4}$ series and a very-well-poised balanced ${ }_{12} \phi_{11}$. In fact, we only need a special case of this formula giving a balanced nearly-poised ${ }_{4} \phi_{3}$ series in terms of a balanced and very-well-poised ${ }_{10} \phi_{9}$ series:
${ }_{4} \phi_{3}\left[\begin{array}{c}A, B, C, q^{-k} \\ A q / B, A q / C, B^{2} C^{2} q^{-k-1} / A\end{array} ; q, q\right]$

$$
\begin{aligned}
& =\frac{\left(\frac{q \sqrt{A q}}{B C}, \frac{A^{2} q^{2}}{B^{2} C^{2}}, \sqrt{A q},-\frac{\sqrt{A q}}{B},-\frac{\sqrt{A q}}{C} ; q\right)_{k}}{\left(\frac{A q^{2}}{B^{2} C^{2}},-\frac{A q}{B C}, \frac{A q}{B}, \frac{A q}{C},-1 ; q\right)_{k}} \\
& ={ }_{10} W_{9}\left(-q^{-k} ;-\sqrt{A q},-q \frac{\sqrt{A q}}{B C}, \frac{\sqrt{A q}}{B}, \frac{\sqrt{A q}}{C}, \frac{B C q^{-k-1 / 2}}{A},-\frac{B C q^{-k-1 / 2}}{A}, q^{-k} ; q, q\right) .
\end{aligned}
$$

It may be pointed out that the right side does not follow directly from Bailey's above-mentioned formula, but only after we make use of Bailey's other formula [4, p. 68, 8.5(1)].

Clearly, if we set $\sqrt{A}=-a e^{i \theta}, B=-\sqrt{q} e^{i \theta+i \phi}, C=-\sqrt{q} e^{i \theta-i \phi}$, we obtain

$$
\begin{align*}
{ }_{10} W_{9}(- & \left.q^{-k} ; a \sqrt{q} e^{i \theta}, a \sqrt{q} e^{-i \theta}, a e^{i \phi}, a e^{-i \phi}, q^{1 / 2-k} / a^{2},-q^{1 / 2-k} / a^{2}, q^{-k} ; q, q\right)  \tag{2.5}\\
= & \frac{\left(-1,-a^{2}, a^{2} e^{-2 i \theta},-a^{2} \sqrt{q} e^{i \theta+i \phi},-a^{2} \sqrt{q} e^{i \theta-i \phi} ; q\right)_{k}}{\left(a^{4},-a \sqrt{q} e^{i \theta},-a \sqrt{q} e^{-i \theta},-a e^{i \phi},-a e^{-i \phi} ; q\right)_{k}} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-k}, a^{2} e^{2 i \theta},-\sqrt{q} e^{i \theta+i \phi},-\sqrt{q} e^{i \theta-i \phi} \\
\left.q^{1-k} e^{2 i \theta} / a^{2},-a^{2} \sqrt{q} e^{i \theta-i \phi},-a^{2} \sqrt{q} e^{i \theta+i \phi} ; q, q\right] .
\end{array} .\right.
\end{align*}
$$

For real $a, \theta, \phi$ the expression on the left side of (2.5) is a real quantity, so the same must be true of the right-hand side which, however, is not self-evident. Since the ${ }_{4} \phi_{3}$ series is balanced we can use an iteration of Sears' transformation formula [16]

$$
\begin{array}{r}
{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-k}, a, b, c \\
d, e, q^{1-k} a b c / d e
\end{array} ; q, q\right]  \tag{2.6}\\
\qquad=\frac{(e / a, d e / b c ; q)_{k}}{(e, d e / a b c ; q)_{k}}{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-k}, a, d / b, d / c \\
d, d e / b c, a q^{1-k} / e
\end{array} ; q, q\right], k=0,1,2, \cdots
\end{array}
$$

to show that

$$
\begin{align*}
&{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-k}, a^{2} e^{2 i \theta},-\sqrt{q} e^{i \theta+i \phi},-\sqrt{q} e^{i \theta-i \phi} \\
\left.q^{1-k} e^{2 i \theta} / a^{2},-a^{2} \sqrt{q} e^{i \theta-i \phi},-a^{2} \sqrt{q} e^{i \theta+i \phi} ; q, q\right] \\
= \\
\\
\\
\left(a^{2} e^{-2 i \theta},-a^{2} \sqrt{q} e^{i \theta+i \phi} ; q\right)_{k}
\end{array}\right.  \tag{2.7}\\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-k}, a^{2},-\sqrt{q} e^{i \theta+i \phi},-\sqrt{q} e^{-i \theta-i \phi} \\
\left.q^{1-k} / a^{2},-a^{2} \sqrt{q} e^{i \theta-i \phi},-a^{2} \sqrt{q} e^{i \phi-i \theta} ; q, q\right]
\end{array}\right] .
\end{align*}
$$

Formulas (2.3), (2.5) and (2.7) then give

$$
\begin{align*}
& p_{n}(x ; a, a \sqrt{q},-a,-a \sqrt{q}) p_{n}(y ; a, a \sqrt{q},-a,-a \sqrt{q})  \tag{2.8}\\
= & \frac{1+a^{2} q^{n}}{1+a^{2}}(-1)^{n} q^{-n / 2} \sum_{k=0}^{n} \frac{\left(q^{-n}, a^{4} q^{n}, a^{2},-a^{2} \sqrt{q} e^{i \theta-i \phi},-a^{2} \sqrt{q} e^{i \phi-i \theta} ; q\right)_{k}}{\left(q, a^{4}, a^{2} \sqrt{q},-a^{2} \sqrt{q},-a^{2} q ; q\right)_{k}} q^{k} \\
& { }_{4} \phi_{3}\left[\begin{array}{c}
q^{-k}, a^{2},-\sqrt{q} e^{i \theta+i \phi},-\sqrt{q} e^{-i \theta-i \phi} \\
q^{1-k} / a^{2},-a^{2} \sqrt{q} e^{i \theta-i \phi},-a^{2} \sqrt{q} e^{i \phi-i \theta} ; q, q
\end{array}\right] .
\end{align*}
$$

Since by the $q$-Saalschutz formula [4, p. 68, 8.4(1)],

$$
\begin{align*}
&( \left.-a \sqrt{q} e^{i \psi},-a \sqrt{q} e^{-i \psi} ; q\right)_{k}  \tag{2.9}\\
&=\left(-a^{2} \sqrt{q} e^{i \theta-i \phi},-\sqrt{q} e^{i \phi-i \theta} ; q\right)_{k 3} \phi_{2}\left[\begin{array}{c}
q^{-k}, a e^{i \theta-i \phi+i \psi}, a e^{i \theta-i \phi-i \psi} \\
-a^{2} \sqrt{q} e^{i \theta-i \phi},-q^{1 / 2-k} e^{i \theta-i \phi} ; q, q
\end{array}\right],
\end{align*}
$$

we find that, by (1.17) and (1.22)

$$
\begin{array}{rl}
\int_{-1}^{1} w & w\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right)\left(-a \sqrt{q} e^{i \psi},-a \sqrt{q} e^{-i \psi} ; q\right)_{k} \frac{d z}{\sqrt{1-z^{2}}}  \tag{2.10}\\
= & \left(-a^{2} \sqrt{q} e^{i \theta-i \phi},-\sqrt{q} e^{i \phi-i \theta} ; q\right)_{k} \sum_{j=0}^{k} \frac{\left(q^{-k} ; q\right)_{j} q^{j}}{\left(q,-a^{2} \sqrt{q} e^{i \theta-i \phi},-q^{1 / 2-k} e^{i \theta-i \phi} ; q\right)_{j}} \\
& \cdot \int_{-1}^{1} w\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a q^{j} e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right) \frac{d z}{\sqrt{1-z^{2}}}
\end{array}
$$

$$
\begin{aligned}
= & A(\theta, \phi)\left(-a^{2} \sqrt{q} e^{i \theta-i \phi},-\sqrt{q} e^{i \phi-i \theta} q\right)_{k} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-k}, a^{2}, a^{2} e^{2 i \theta}, a^{2} e^{-2 i \phi} \\
\left.-a^{2} \sqrt{q} e^{i \theta-i \phi}, a^{4},-q^{1 / 2-k} e^{i \theta-i \phi} ; q, q\right]
\end{array}\right. \\
= & A(\theta, \phi) \frac{\left(a^{2},-a^{2} \sqrt{q} e^{i \theta-i \phi},-a^{2} \sqrt{q} e^{i \phi-i \theta} ; q\right)_{k}}{\left(a^{4} ; q\right)_{k}} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-k}, a^{2},-\sqrt{q} e^{i \theta+i \phi},-\sqrt{q} e^{-i \theta-i \phi} \\
-a^{2} \sqrt{q} e^{i \theta-i \phi},-a^{2} \sqrt{q} e^{i \phi-i \theta}, q^{1-k} / a^{2}
\end{array}{ }^{2}, q\right],
\end{aligned}
$$

by (2.6). Combining (2.8) and (2.10) we then have

$$
\begin{align*}
p_{n}(x ; a, a \sqrt{q},- & -a,-a \sqrt{q}) p_{n}(y ; a, a \sqrt{q},-a,-a \sqrt{q})  \tag{2.11}\\
= & A^{-1}(\theta, \phi) \int_{-1}^{1} \frac{d z}{\sqrt{1-z^{2}}} w\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right) \\
& \cdot \frac{1+a^{2} q^{n}}{1+a^{2}}(-1)^{n} q^{-n / 2}{ }_{4} \phi_{3}\left[\begin{array}{c}
\left.q^{-n}, a^{4} q^{n},-a \sqrt{q} e^{i \psi},-a \sqrt{q} e^{-i \psi} ; q, q\right] \\
a^{2} \sqrt{q},-a^{2} \sqrt{q},-a^{2} q
\end{array}\right] \\
= & A^{-1}(\theta, \phi) \int_{-1}^{1} w\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right) \\
& \cdot p_{n}(z ; a, a \sqrt{q},-a,-a \sqrt{q}) \frac{d z}{\sqrt{1-z^{2}}} \text { by }(2.6) .
\end{align*}
$$

This completes the proof of (1.20). It follows from (1.20) that we have the expansion

$$
\begin{align*}
& \frac{\left(a^{2} ; q\right)_{\infty}^{3}\left(q a^{2} ; q\right)_{\infty}}{\left(a^{4} ; q\right)_{\infty}^{2}}\left|\frac{\left(a^{2} e^{2 i \theta}, a^{2} e^{2 i \phi}, a^{2} e^{2 i \psi} ; q\right)_{\infty}}{\left(a e^{i \theta+i \phi+i \psi}, a e^{i \theta-i \phi+i \psi}, a e^{i \theta+i \phi-i \psi}, a e^{i \theta-i \phi-i \psi} ; q\right)_{\infty}}\right|^{2}  \tag{2.12}\\
& \sim \sum_{n=0}^{\infty} \frac{\left(a^{4} ; q\right)_{n}\left(1-a^{2} q^{n}\right)}{(q ; q)_{n}\left(1-a^{2}\right)} a^{-2 n} p_{n}(\cos \theta ; a, a \sqrt{q},-a,-a \sqrt{q}) \\
& \quad \cdot p_{n}(\cos \phi ; a, a \sqrt{q},-a,-a \sqrt{q}) p_{n}(\cos \psi ; a, a \sqrt{q},-a,-a \sqrt{q}) .
\end{align*}
$$

By a direct computation it is shown by the authors in [15] that the " $\sim$ " sign in (2.12) can be replaced by " $=$ " for $\max (|a|,|q|)<1$.
3. Limit of $K(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z} \mid \boldsymbol{q})$ as $\boldsymbol{q} \rightarrow \mathbf{1}-$. Replacing $a$ by $q^{a}, 0<q<1$, in (1.21) and using the $q$-gamma function

$$
\begin{equation*}
\Gamma_{q}(x)=\frac{(q ; q)_{\infty}}{\left(q^{x} ; q\right)_{\infty}}(1-q)^{1-x}, \quad \lim _{q \rightarrow 1-} \Gamma_{q}(x)=\Gamma(x) \tag{3.1}
\end{equation*}
$$

it is not difficult to see that

$$
\begin{align*}
\lim _{q \rightarrow 1-} & K(x, y, z \mid q)  \tag{3.2}\\
= & \frac{\Gamma(4 a)}{4 \Gamma^{2}(2 a)} \frac{\left|\sin \frac{\theta+\phi+\psi}{2} \sin \frac{\theta-\phi+\psi}{2} \sin \frac{\theta+\phi-\psi}{2} \sin \frac{\phi+\psi-\theta}{2}\right|^{2 a-1}}{|\sin \theta \sin \phi|^{4 a-1}} \\
& \cdot \lim _{q \rightarrow 1-} L(\theta, \phi, \psi \mid q) .
\end{align*}
$$

where

$$
\begin{align*}
& L(\theta, \phi, \psi \mid q)  \tag{3.3}\\
& \quad=\frac{(\sqrt{q} ; q)_{\infty}^{2}\left|\left(\sqrt{q} e^{i \theta},-\sqrt{q} e^{i \theta}, \sqrt{q} e^{i \phi},-\sqrt{q} e^{-i \phi}, \sqrt{q} e^{i \psi},-\sqrt{q} e^{-i \psi} ; q\right)_{\infty}\right|^{4}}{\left|\left(\sqrt{q} e^{i(\theta+\phi+\psi)}, \sqrt{q} e^{i(\theta-\phi+\psi)}, \sqrt{q} e^{i(\theta+\phi-\psi)}, \sqrt{q} e^{i(\theta-\phi-\psi)} ; q\right)_{\infty}\right|^{2}} .
\end{align*}
$$

Changing the base to $q^{2}$ and using the theta functions [18, Chap. 21] this can be written as

$$
\begin{align*}
& L\left(\theta, \phi, \psi \mid q^{2}\right)  \tag{3.4}\\
& \quad=\left[\frac{\left(-q ; q^{2}\right)_{\infty}}{\left(-q^{2} ; q^{2}\right)_{\infty}}\right]^{6} \frac{\vartheta_{3}^{2}\left(\frac{\theta}{2}\right) \boldsymbol{\vartheta}_{4}^{2}\left(\frac{\theta}{2}\right) \vartheta_{3}^{2}\left(\frac{\phi}{2}\right) \vartheta_{4}^{2}\left(\frac{\phi}{2}\right) \vartheta_{3}^{2}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{4}^{2}\left(\frac{\psi}{2}\right)}{\boldsymbol{\vartheta}_{3}^{6} \boldsymbol{\vartheta}_{4}^{2} \boldsymbol{\vartheta}_{4}\left(\frac{\theta+\phi+\psi}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\theta-\phi+\psi}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\phi+\psi-\boldsymbol{\theta}}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\theta+\phi-\psi}{2}\right)},
\end{align*}
$$

where

$$
\begin{align*}
& \vartheta_{3}(\theta) \equiv \vartheta_{3}(\theta \mid q)=\left(q^{2} ; q^{2}\right)_{\infty}\left(-q e^{2 i \theta} ; q^{2}\right)_{\infty}\left(-q e^{-2 i \theta} ; q^{2}\right)_{\infty}, \\
& \boldsymbol{\vartheta}_{4}(\theta) \equiv \boldsymbol{\vartheta}_{4}(\theta \mid q)=\left(q^{2} ; q^{2}\right)_{\infty}\left(q e^{2 i \theta} ; q^{2}\right)_{\infty}\left(q e^{-2 i \theta} ; q^{2}\right)_{\infty} \tag{3.5}
\end{align*}
$$

and

$$
\begin{equation*}
\boldsymbol{\vartheta}_{3}=\left(-q ; q^{2}\right)_{\infty}^{2}\left(q^{2} ; q^{2}\right)_{\infty}, \quad \boldsymbol{\vartheta}_{4}=(q, q)_{\infty}\left(q ; q^{2}\right)_{\infty} \tag{3.6}
\end{equation*}
$$

Since

$$
\begin{equation*}
\lim _{q \rightarrow 1-} \frac{\left(-q ; q^{2}\right)_{\infty}}{\left(-q^{2} ; q^{2}\right)_{\infty}}=\sqrt{2} \tag{3.7}
\end{equation*}
$$

we find that

$$
\begin{align*}
& \lim _{q \rightarrow 1-} K(x, y, z \mid q)  \tag{3.8}\\
&= \frac{2 \Gamma(4 a)}{\Gamma^{2}(2 a)} \frac{\left|\sin \frac{\theta+\phi+\psi}{2} \sin \frac{\theta-\phi+\psi}{2} \sin \frac{\theta+\phi-\psi}{2} \sin \frac{\phi+\psi-\theta}{2}\right|^{2 a-1}}{|\sin \theta \sin \phi|^{4 a-1}} \\
& \cdot \lim _{q \rightarrow 1-} M\left(\theta, \phi, \psi \mid q^{2}\right),
\end{align*}
$$

where
(3.9) $M\left(\theta, \phi, \psi \mid q^{2}\right)$

$$
=\frac{\boldsymbol{\vartheta}_{3}^{2}\left(\frac{\theta}{2}\right) \boldsymbol{\vartheta}_{4}^{2}\left(\frac{\theta}{2}\right) \vartheta_{3}^{2}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{4}^{2}\left(\frac{\phi}{2}\right) \vartheta_{3}^{2}\left(\frac{\psi}{2}\right) \vartheta_{4}^{2}\left(\frac{\psi}{2}\right)}{\boldsymbol{\vartheta}_{3}^{6} \boldsymbol{\vartheta}_{4}^{2} \boldsymbol{\vartheta}_{4}\left(\frac{\theta+\phi+\psi}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\theta-\phi+\psi}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\phi+\psi-\theta}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\theta+\phi-\psi}{2}\right)} .
$$

Using [18, p. 488, Ex. 2 and 3] we may write

$$
\begin{equation*}
M\left(\theta, \phi, \psi \mid q^{2}\right)=\left[1+H\left(\theta, \phi, \psi \mid q^{2}\right)\right]^{-1} \tag{3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
H\left(\theta, \phi, \psi \mid q^{2}\right)=\sum_{i=1}^{11} A_{i}\left(\theta, \phi, \psi \mid q^{2}\right), \tag{3.11}
\end{equation*}
$$

with

$$
\begin{aligned}
& A_{1}=\left[\frac{\vartheta_{2}\left(\frac{\theta}{2}\right) \vartheta_{1}\left(\frac{\psi}{2}\right) \vartheta_{2}\left(\frac{\psi}{2}\right) \vartheta_{1}\left(\frac{\theta}{2}\right)}{\boldsymbol{\vartheta}_{4}\left(\frac{\theta}{2}\right) \vartheta_{3}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\psi}{2}\right) \vartheta_{3}\left(\frac{\theta}{2}\right)}\right]^{2}, \\
& A_{2}=2 \frac{\vartheta_{2}\left(\frac{\theta}{2}\right) \vartheta_{1}\left(\frac{\psi}{2}\right) \vartheta_{2}\left(\frac{\psi}{2}\right) \vartheta_{1}\left(\frac{\theta}{2}\right)}{\vartheta_{4}\left(\frac{\theta}{2}\right) \vartheta_{3}\left(\frac{\psi}{2}\right) \vartheta_{4}\left(\frac{\psi}{2}\right) \vartheta_{3}\left(\frac{\psi}{2}\right)}, \\
& A_{3}=\left[\frac{\boldsymbol{\vartheta}_{4} \vartheta_{2}\left(\frac{\theta}{2}\right) \vartheta_{2}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{1}^{2}\left(\frac{\phi}{2}\right)}{\boldsymbol{\vartheta}_{2} \boldsymbol{\vartheta}_{4}\left(\frac{\theta}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\phi}{2}\right)}\right]^{2}, \\
& A_{4}=\left[\frac{\boldsymbol{\vartheta}_{4} \boldsymbol{\vartheta}_{1}\left(\frac{\theta}{2}\right) \vartheta_{1}\left(\frac{\phi}{2}\right) \vartheta_{1}\left(\frac{\psi}{2}\right)}{\boldsymbol{\vartheta}_{2} \boldsymbol{\vartheta}_{3}\left(\frac{\theta}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\boldsymbol{\phi}}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\psi}{2}\right)}\right]^{2}, \\
& A_{5}=-2\left[\frac{\vartheta_{4} \vartheta_{1}\left(\frac{\phi}{2}\right)}{\boldsymbol{\vartheta}_{2} \boldsymbol{\vartheta}_{3}\left(\frac{\phi}{2}\right)}\right]^{2} \frac{\vartheta_{2}\left(\frac{\theta}{2}\right) \vartheta_{1}\left(\frac{\psi}{2}\right) \vartheta_{2}\left(\frac{\psi}{2}\right) \vartheta_{1}\left(\frac{\theta}{2}\right)}{\boldsymbol{\vartheta}_{4}\left(\frac{\theta}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\psi}{2}\right) \vartheta_{4}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\theta}{2}\right)}, \\
& A_{6}=\left[\frac{\boldsymbol{\vartheta}_{4} \vartheta_{2}\left(\frac{\psi}{2}\right) \vartheta_{1}\left(\frac{\theta}{2}\right) \vartheta_{2}\left(\frac{\phi}{2}\right)}{\boldsymbol{\vartheta}_{2} \boldsymbol{\vartheta}_{4}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\theta}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\phi}{2}\right)}\right]^{2},
\end{aligned}
$$

(3.12)

$$
\begin{aligned}
& A_{7}=\left[\frac{\vartheta_{4} \vartheta_{2}\left(\frac{\theta}{2}\right) \vartheta_{1}\left(\frac{\psi}{2}\right) \vartheta_{2}\left(\frac{\phi}{2}\right)}{\boldsymbol{\vartheta}_{2} \boldsymbol{\vartheta}_{4}\left(\frac{\theta}{2}\right) \vartheta_{3}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\phi}{2}\right)}\right]^{2}, \\
& A_{8}=-2\left(\frac{\boldsymbol{\vartheta}_{4}}{\boldsymbol{\vartheta}_{2}}\right)^{2} \frac{\boldsymbol{\vartheta}_{2}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{2}\left(\frac{\boldsymbol{\theta}}{2}\right) \boldsymbol{\vartheta}_{1}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{2}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{1}\left(\frac{\boldsymbol{\theta}}{2}\right) \boldsymbol{\vartheta}_{2}\left(\frac{\psi}{2}\right)}{\boldsymbol{\vartheta}_{4}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\boldsymbol{\theta}}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\boldsymbol{\theta}}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\psi}{2}\right)}, \\
& A_{9}=\left[\frac{\boldsymbol{\vartheta}_{2}\left(\frac{\phi}{2}\right) \vartheta_{1}\left(\frac{\theta}{2}\right) \vartheta_{2}\left(\frac{\theta}{2}\right) \vartheta_{1}\left(\frac{\phi}{2}\right)}{\boldsymbol{\vartheta}_{4}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\theta}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\theta}{2}\right) \vartheta_{3}\left(\frac{\phi}{2}\right)}\right]^{2}, \\
& A_{10}=\left[\frac{\boldsymbol{\vartheta}_{2}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{1}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{2}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{1}\left(\frac{\psi}{2}\right)}{\boldsymbol{\vartheta}_{4}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\psi}{2}\right)}\right]^{2}, \\
& A_{11}=-2 \frac{\boldsymbol{\vartheta}_{2}\left(\frac{\boldsymbol{\theta}}{2}\right) \boldsymbol{\vartheta}_{1}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{2}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{1}\left(\frac{\boldsymbol{\theta}}{2}\right) \boldsymbol{\vartheta}_{2}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{1}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{2}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{1}\left(\frac{\phi}{2}\right)}{\boldsymbol{\vartheta}_{4}\left(\frac{\boldsymbol{\theta}}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\boldsymbol{\theta}}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\psi}{2}\right) \boldsymbol{\vartheta}_{4}\left(\frac{\phi}{2}\right) \boldsymbol{\vartheta}_{3}\left(\frac{\phi}{2}\right)} .
\end{aligned}
$$

Using Poisson's transformation [18, p. 476]

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} e^{-n^{2} \pi t+2 n i z}=\frac{e^{-z^{2} / \pi t}}{\sqrt{t}} \sum_{n=-\infty}^{\infty} e^{-n^{2} \pi / t+2 n z / t}, \quad \operatorname{Re} t>0 \tag{3.13}
\end{equation*}
$$

and the definitions of the theta functions we find that, with $q=e^{-\pi t}$,

$$
\begin{align*}
& \vartheta_{1}\left(\frac{\theta}{2}\right)=\frac{e^{-(\pi-\theta)^{2} / 4 \pi t}}{\sqrt{t}} \sum_{n=-\infty}^{\infty}(-1)^{n} \exp \left[-\frac{\pi n^{2}}{t}-\frac{n(\pi-\theta)}{t}\right] \\
& \vartheta_{2}\left(\frac{\theta}{2}\right)=\frac{e^{-\theta^{2} / 4 \pi t}}{\sqrt{t}} \sum_{n=-\infty}^{\infty}(-1)^{n} \exp \left[-\frac{\pi n(n-\theta / \pi)}{t}\right]  \tag{3.14}\\
& \vartheta_{3}\left(\frac{\theta}{2}\right)=\frac{e^{-\theta^{2} / 4 \pi t}}{\sqrt{t}} \sum_{n=-\infty}^{\infty} \exp \left[-\frac{\pi n(n-\theta / \pi)}{t}\right] \\
& \vartheta_{4}\left(\frac{\theta}{2}\right)=\frac{e^{-(\pi-\theta)^{2} / 4 \pi t}}{\sqrt{t}} \sum_{n=-\infty}^{\infty} \exp \left[-\frac{\pi n^{2}}{t}-\frac{n(\pi-\theta)}{t}\right]
\end{align*}
$$

see also [13, eq. (2.29)].

As $q \rightarrow 1-\mathrm{it}$ follows that

$$
\begin{align*}
& A_{1} \simeq 1, \quad A_{2} \simeq 2, \quad A_{3} \simeq\left(\exp \left[\frac{\phi-\theta-\psi}{2 t}\right]\right)^{2}, \\
& A_{4} \simeq\left(\exp \left[\frac{\theta+\phi+\psi-2 \pi}{t}\right]\right)^{2}, \quad A_{5} \simeq-2\left(\exp \left[\frac{\phi-\pi}{2 t}\right]\right)^{2}, \\
& A_{6} \simeq\left(\exp \left[\frac{\theta-\phi-\psi}{2 t}\right]\right)^{2}, \quad A_{7} \simeq\left(\exp \left[\frac{\psi-\theta-\phi}{2 t}\right]\right)^{2},  \tag{3.15}\\
& A_{8} \simeq-2 \exp \left(-\frac{\phi}{2 t}\right), \quad A_{9} \simeq 1, \quad A_{10} \simeq 1, \quad A_{11} \simeq-2
\end{align*}
$$

Thus
where $0 \leqq \boldsymbol{\theta}, \phi, \psi \leqq \pi$.
Using (3.16) in (3.10) we find that

$$
\begin{align*}
& \lim _{q \rightarrow 1} K(x, y, z \mid q)  \tag{3.17}\\
& \quad= \begin{cases}0 & \text { if either } \theta-\phi-\psi>0 \text { or } \phi-\theta-\psi>0 \text { or } \\
\psi-\theta-\phi>0 \text { or } \theta+\phi+\psi-2 \pi>0, \\
\frac{\Gamma(4 a)}{2 \Gamma^{2}(2 a)} \frac{\left\{\sin \left(\frac{\theta+\phi-\psi}{2}\right) \sin \left(\frac{\phi+\psi-\theta}{2}\right) \sin \left(\frac{\psi+\theta-\phi}{2}\right) \sin \left(\frac{\theta+\phi+\psi}{2}\right)\right\}^{2 a-1}}{(\sin \theta \sin \phi)^{4 a-1}}\end{cases}
\end{align*}
$$

if none of the above inequalities is satisfied.
Setting $\lambda=2 a$ and using the duplication formula for the gamma function, it is easy to see that the right side of (3.17) reduces to that of (1.7).
4. Proof of the addition formula. Since by (1.12) the polynomials orthogonal with respect to the weight function $w\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right)$ are $p_{n}\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right)$, it is natural to look for an expansion of the form

$$
\begin{align*}
& p_{n}(z ; a, a \sqrt{q},-a,-a \sqrt{q})  \tag{4.1}\\
& \quad=\sum_{m=0}^{n} A_{m, n}(\theta, \phi) p_{m}\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right) .
\end{align*}
$$

Using the orthogonality relation (1.12) we get

$$
\begin{align*}
& h_{m}\left(a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right) A_{m, n}(\theta, \phi)  \tag{4.2}\\
&= \int_{-1}^{1} w\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right) \\
& \cdot p_{m}\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right) \\
& \cdot p_{n}(z ; a, a \sqrt{q},-a,-a \sqrt{q}) \frac{d z}{\sqrt{1-z^{2}}} \\
&= \frac{\left(1+q^{n} a^{2}\right)}{\left(1+a^{2}\right)}(-1)^{n} q^{-n / 2} S_{m, n}(\theta, \phi)
\end{align*}
$$

say, where, by (2.6),

$$
\begin{gather*}
S_{m, n}(\theta, \phi)=\int_{-1}^{1} w\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right)  \tag{4.3}\\
\cdot p_{m}\left(z ; a e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right) \\
\cdot p_{n}(z ;-a \sqrt{q},-a, a, a \sqrt{q}) \frac{d z}{\sqrt{1-z^{2}}} .
\end{gather*}
$$

By (1.11),

$$
\begin{equation*}
S_{m, n}(\theta, \phi)=\sum_{k=0}^{n} \sum_{j=0}^{m} \frac{\left(q^{-n}, a^{4} q^{n} ; q\right)_{k}\left(q^{-m}, a^{4} q^{m-1} ; q\right)_{j} q^{j+k} B_{j, k}}{\left(q, a^{2} \sqrt{q},-a^{2} \sqrt{q},-a^{2} q ; q\right)_{k}\left(q, a^{2}, a^{2} e^{2 i \theta}, a^{2} e^{2 i \phi} ; q\right)_{j}}, \tag{4.4}
\end{equation*}
$$

where

$$
\begin{align*}
& B_{j, k}=\int_{-1}^{1} w\left(z ; a q^{j} e^{i \theta+i \phi}, a e^{-i \theta-i \phi}, a e^{i \theta-i \phi}, a e^{i \phi-i \theta}\right)  \tag{4.5}\\
& \cdot\left(-a \sqrt{q} e^{i \psi},-a \sqrt{q} e^{-i \psi} ; q\right)_{k} \frac{d z}{\sqrt{1-z^{2}}}, \quad z=\cos \psi .
\end{align*}
$$

Except for the $q^{j}$ factor in the first parameter in $w$, this integral is exactly the same as that in (2.10). Hence

$$
\begin{align*}
B_{j, k}= & A(\theta, \phi)\left(-a^{2} \sqrt{q} e^{i \theta-i \phi},-\sqrt{q} e^{i \phi-i \theta} ; q\right)_{k}\left(a^{2}, a^{2} e^{2 i \theta}, a^{2} e^{2 i \phi} ; q\right)_{j} /\left(a^{4} ; q\right)_{j}  \tag{4.6}\\
& \cdot \sum_{l=0}^{k} \frac{\left(q^{-k}, a^{2}, a^{2} e^{-2 i \phi}, a^{2} q^{j} e^{2 i \theta} ; q\right)_{l}}{\left(q,-a^{2} \sqrt{q} e^{i \theta-i \phi},-q^{1 / 2-k} e^{i \theta-i \phi}, a^{4} q^{j} ; q\right)_{l}} q^{l} .
\end{align*}
$$

Substituting in (4.4) we find that

$$
\begin{align*}
S_{m, n}(\theta, \phi)= & A(\theta, \phi) \sum_{k=0}^{n} \frac{\left(q^{-n}, a^{4} q^{n},-a^{2} \sqrt{q} e^{i \theta-i \phi},-\sqrt{q} e^{i \phi-i \theta} ; q\right)_{k}}{\left(q, a^{2} \sqrt{q},-a^{2} \sqrt{q},-a^{2} q ; q\right)_{k}} q^{k}  \tag{4.7}\\
& \cdot \sum_{l=0}^{k} \frac{\left(q^{-k}, a^{2}, a^{2} e^{2 i \theta}, a^{2} e^{-2 i \phi} ; q\right)_{l}}{\left(q, a^{4},-a^{2} \sqrt{q} e^{i \theta-i \phi},-q^{1 / 2-k} e^{i \theta-i \phi} ; q\right)_{l}} q^{l} \\
& \cdot{ }_{3} \phi_{2}\left[\begin{array}{c}
q^{-m}, a^{4} q^{m-1}, a^{2} e^{2 i \theta} q^{l} \\
a^{4} q^{l}, a^{2} e^{2 i \theta}
\end{array} ; q, q\right] .
\end{align*}
$$

By $q$-Saalschutz formula [4, p. 68, 8.4(1)], the ${ }_{3} \phi_{2}$ series has the sum $\left(q^{1+l-m}\right.$, $\left.a^{2} e^{-2 i \theta} ; q\right)_{m} /\left(a^{4} q^{\prime}, q^{1-m} e^{-2 i \theta} / a^{2} ; q\right)_{m}$ which vanishes if $0 \leqq l \leqq m-1$. So the summation indices $l$ and $k$ in (4.7) both must be $\geqq m$. Replacing $l$ and $k$ by $l+m$ and $k+m$, respectively, and doing some straightforward simplification, we obtain

$$
\begin{align*}
& S_{m, n}(\theta, \phi)=A(\theta, \phi) \frac{\left(q^{-n}, a^{4} q^{n}, a^{2}, a^{2} e^{-2 i \theta}, a^{2} e^{-2 i \phi} ; q\right)_{m}}{\left(a^{2} \sqrt{q},-a^{2} \sqrt{q},-a^{2} \sqrt{q} ; q\right)_{m}\left(a^{4} ; q\right)_{2 m}} q^{m^{2} / 2+m} a^{2 m} e^{i(\theta+\phi) m}  \tag{4.8}\\
& \cdot \sum_{k=0}^{n-m} \frac{\left(q^{m-n}, a^{4} q^{n+m}, a^{2} q^{m},-a^{2} q^{m+1 / 2} e^{i \theta-i \phi},-a^{2} q^{m+1 / 2} e^{i \phi-i \theta} ; q\right)_{k}}{\left(q, a^{4} q^{2 m}, a^{2} q^{m+1 / 2},-a^{2} q^{m+1 / 2},-a^{2} q^{m+1} ; q\right)_{k}} q^{k} \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-k}, a^{2} q^{m},-\sqrt{q} e^{i \theta+i \phi},-\sqrt{q} e^{-i \theta-i \phi} \\
q^{1-k-m} / a^{2},-a^{2} q^{m+1 / 2} e^{i \theta-i \phi},-a^{2} q^{m+1 / 2} e^{i \phi-i \theta}
\end{array} q, q\right] .
\end{align*}
$$

Observe that the double series above is the same as that in (2.8) with $n$ and $a$ replaced by $n-m$ and $a q^{m / 2}$, respectively. So we get

$$
\begin{align*}
S_{m, n}(\theta, \phi) & =A(\theta, \phi) \frac{\left(q^{-n}, a^{4} q^{n}, a^{2}, a^{2} e^{-2 i \theta}, a^{2} e^{-2 i \phi} ; q\right)_{m}}{\left(a^{2} \sqrt{q},-a^{2} \sqrt{q},-a^{2} q ; q\right)_{m}\left(a^{4} ; q\right)_{2 m}} q^{m^{2} / 2+m} a^{2 m} e^{i(\theta+\phi) m}  \tag{4.9}\\
& \cdot \frac{1+a^{2} q^{m}}{1+a^{2} q^{n}}(-1)^{n-m} q^{(n-m) / 2} p_{n-m}\left(x ; a q^{m / 2}, a q^{(m+1) / 2},-a q^{m / 2},-a q^{(m+1) / 2}\right) \\
& \cdot p_{n-m}\left(y ; a q^{m / 2}, a q^{(m+1) / 2},-a q^{m / 2},-a q^{(m+1) / 2}\right) .
\end{align*}
$$

Using (1.15), (1.22) and (4.2), and simplifying, we finally obtain

$$
\begin{align*}
A_{m, n}(\theta, \phi)= & C_{m, n}(a \mid q) e^{-m i(\theta+\phi)}\left(a^{2} e^{2 i \theta}, a^{2} e^{2 i \phi} ; q\right)_{m}  \tag{4.10}\\
& \cdot p_{n-m}\left(x ; a q^{m / 2}, a q^{(m+1) / 2},-a q^{m / 2},-a q^{(m+1) / 2}\right) \\
& \cdot p_{n-m}\left(y ; a q^{m / 2}, a q^{(m+1) / 2},-a q^{m / 2},-a q^{(m+1) / 2}\right),
\end{align*}
$$

where $C_{m, n}(a \mid q)$ is given by (1.25). This completes the proof of the addition formula (1.24).

Acknowledgments. We would like to thank Professor G. Gasper and the referee for many valuable suggestions.

## REFERENCES

[1] R. Askey, Orthogonal Polynomials and Special Functions, CBMS, Regional Conference Series in Applied Mathematics, Society for Industrial and Applied Mathematics, Philadelphia, 1975.
[2] R. Askey and M. E. H. Ismail, A generalization of ultraspherical polynomials, Studies in Pure Mathematics, P. Erdös, ed., Birkhauser, Boston, 1983, pp. 55-78.
[3] R. Askey and J. Wilson, Some basic hypergeometric orthogonal polynomials that generalize Jacobi polynomials, Mem. Amer. Math. Soc. 319, 1985.
[4] W. N. Bailey, Generalized Hypergeometric Series, Stechert-Hafner Service Agency, New York and London, 1964.
[5] A. Erdelyi, ed., Higher Transcendental Functions, Vol. I, McGraw-Hill, New York, 1953.
[6] $\qquad$ , Higher Transcendental Functions, Vol. II, McGraw-Hill, New York, 1953.
[7] G. Gasper, Positivity and the convolution structure for Jacobi series, Ann. Math., 93 (1971), pp. 112-118.
[8] G. Gasper and Mizan Rahman, Product formulas of Watson, Bailey and Bateman types and positivity of the Poisson kernel for q-Racah polynomials, this Journal, 15 (1984), pp. 768-789.
[9] L. Gegenbauer, Über einige bestimmte Integrale, Sitz. Math, Natur. Klasse, Akad. Wiss. Wien 70(2) (1975), pp. 433-443.
[10] H. Y. Hste, Certain integrals and infinite sums involving ultraspherical polynomials and Bessel functions, Duke Math. J., 4 (1938), pp. 374-383.
[11] M. E. H. Ismail and J. A. Wilson, Asymptotic and generating relations for the $q$-Jacobi and ${ }_{4} \phi_{3}$ polynomials, J. Approx. Theory, 36 (1982), pp. 43-54.
[12] T. H. Koornwinder, Jacobi polynomials II. An analytic proof of the product formula, this Journal, 5 (1974), pp. 125-137.
[13] B. Nassrallah and Mizan Rahman, Projection formulas, a reproducing kernel and a generating function for $q$-Wilson polynomials, this Journal, 16 (1985), pp. 186-197.
[14] Mizan Rahman, Reproducing kernels and bilinear sums for $q$-Racah and $q$-Wilson polynomials, Trans. Amer. Math. Soc., 273 (1982), pp. 483-508.
[15] Mizan Rahman and Arun Verma, Infinite sums of products of $q$-ultraspherical functions, to appear.
[16] D. B. Sears, On the transformation theory of basic hypergeometric functions, Proc. Lond. Math. Soc., 53 (1951), pp. 158-180.
[17] L. J. Slater, Generating Hypergeometric Functions, Cambridge Univ. Press, Cambridge, 1966.
[18] E. T. Whittaker and G. N. Watson, A Course of Modern Analysis, 4th ed., Cambridge Univ. Press, Cambridge, 1927.

# ASYMPTOTICS OF THE ASKEY-WILSON AND $\boldsymbol{q}$-JACOBI POLYNOMIALS* 

MOURAD E. H. ISMAIL ${ }^{\dagger}$


#### Abstract

We derive explicit representations and complete asymptotic expansions for the Askey-Wilson ${ }_{4} \phi_{3}$ polynomials and the little and big $q$-Jacobi polynomials. We also give an alternate proof of a Dirichlet-Mehler type formula for the continuous $q$-ultraspherical polynomials. We also determine the asymptotic behavior of the $q$-Racah polynomials.
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1. Introduction. The $q$-shifted factorial $(a ; q)_{n}$ is defined by

$$
(a ; q)_{0}=1, \quad(a ; q)_{n}=\prod_{j=1}^{n}\left(1-a q^{j-1}\right), \quad n=\infty, 1,2, \cdots,|q|<1
$$

and the basic hypergeometric factorization ${ }_{r} \phi_{r+p-1}$ is

$$
{ }_{r} \phi_{r+p-1}\left(\begin{array}{c}
a_{1}, \cdots, a_{r} \\
b_{1}, \cdots, b_{r+p-1}
\end{array} ; q, x\right)=\sum_{n=0}^{\infty} \frac{\left(a_{1} ; q\right)_{n} \cdots\left(a_{r} ; q\right)_{n}}{\left(b_{1} ; q\right)_{n} \cdots\left(b_{r+p-1} ; q\right)_{n}} \frac{\left[(-1)^{p} x\right]^{n}}{(q ; q)_{n}} q^{p^{\left(p_{2}\right)}} .
$$

The Askey-Wilson ${ }_{4} \phi_{3}$ polynomials [6] are

$$
p_{n}(x)=p_{n}(x ; a, b, c, d):={ }_{4} \phi_{3}\left(\begin{array}{c}
q^{-n}, a b c d q^{n-1}, a z, a / z  \tag{1.1}\\
a b, a c, a d
\end{array} ; q, q\right),
$$

where

$$
\begin{equation*}
z^{2}-2 x z+1=0, \quad|z| \leqq\left|z^{-1}\right| \tag{1.2}
\end{equation*}
$$

that is

$$
\begin{equation*}
z=x-\sqrt{x^{2}-1}, \quad \frac{1}{z}=x+\sqrt{x^{2}-1} . \tag{1.3}
\end{equation*}
$$

In fact, if $x=\cos \theta$, then $z=e^{-i \theta}$. The big $q$-Jacobi polynomials of Andrews and Askey [2], [3] are

$$
P_{n}(x)=P_{n}(x ; \alpha, \beta, \gamma: q):={ }_{3} \phi_{2}\left(\begin{array}{c}
q^{-n}, \alpha \beta q^{n+1}, x  \tag{1.4}\\
\alpha q, \gamma q
\end{array} ; q, q\right),
$$

[^130]and the little $q$-Jacobi polynomials are defined via
\[

\Phi_{n}^{\alpha, \beta}(x)={ }_{2} \phi_{1}\left($$
\begin{array}{c}
q^{-n}, \alpha \beta q^{n+1}  \tag{1.5}\\
\alpha q
\end{array}
$$ ; q, q x\right)
\]

Ismail and Wilson [8] determined the main term in the asymptotic expansion of the aforementioned orthogonal polynomials for fixed $x$ and $n \rightarrow \infty$. In this paper we determine the complete asymptotic expansions of these polynomials as $n \rightarrow \infty$. The idea is to apply Cauchy's theorem to a generating function and derive a contour integral representation, and then use analytic continuation and calculus of residues to evaluate the integral. This gives rise to a Dirichlet-Mehler type formula [12] which is also a convergent asymptotic series. In $\S 2$ we investigate the asymptotics of the Askey-Wilson ${ }_{4} \phi_{3}$ polynomials. We also determine the main term in the asymptotic expansion, as $N \rightarrow \infty$, of $p_{n}(x ; a, b, c, d)$ when $a b=q^{-N}$ and $n=O\left(N^{1-\varepsilon}\right)$, where $\varepsilon$ is a fixed number in ( 0,1 ). The case $q=1$ of this later result is treated heuristically in [9]. The asymptotics of the little and big $q$-Jacobi polynomials are in §3. In $\S 4$ we give an alternate proof of a result of Rahman and Verma [10].

The Askey-Wilson ${ }_{4} \phi_{3}$ polynomials generalize the $6-j$ symbols in the sense that they contain one more parameter and the $6-j$ symbols are limiting cases of ${ }_{4} \phi_{3}$ polynomials. The Askey-Wilson polynomials are also the most general orthogonal polynomials that resemble the classical polynomials of Jacobi, Hermite and Laguerre. In fact, Andrews and Askey [2] define an orthogonal family of polynomials $\left\{r_{n}(x)\right\}$ to be classical if and only if $r_{n}(x)$ is a special case or a limiting case of the ${ }_{4} \phi_{3}$ orthogonal polynomials.
2. The Askey-Wilson polynomials. Ismail and Wilson [8] derived the generating function

$$
\sum_{n=0}^{\infty} \frac{t^{n} a^{-n}(a c, q)_{n}(a d ; q)_{n}}{(c d ; q)_{n}(q ; q)_{n}} p_{n}(x)={ }_{2} \phi_{1}\left(\begin{array}{c}
a / z, b / z  \tag{2.1}\\
a b
\end{array} ; q, z t\right){ }_{2} \phi_{1}\left(\begin{array}{c}
c z, d z \\
c d
\end{array} ; q, t / z\right) .
$$

The ${ }_{2} \phi_{1}$ 's in (2.1) converge when $|t|<|z|$ since $|z| \leqq\left|z^{-1}\right|$. We need to continue the ${ }_{2} \phi_{1}$ 's in (2.1) to meromorphic functions. The appropriate transformation to apply is the $q$-analogue of the Pfaff-Kummer transformation, [1],

$$
{ }_{2} \phi_{1}\left(\begin{array}{c}
A, B  \tag{2.2}\\
C
\end{array} ; q, w\right)=\frac{(A w ; q)_{\infty}}{(w ; q)_{\infty}} \sum_{k=0}^{\infty} \frac{(A ; q)_{k}(C / B ; q)_{k} q^{k(k-1) / 2}}{(q ; q)_{k}(C ; q)_{k}(A w ; q)_{k}}(-B w)^{k}
$$

This transforms the right-hand side of (2.1) to

$$
\begin{array}{r}
\frac{(a t ; q)_{\infty}(c t ; q)_{\infty}}{(z t ; q)_{\infty}(t / z ; q)_{\infty}} \sum_{k, j=0}^{\infty} \frac{(a z ; q)_{k}(a / z ; q)_{k}(c z ; q)_{j}(c / z ; q)_{j}}{(q ; q)_{k}(a b ; q)_{k}(a t ; q)_{k}(q ; q)_{j}(c d ; q)_{j}} \\
\cdot \frac{(-b t)^{k}(-d t)^{j}}{(c t ; q)_{j}} q^{\left(\frac{k}{2}\right)+\left(\frac{l_{2}^{j}}{2}\right)}
\end{array}
$$

The above expression is analytic in the complex plane except at the poles $t=z q^{-m}$, $t=q^{-m} / z, m=0,1, \cdots$. Let us denote the left-hand side of (2.1) by $F(x, t)$. This gives the integral representation

$$
\begin{equation*}
\frac{(a c ; q)_{n}(a d ; q)_{n}}{(c d ; q)_{n}(q ; q)_{n}} p_{n}(x)=\frac{a^{n}}{2 \pi i} \int_{C} t^{-n-1} F(x, t) d t \tag{2.3}
\end{equation*}
$$

where $C$ is a circle $|t|=p, p<|z|$. Now think of $C$ as $\lambda$ contour around the point $t=\infty$. So $C$ encloses all the poles of $F(x, t)$ but has the wrong orientation. Therefore, the right-hand side of (2.3) is $-\sum$ Residues. Now $t=0$ is outside the contour. Observe that

$$
\begin{aligned}
& \operatorname{Res}\left\{F(x, t) / t^{n+1} ; t=z q^{-m}\right\}=-\frac{\left(a z q^{-m} ; q\right)_{\infty}\left(c z q^{-m} ; q\right)_{\infty} q^{n m}}{\left(z^{2} q^{-m} ; q\right)_{\infty}\left(q^{-m} ; q\right)_{m}(q ; q)_{\infty}} z^{-n} \\
& \cdot \sum_{k, j=0}^{\infty} \frac{(a z ; q)_{k}(a / z ; q)_{k}(c z ; q)_{j}(c / z ; q)_{j} b^{k} d^{j}\left(-z q^{-m}\right)^{k+j}}{(q ; q)_{k}(a b ; q)_{k}\left(a z q^{-m} ; q\right)_{k}(c d ; q)_{j}\left(c z q^{-m} ; q\right)_{j}(q ; q)_{j}} \\
& \quad \cdot q^{j(j-1) / 2+k(k-1) / 2} .
\end{aligned}
$$

This gives the asymptotic formula

$$
\begin{align*}
\frac{(a c ; q)_{n}(a d ; q)_{n}}{(c d ; q)_{n}(q ; q)_{n}} & p_{n}(x)  \tag{2.4}\\
= & \left(\frac{a}{z}\right)^{n} \frac{(a z ; q)_{\infty}(c z ; q)_{\infty}}{\left(z^{2} ; q\right)_{\infty}(q ; q)_{\infty}} \sum_{m=0}^{\infty} \frac{\left(\frac{q}{a z} ; q\right)_{m}\left(\frac{q}{c z} ; q\right)_{m}}{(q ; q)_{m}\left(q z^{-2} ; q\right)_{m}}(a c)^{m} q^{m n} \\
& \cdot{ }_{2} \phi_{2}\left(\begin{array}{c}
a / z, a z \\
\left.a b, a z q^{-m} ; q, z b q^{-m}\right)_{2} \phi_{2}\binom{c z, c / z}{c d, c z q^{-m} ; q, z d q^{-m}} \\
\\
\\
+ \text { a similar term with } z \text { and } 1 / z \text { interchanged. }
\end{array}\right.
\end{align*}
$$

The relationship (2.4) is actually an explicit representation as well as an asymptotic expansion. As $n \rightarrow \infty$ the main term on the right-hand side of (2.4) is

$$
(a / z)^{n} \frac{(a z ; q)_{\infty}(c z ; q)_{\infty}}{\left(z^{2} ; q\right)_{\infty}(q ; q)_{\infty}} \phi_{1}\left(\begin{array}{c}
a / z \\
a b
\end{array} ; q, z b\right){ }_{1} \phi_{1}\left(\begin{array}{c}
c / z \\
c d
\end{array} ; q, z d\right)
$$

+ a similar term with $z$ and $1 / z$ interchanged.
Clearly, if $r$ is a positive integer, then

$$
{ }_{1} \phi_{1}\left(\begin{array}{c}
a / z \\
a b
\end{array} ; q, z b\right)=\lim _{r \rightarrow \infty}{ }_{2} \phi_{1}\left(\begin{array}{c}
a / z, q^{-r} \\
a b
\end{array} ; q, z b q^{r}\right)=\lim _{r \rightarrow \infty} \frac{(b z ; q)_{r}}{(a b ; q)_{r}}=\frac{(b z ; q)_{\infty}}{(a b ; q)_{\infty}},
$$

where we used the $q$-analogue of Gauss's theorem, Slater [11, p. 247]. This shows that the main term in the asymptotic expansion of the left-hand side of (2.4) is

$$
\left(\frac{a}{z}\right)^{n} A(z)+(a z)^{n} A\left(z^{-1}\right)
$$

where

$$
A(z)=\frac{(a z ; q)_{\infty}(b z ; q)_{\infty}(c z ; q)_{\infty}(d z ; q)_{\infty}}{(a b ; q)_{\infty}(c d ; q)_{\infty}\left(z^{2} ; q\right)_{\infty}(q ; q)_{\infty}} .
$$

We now consider the $q$-Racah case, that is the case $a b=q^{-N}$. Formula (3.2) in [8] implies

$$
\begin{aligned}
& \frac{(a c ; q)_{n}(a d ; q)_{n}}{(c d ; q)_{n}(q ; q)_{n}} p_{n}\left(x ; a, q^{-N} / a, c, d\right) \\
& \quad=a^{n} \sum_{k=0}^{n} \frac{(a / z ; q)_{n-k}\left(q^{-N} / a z ; q\right)_{n-k}(c z ; q)_{k}(d z ; q)_{k}}{\left(q^{-N} ; q\right)_{n-k}(q ; q)_{n-k}(c d ; q)_{k}(q ; q)_{k}} z^{n-2 k}
\end{aligned}
$$

$0 \leqq n \leqq N$. Applying

$$
\frac{\left(q^{-N} / \lambda ; q\right)_{n-k}}{\left(q^{-N} ; q\right)_{n-k}}=\frac{(\lambda q ; q)_{N}(q ; q)_{N-n+k}}{(\lambda q ; q)_{N-n+k}(q ; q)_{N}} \lambda^{k-n},
$$

we obtain, $0 \leqq n \leqq N$,

$$
\begin{align*}
& \frac{(a c ; q)_{n}(a d ; q)_{n}}{(c d ; q)_{n}(q ; q)_{n}} p_{n}\left(x ; a, q^{-N} / a, c, d\right)  \tag{2.5}\\
& =\frac{(a q z ; q)_{N}}{(q ; q)_{N}} \sum_{k=0}^{n} \frac{(c z ; q)_{k}(d z ; q)_{k}(q ; q)_{N-n+k}(a / z ; q)_{n-k}}{(c d ; q)_{k}(q ; q)_{k}(a q z ; q)_{N-n+k}(q ; q)_{n-k}}\left(\frac{a}{z}\right)^{k} .
\end{align*}
$$

We now let $N \rightarrow \infty, n \rightarrow \infty$ in such a way that $n=O\left(N^{1-\varepsilon}\right), \varepsilon$ is a fixed number in $(0,1)$. One can easily justify interchanging the limiting and summation processes in (2.5) and establish

$$
p_{n}\left(x ; a, q^{-N} / a, c, d\right) \cong \frac{(a / z ; q)_{\infty}(c d ; q)_{\infty}}{(a c ; q)_{\infty}(a d ; q)_{\infty}{ }_{2} \phi_{1}\left(\begin{array}{c}
c z, d z  \tag{2.6}\\
a d
\end{array} ; q, a / z\right) .}
$$

One disadvantage of the right-hand side in (2.6) is its lack of symmetry. It should be symmetric in $z$ and $1 / z$. In order to obtain a more symmetric representation we apply the transformation (2.2) and get

$$
\begin{equation*}
p_{n}\left(x ; a, q^{-N} / a, c, d\right) \cong \frac{(c d ; q)_{\infty}}{(a d ; q)_{\infty}} \sum_{k=0}^{\infty} \frac{(c z ; q)_{k}(c / z ; q)_{k}(-a d)^{k}}{(q ; q)_{k}(c d ; q)_{k}(a c ; q)_{k}} q^{\left(\frac{k}{2}\right)} \tag{2.7}
\end{equation*}
$$

as $n \rightarrow \infty, N \rightarrow \infty, n=O\left(N^{1-\varepsilon}\right)$. Observe that $(c z ; q)_{k}(c / z ; q)_{k}$ is a polynomial in $x$ of degree $k$. In fact

$$
(c z ; q)_{k}(c / z ; q)_{k}=\prod_{j=0}^{k-1}\left(1-2 q^{j} c x+c^{2} q^{z j}\right) .
$$

3. The q-Jacobi polynomials. Ismail and Wilson [8] found the generating function

$$
\sum_{n=0}^{\infty} \frac{q^{n(n-1) / 2} t^{n}}{(\beta q ; q)_{n}(q ; q)_{n}} \Phi_{n}^{\alpha, \beta}(x)={ }_{2} \phi_{1}\left(\begin{array}{c}
0,1 / x \\
\beta q
\end{array} ; q,-x t\right){ }_{0} \phi_{1}(\overline{\alpha q} ; q,-x \alpha q t) .
$$

Applying the Pfaff-Kummer transformation (2.2) to the ${ }_{2} \phi_{1}$ appearing in the above generating function, we obtain

$$
\sum_{n=0}^{\infty} \frac{q^{n(n-1) / 2} t^{n}}{(\beta ; q)_{n}(q ; q)_{n}} \Phi_{n}^{\alpha, \beta}(x)=\frac{1}{(-x t ; q)_{\infty}}{ }_{1} \phi_{1}\left(\begin{array}{c}
\beta q x  \tag{3.1}\\
\beta q
\end{array} ; q,-t\right){ }_{0} \phi_{1}(\overline{\alpha q} ; q,-x \alpha q t)
$$

The singularities of the right-hand side of (3.1) are simple poles located at $t=-q^{-m} / x$, $m=0,1, \cdots$. Let

$$
\begin{equation*}
\Phi(x, t)=\sum_{n=0}^{\infty} \frac{q^{n(n-1) / 2} t^{n}}{(\beta q ; q)_{n}(q ; q)_{n}} \Phi_{n}^{\alpha, \beta}(x) . \tag{3.2}
\end{equation*}
$$

Cauchy's theorem implies

$$
\begin{equation*}
\frac{q^{n(n-1) / 2}}{(\beta q ; q)_{n}(q ; q)_{n}} \Phi_{n}^{\alpha, \beta}(x)=\frac{1}{2 \pi i} \int_{C} \Phi(x, t) t^{-n-1} d t \tag{3.3}
\end{equation*}
$$

where $C$ is a circle $|t|=\rho<1 /|x|$. As we did in the case of Askey-Wilson polynomials, we think of $C$ as a contour enclosing the point at infinity in the $t$-plane but with a clockwise orientation. Clearly

$$
\begin{aligned}
\operatorname{Res}\{ & \left.t^{-n-1} \Phi(x, t) ; t=-q^{-m} / x\right\} \\
& =-\frac{q^{m n}(-x)^{n}}{\left(q^{-m} ; q\right)_{m}(q ; q)_{\infty}}{ }_{0} \phi_{1}\left(\overline{\alpha q} ; q, \alpha q^{1-m}\right)_{1} \phi_{1}\left(\begin{array}{c}
\beta q x \\
\beta q
\end{array} ; q, q^{-m} / x\right) .
\end{aligned}
$$

This and (3.3) establish the explicit formula

$$
\begin{align*}
& \frac{(-x)^{-n} q^{n(n-1) / 2}}{(\beta q ; q)_{n}(q ; q)_{n}} \Phi_{n}^{\alpha, \beta}(x)  \tag{3.4}\\
& \quad=\sum_{m=0}^{\infty} \frac{q^{m n+m(m+1) / 2}}{(q ; q)_{m}(q ; q)_{\infty}}(-1)^{m}{ }_{0} \phi_{1}\left(\overline{\alpha q} ; q, \alpha q^{1-m}\right){ }_{1} \phi_{1}\left(\overline{\beta q} ; q, q^{-m} / x\right) .
\end{align*}
$$

This is also an asymptotic formula as $n \rightarrow \infty$ when $x$ is fixed. Each of the hypergeometric functions appearing on the right-hand side of (3.4) is a sum of $m$ terms. This can be seen as follows

$$
\begin{aligned}
{ }_{0} \phi_{1}\left(\overline{\alpha q} ; q, \alpha q^{1-m}\right) & =\lim _{\varepsilon \rightarrow 0}{ }_{2} \phi_{1}\binom{\frac{1}{\varepsilon}, \frac{1}{\varepsilon} ; q, \alpha \varepsilon^{2} q^{1-m}}{\alpha q} \\
& =\lim _{\varepsilon \rightarrow 0} \frac{1}{(\alpha q ; q)_{\infty}}{ }_{2} \phi_{1}\binom{q^{-m}, \frac{1}{\varepsilon} ; \varepsilon \alpha q q}{\alpha \varepsilon q^{1-m}}
\end{aligned}
$$

where we used the transformation, Askey and Ismail [4, p. 67],

$$
{ }_{2} \phi_{1}\left(\begin{array}{c}
a, b  \tag{3.5}\\
c
\end{array} ; q, x\right)=\frac{(b x ; q)_{\infty}(c / b ; q)_{\infty}}{(x ; q)_{\infty}(c ; q)_{\infty}}{ }_{2} \phi_{1}\left(\begin{array}{c}
\frac{a b x}{c}, b \\
b x
\end{array} ; q, c / b\right) .
$$

This gives

$$
{ }_{o} \phi_{1}\left(\overline{\alpha q} ; q, \alpha q^{1-m}\right)=\frac{1}{(\alpha q ; q)_{\infty}} \sum_{k=0}^{m} \frac{\left(q^{-m} ; q\right)_{k}}{(q ; q)_{k}}(-\alpha)^{k q^{k(k+1) / 2}}
$$

Furthermore,

$$
\left.\begin{array}{rl}
{ }_{1} \phi_{1}\left(\begin{array}{c}
\beta x q \\
\beta q
\end{array} ; q, q^{-m} / x\right) & =\lim _{\varepsilon \rightarrow 0} \phi_{2}\left(\begin{array}{c}
\frac{1}{\varepsilon}, \beta x q \\
\beta q
\end{array} ; q, \varepsilon q^{-m} / x\right. \\
\beta q
\end{array}\right) .
$$

Thus we proved

$$
\begin{align*}
\frac{(-x)^{-n} q^{n(n-1) / 2}}{(\beta q ; q)_{n}(q ; q)_{n}} \Phi_{n}^{\alpha, \beta}(x)= & \frac{(1 / x ; q)_{\infty}}{(\beta q ; q)_{\infty}(\alpha q ; q)_{\infty}} \sum_{m=0}^{\infty} \frac{q^{m n+m(m+1) / 2}}{(q ; q)_{m}(q ; q)_{\infty}}(-1)^{m}  \tag{3.6}\\
& \cdot{ }_{2} \phi_{1}\left(\begin{array}{c}
q^{-m}, \beta x q \\
0
\end{array} ; q, 1 / x\right){ }_{1} \phi_{1}\left(\begin{array}{c}
q^{-m} \\
0
\end{array} ; q, \alpha q\right)
\end{align*}
$$

We now treat the big $q$-Jacobi polynomials. Ismail and Wilson [8] obtained the generating function

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \frac{(\gamma q ; q)_{n} t^{n}}{(q ; q)_{n}(\beta q ; q)_{n}} P_{n}(x) \\
& =\left(\sum_{n=0}^{\infty} \frac{(\alpha q / x ; q)_{n}(t x)^{n}}{(\alpha q ; q)_{n}(q ; q)_{n}}\right)\left(\sum_{k=0}^{\infty} \frac{(\beta x / \gamma ; q)_{k}(-\gamma t)^{k} q^{k(k+1) / 2}}{(q ; q)_{k}(\beta q ; q)_{k}}\right),
\end{aligned}
$$

that is,

$$
\sum_{n=0}^{\infty} \frac{(\gamma q ; q)_{n} t^{n}}{(q ; q)_{n}(\beta q ; q)_{n}} P_{n}(x)={ }_{2} \phi_{1}\left(\begin{array}{c}
0, \alpha q / x  \tag{3.7}\\
\alpha q
\end{array} ; q, x t\right){ }_{1} \phi_{1}\left(\begin{array}{c}
\beta x / \gamma \\
\beta q
\end{array} ; q, \gamma q t\right) .
$$

Applying the transformation (2.2) to the ${ }_{2} \phi_{1}$ in (3.7) gives

$$
\left.\sum_{n=0}^{\infty} \frac{(\gamma q ; q)_{n} t^{n}}{(\beta q ; q)_{n}(q ; q)_{n}} P_{n}(x)=\frac{1}{(x t ; q)_{\infty}}{ }_{1} \phi_{1}\left(\begin{array}{c}
x  \tag{3.8}\\
\alpha q
\end{array} ; \alpha q t\right)\right)_{1} \phi_{1}\left(\begin{array}{c}
\beta x / \gamma \\
\beta q
\end{array} ; q \gamma q t\right) .
$$

The poles of the right-hand side are all simple and are located at $t=q^{-m} / x, m=$ $0,1, \cdots$. The residue of $t^{-n-1}$ times the right-hand side of (3.8) at $t=q^{-m} / x$ is

$$
\frac{-x^{n} q^{m n}}{\left(q^{-m} ; q\right)_{m}(q ; q)_{\infty}}{ }_{1} \phi_{1}\left(\begin{array}{c}
x \\
\left.\alpha q ; q, \frac{\alpha}{x} q^{1-m}\right){ }_{1} \phi_{1}\left(\begin{array}{c}
\beta x / \gamma \\
q \beta
\end{array} ; \frac{\gamma}{x} q^{1-m}\right) . . ~ . ~
\end{array}\right. \text {. }
$$

This establishes

$$
\begin{align*}
& \frac{(\gamma q ; q)_{n}(q ; q)_{\infty}}{(\beta q ; q)_{n}(q ; q)_{n}} P_{n}(x)=x^{n} \sum_{m=0}^{\infty} \frac{(-1)^{m} q^{m n+m(m+1) / 2}}{(q ; q)_{m}}  \tag{3.9}\\
& { }^{1} \phi_{1}\left(\begin{array}{c}
x \\
\alpha q
\end{array} ; q, \frac{\alpha}{x} q^{1-m}\right){ }_{1} \phi_{1}\left(\begin{array}{c}
\beta x / \gamma \\
q \beta
\end{array} ; q, \frac{\gamma}{x} q^{1-m}\right) .
\end{align*}
$$

Each of the ${ }_{1} \phi_{1}$ 's appearing in (3.9) is a sum of $m$ terms. This follows from (3.5) since

$$
\left.{ }_{1} \phi_{1}\left(\begin{array}{l}
\lambda  \tag{3.10}\\
\mu
\end{array} q, \frac{\mu}{\lambda} q^{-m}\right)=\lim _{\varepsilon \rightarrow 0}{ }_{2} \phi_{1}\left(\begin{array}{c}
\frac{1}{\varepsilon}, \lambda \\
\mu
\end{array} ; \varepsilon \frac{\mu}{\lambda} q^{-m}\right)=\frac{(\mu / \lambda ; q)_{\infty}}{(\mu q)_{\infty}}{ }_{2} \phi_{1}\binom{q^{-m}, \lambda}{0} ; q, \frac{\mu}{\lambda}\right) .
$$

This enables us to transform (3.9) to

$$
\left.\begin{array}{r}
\frac{(\theta ; q)_{n}(q ; q)_{\infty}}{(\beta q ; q)_{n}(q ; q)_{n}} P_{n}(x)=\frac{x^{n}(\gamma q ; q)_{\infty}(\alpha q / x ; q)_{\infty}}{(\alpha q ; q)_{\infty}(\beta q ; q)_{\infty}} \sum_{m=1}^{\infty} \frac{(-1)^{m} q^{m n+m(m+1) / 2}}{(q ; q)_{m}}  \tag{3.11}\\
\cdot\left(\begin{array}{c}
q^{-m}, x \\
0
\end{array} ; q, \frac{\alpha q}{x}\right)_{2} \phi_{1}\left(\begin{array}{c}
q^{-m}, \beta x / \gamma \\
0
\end{array} ; q, \frac{g q}{x}\right.
\end{array}\right) .
$$

The relationship (3.11) is an explicit representation of $P_{n}(x)$. The right-hand side of (3.11) is clearly an asymptotic series as $n \rightarrow \infty$.
4. The continuous $\boldsymbol{q}$-ultraspherical polynomials. The continuous $q$-ultraspherical polynomials $\left\{C_{n}(x ; \beta \mid q)\right\}$ have the generating function

$$
\begin{equation*}
\sum_{n=0}^{\infty} C_{n}(\cos \theta, \beta \mid q) t^{n}=\frac{\left(\beta t e^{i \theta} ; q\right)_{\infty}\left(\beta t e^{-i \theta} ; q\right)_{\infty}}{\left(t e^{i \theta} ; q\right)_{\infty}\left(t e^{-i \theta} ; q\right)_{\infty}} \tag{4.1}
\end{equation*}
$$

They were discovered by L. J. Rogers around the turn of the century and Rogers used them to prove the Rogers-Ramanujan identities. Rogers did not realize that they are orthogonal polynomials although he was well aware of the fact that they generalize the ultraspherical (or Gegenbauer) polynomials. Their orthogonality was proved only recently, [4] and [6]. Recently, Rahman and Verma [10] proved the $q$-integral representation

$$
\begin{align*}
C_{n}(\cos \theta, \beta \mid q)= & \frac{2 i \sin \theta(\beta ; q)_{\infty}^{2}\left(\beta^{2} ; q\right)_{n}}{(1-q) w_{\beta}(\cos \theta \mid q)(q ; q)_{\infty}\left(\beta^{2} ; q\right)_{\infty}}  \tag{4.2}\\
& \cdot \int_{e^{i \theta}}^{e^{-i \theta}} u^{n} \frac{\left(q u e^{i \theta} ; q\right)_{\infty}\left(q u e^{-i \theta}\right)_{\infty}}{\left(\beta u e^{i \theta} ; q\right)_{\infty}\left(\beta u e^{-i \theta} ; q\right)_{\infty}} d_{q} u,
\end{align*}
$$

where $0<\theta<\pi, w_{\beta}(x \mid q)$ is the weight function

$$
w_{\beta}(\cos \theta \mid q)=\left(e^{2 i \theta} ; q\right)_{\infty}\left(e^{-2 i \theta} ; q\right)_{\infty} /\left[\left(\beta e^{2 i \theta} ; q\right)_{\infty}\left(\beta e^{-2 i \theta} ; q\right)_{\infty}\right],
$$

and the $q$-integral is defined by

$$
\int_{0}^{a} f(u) d_{q} u=a(1-q) \sum_{n=0}^{\infty} f\left(a q^{n}\right) q^{n}, \int_{a}^{b} f(u) d_{q} u=\int_{0}^{b} f(u) d_{q} u-\int_{0}^{a} f(u) d_{q} u .
$$

The representation (4.2) resembles the familiar Dirichlet-Mehler formula, Szegö [12]. Rahman and Verma [10] observed that (4.2) can be used to compute the complete asymptotic expansion of $C_{n}(\cos \theta ; \beta \mid q)$ for large $n$. They also used (4.2) to derive a new generating function for the continuous $q$-ultraspherical polynomials and to give a simple derivation of the Poisson kernel for the continuous $q$-ultraspherical polynomials that Gasper and Rahman obtained earlier [7].

Applying the procedure that we used in $\S \S 2$ and 3 to the generating function (4.1), we obtain

$$
\begin{align*}
C_{n}(\cos \theta ; \beta \mid q)= & \frac{(\beta ; q)_{\infty}\left(\beta e^{2 i \theta} ; q\right)_{\infty}}{(q ; q)_{\infty}\left(e^{2 i \theta} ; q\right)_{\infty}} e^{-i n \theta}{ }_{2} \phi_{1}\left(\begin{array}{c}
q / \beta, q e^{-2 i \theta} / \beta \\
q e^{-2 i \theta}
\end{array} q, \beta^{2} q^{n}\right)  \tag{4.3}\\
& + \text { a similar term with } \theta \text { replaced by }-\theta .
\end{align*}
$$

The relationship (4.3) is not exactly what Rahman and Verma obtained although it serves the same purpose. Applying the transformation

$$
{ }_{2} \phi_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; q, x\right)=\frac{(a b x / c ; q)_{\infty}}{(x ; q) d \infty}{ }_{2} \phi_{1}\left(\begin{array}{c}
c / a, c / b \\
c
\end{array} ; q, a b x / c\right)
$$

to the basic hypergeometric functions in (4.3) transforms (4.3) to

$$
\begin{equation*}
C_{n}(\cos \theta ; \beta \mid q)=\frac{(\beta ; q)_{\infty}\left(\beta e^{2 i \theta} ; q\right)_{\infty}\left(q^{n+1} ; q\right)_{\infty}}{(q ; q)_{\infty}\left(e^{2 i \theta} ; q\right)_{\infty}\left(\beta^{2} q^{n} ; q\right)_{\infty}}\binom{\beta e^{2 i \theta}, \beta}{q e^{-2 i \theta} ; q, q^{n+1}} \tag{4.4}
\end{equation*}
$$

Formula (4.4) is a restatement of (4.2).
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# MONOTONICITY PROPERTIES OF THE ZEROS OF BESSEL FUNCTIONS* 
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Abstract. For $\nu \geqq 0$ let $c_{\nu k}$ be the $k$ th positive zero of the general cylinder function

$$
C_{\nu}(x)=\cos \alpha J_{\nu}(x)-\sin \alpha Y_{\nu}(x), \quad 0 \leqq \alpha<\pi
$$

where $J_{\nu}(x)$ and $Y_{\nu}(x)$ denote the Bessel functions of the first and second kind, respectively. Since the notation $c_{\nu h}$ does not reflect the dependence on the values of $\alpha$, it is useful to define the function $j_{\nu \kappa}$ as in [3]. The sequence $j_{\nu 1} j_{\nu 2}, \ldots$ is used to denote the sequence of the zeros of $J_{\nu}(x)$ corresponding to $\alpha=0$. Now for any $\kappa \in(k-1, k)$, where $k$ is some natural number, let $j_{\nu \kappa}=c_{\nu k}$ with $\alpha=(k-\kappa) \pi$. The correspondence between $j_{\nu k}$ and $c_{\nu k}$ is one-to-one. In this paper we are concerned with some monotonicity properties related to $j_{\nu \kappa}$. We also study the convexity (concavity) of $j_{\nu \kappa}$ showing that $j_{\nu \kappa}$ is convex with respect to $\kappa$ for fixed $\nu$ and $0 \leqq \nu \leqq \frac{1}{2}$, and concave for $\nu \geqq \frac{1}{2}$.

Finally for $\nu \geqq 0$ and $\kappa>0$ we prove that the function $\log j_{\nu \kappa}$ is concave in $\nu$ for fixed $\kappa$ and concave in $\kappa$ for fixed $\nu$.

Key words. zeros of Bessel functions
AMS(MOS) subject classification. Primary 33A40

1. Introduction. For $\nu \geqq 0$ we use $c_{\nu k}$ to denote the $k$ th positive zero of the cylinder function

$$
C_{\nu}(x)=J_{\nu}(x) \cos \alpha-Y_{\nu}(x) \sin \alpha, \quad 0 \leqq \alpha<\pi
$$

where $J_{\nu}(x)$ and $Y_{\nu}(x)$ are the Bessel functions of the first and second kind, respectively.

The properties of $c_{\nu k}$ have been investigated by several authors.
Recently L. Lorch has studied the determinant [4, p. 223]

$$
T=\left|\begin{array}{cc}
c_{\nu k} & c_{\nu+\delta, k+h}  \tag{1.1}\\
c_{\nu+\varepsilon, k+r} & c_{\nu+\delta+\varepsilon, k+h+r}
\end{array}\right|
$$

for $\varepsilon, \delta \geqq 0, h, r=0,1,2, \cdots, \varepsilon+r>0, h+\delta>0$ and he has proved that $T<0$.
In this paper we are interested, among other things, in determinants of the type (1.1), and we prove a more general result than the one given by Lorch.

In [3] we introduced the notation $j_{\nu k}$ to denote the function $c_{\nu k}$ as follows: let $\kappa=k-\alpha / \pi$, then $j_{\nu \kappa}=c_{\nu k}$. Now we have $j_{\nu \kappa}$ for $\nu \geqq 0, \kappa>0$ and with this notation (1.1) can be rewritten in the following way

$$
T=\left|\begin{array}{cc}
j_{\nu \kappa} & j_{\nu+\delta, \kappa+h}  \tag{1.2}\\
j_{\nu+\varepsilon, \kappa+r} & j_{\nu+\delta+\varepsilon, \kappa+h+r}
\end{array}\right|
$$

where $\nu, \kappa, \delta, h, r, \varepsilon$ are nonnegative real numbers and $\varepsilon+r>0, h+\delta>0$. We shall see that Lorch's result is true also for $T$ in (1.2).

[^131]Concerning the function $j_{\nu \kappa}$ we know that it is increasing with respect to both the variables. For fixed $\kappa$ this follows from the Watson formula [6, p. 508]

$$
\begin{equation*}
\frac{d}{d \nu} j_{\nu \kappa}=2 j_{\nu \kappa} \int_{0}^{\infty} K_{0}\left(2 j_{\nu \kappa} \sinh t\right) e^{-2 \nu t} d t \tag{1.3}
\end{equation*}
$$

where $K_{0}(u)$ is the modified Bessel function of order zero, which is positive. On the other hand for fixed $\nu$ we have proved in [2] that $j_{\nu \kappa}$ is strictly increasing with respect to $\kappa$. For the sake of the later reference we express this property in the form

$$
\begin{equation*}
j_{\nu \kappa^{\prime}}>j_{\nu \kappa}, \quad \kappa^{\prime}>\kappa>0, \quad \nu>-\kappa . \tag{1.4}
\end{equation*}
$$

Moreover we know [5] that the sequence $\left\{c_{\nu, k+1}-c_{\nu, k}\right\}_{k=1}^{\infty}$ is strictly decreasing for $|\nu|>\frac{1}{2}$ and increasing for $|\nu|<\frac{1}{2}$. So with our notation the sequence $\left\{j_{\nu, \kappa+k+1}-\right.$ $\left.j_{\nu, \kappa+k}\right\}_{k=0}^{\infty}$ is monotonic. This property suggests that the function $j_{\nu \kappa}$ is concave with respect to $\kappa$ if $\nu \geqq \frac{1}{2}$ and convex for $0 \leqq \nu \leqq \frac{1}{2}$. Theorem 2.2 states that this observation is true.
2. The function $\boldsymbol{j}_{\nu \kappa}$ and the determinant $\boldsymbol{T}$. For $\nu \geqq 0$ and $\kappa>0$ we consider the derivative

$$
\begin{equation*}
\frac{\partial}{\partial \kappa} j_{\nu \kappa}=l_{\nu \kappa}=l . \tag{2.1}
\end{equation*}
$$

Since in the special case $\nu=\frac{1}{2} j_{1 / 2, \kappa}=\kappa \pi$ [3], we have

$$
\begin{equation*}
l_{1 / 2, \kappa}=\pi . \tag{2.2}
\end{equation*}
$$

Differentiating the function $d j_{\nu \kappa} / d \nu$ given by (1.3) with respect to $\kappa$, we obtain

$$
\begin{aligned}
\frac{d}{d \nu} l= & 2 l \int_{0}^{\infty} K_{0}(2 j \sinh t) e^{-2 \nu t} d t \\
& +2 j \int_{0}^{\infty} K_{0}^{\prime}(2 j \sinh t) 2 l \sinh t e^{-2 \nu t} d t
\end{aligned}
$$

where $j=j_{\nu \kappa}$. An integration by parts of the second integral on the right-hand side gives

$$
\begin{aligned}
& 2 l \int_{0}^{\infty} K_{0}^{\prime}(2 j \sinh t) 2 j \cosh t \tanh t e^{-2 \nu t} d t=2 l\left[K_{0}(2 j \sinh t) \tanh t e^{-2 \nu t}\right]_{0}^{\infty} \\
&-2 l \int_{0}^{\infty} K_{0}(2 j \sinh t)\left[\frac{1}{\cosh ^{2} t}-2 \nu \tanh t\right] e^{-2 \nu t} d t .
\end{aligned}
$$

Recalling that

$$
K_{0}(u)= \begin{cases}o\left(\log \frac{1}{u}\right), & u>0, \quad u \rightarrow 0 \\ o\left(e^{-u}\right), & u \rightarrow \infty\end{cases}
$$

the first term on the right-hand side is zero; therefore by (2.1)

$$
\frac{d}{d \nu} l=2 l \int_{0}^{\infty} K_{0}(2 j \sinh t)\left(\tanh ^{2} t+2 \nu \tanh t\right) e^{-2 \nu t} d t
$$

Taking into account (2.2), we have

$$
\begin{equation*}
l_{\nu \kappa}=\pi \exp \left\{2 \int_{1 / 2}^{\nu}\left[\int_{0}^{\infty} K_{0}\left(2 j_{\mu \kappa} \sinh t\right)\left(\tanh ^{2} t+2 \mu \tanh t\right) e^{-2 \mu t} d t\right] d \mu\right\} . \tag{2.3}
\end{equation*}
$$

A simple consequence of the formula (2.3) is the following result.
Theorem 2.1. For $\nu \geqq 0$ and $\kappa^{\prime}>\kappa>0$ the relations

$$
j_{\nu \kappa^{\prime}}-j_{\nu \kappa} \begin{cases}>\pi\left(\kappa^{\prime}-\kappa\right), & \nu>\frac{1}{2}, \\ =\pi\left(\kappa^{\prime}-\kappa\right), & \nu=\frac{1}{2}, \\ <\pi\left(\kappa^{\prime}-\kappa\right), & 0 \leqq \nu<\frac{1}{2}\end{cases}
$$

hold.
Proof. By (2.3) we have the inequalities $l_{\nu \kappa} \gtreqless \pi$ if $\nu \gtreqless \frac{1}{2}$ respectively, and $j_{\nu \kappa^{\prime}}-j_{\nu \kappa}=$ $\int_{\kappa}^{\kappa^{\prime}} l_{\nu \lambda} d \lambda$; hence the conclusion of the Theorem follows.

Theorem 2.2. The function $j_{\nu \kappa}$ is concave with respect to $\kappa$ if $\nu \geqq \frac{1}{2}$ and convex if $0 \leqq \nu \leqq \frac{1}{2}$.

Proof. To show the concavity of the function $j_{\nu \kappa}$ with respect to $\kappa$, in the case $\nu \geqq \frac{1}{2}$, we need to show that the function $l_{\nu \kappa}=\partial j_{\nu \kappa} / \partial \kappa$ decreases as $\kappa$ increases. Let $\kappa^{\prime}>\kappa>0$. Then by (1.4) $j_{\nu \kappa^{\prime}}>j_{\nu \kappa}$ for $\nu \geqq 0$. On the other hand the function $K_{0}(u)$ has the integral representation [6, p. 446]

$$
K_{0}(u)=\int_{0}^{\infty} e^{-u} \cosh \xi d \xi
$$

hence $K_{0}(u)$ strictly decreases as $\underline{u}$ increases and by (2.3) we have $l_{\nu \kappa}>l_{\nu \kappa^{\prime}}$. This gives the concavity of $j_{\nu \kappa}$ with respect to $\kappa$, for $\nu \geqq \frac{1}{2}$.

Similarly we can prove the convexity of $j_{\nu \kappa}$ with respect to $\kappa$, in the case $0 \leqq \nu \leqq \frac{1}{2}$, and the proof of Theorem 2.2 is complete.

Theorem 2.3. For $\nu \geqq 0$ and $\kappa>0$ the function $\log j_{\nu \kappa}$ is concave in $\nu$ for fixed $\kappa$ and concave in $\kappa$ for fixed $\nu$.

Proof. The first part of the theorem follows from

$$
\frac{j_{\nu+\varepsilon+\delta, \kappa}}{j_{\nu+\varepsilon, \kappa}}<\frac{j_{\nu+\delta, \kappa}}{j_{\nu \kappa}}, \quad \varepsilon, \delta>0
$$

thus we need to show that the function $H(\nu, \kappa)$ defined by

$$
\begin{equation*}
H(\nu, \kappa)=\frac{j_{\nu+\delta, \kappa}}{j_{\nu \kappa}} \tag{2.4}
\end{equation*}
$$

decreases as $\nu$ increases. By (1.3) we have

$$
\begin{equation*}
\log H(\nu, \kappa)=2 \int_{\nu}^{\nu+\delta}\left[\int_{0}^{\infty} K_{0}\left(2 j_{\mu \kappa} \sinh t\right) e^{-2 \mu t} d t\right] d \mu \tag{2.5}
\end{equation*}
$$

and similarly

$$
\begin{aligned}
\log H(\nu+\varepsilon, \kappa) & =2 \int_{\nu+\varepsilon}^{\nu+\varepsilon+\delta}\left[\int_{0}^{\infty} K_{0}\left(2 j_{\mu \kappa} \sinh t\right) e^{-2 \mu t} d t\right] d \mu \\
& =2 \int_{\nu}^{\nu+\delta}\left[\int_{0}^{\infty}\left(2 j_{\mu+\varepsilon, \kappa} \sinh t\right) e^{-2(\mu+\varepsilon) t} d t\right] d \mu
\end{aligned}
$$

By (1.3) $j_{\mu+\varepsilon, \kappa}>j_{\mu, \kappa}$ and since $K_{0}(u)$ decreases as $u$ increases, the function in the last integral is less than the one in (2.5). This shows that $H(\nu+\varepsilon, \kappa)<H(\nu, \kappa)$ and the result follows.

For the proof of the second part we have to show the inequality

$$
\frac{j_{\nu, \kappa+r+h}}{j_{\nu, \kappa+r}}<\frac{j_{\nu, \kappa+h}}{j_{\nu \kappa}}, \quad r, h>0
$$

which is equivalent to proving that the function $L(\nu, \kappa)$ defined by

$$
\begin{equation*}
L(\nu, \kappa)=\frac{j_{\nu, \kappa+h}}{j_{\nu \kappa}} \tag{2.6}
\end{equation*}
$$

decreases as $\kappa$ increases.
By (2.1) and (2.6) we have

$$
\begin{equation*}
\frac{\partial}{\partial \kappa} \log L(\nu, \kappa)=\frac{l_{\nu, \kappa+h}}{j_{\nu, \kappa+h}}-\frac{l_{\nu \kappa}}{j_{\nu \kappa}} \tag{2.7}
\end{equation*}
$$

and we need to prove that $l_{\nu \kappa} / j_{\nu \kappa}$ decreases as $\kappa$ increases. In the particular case $\nu=\frac{1}{2}$ this is trivial, because by (2.2) $l_{1 / 2, \kappa}=\pi$ and $j_{1 / 2, \kappa}=\kappa \pi$.

Now we distinguish the cases $\boldsymbol{\nu}>\frac{1}{2}$ and $0 \leqq \boldsymbol{\nu} \leqq \frac{1}{2}$. In the first case for $r>0$ and $\kappa^{\prime}=\kappa+r$ we have by (1.4) and (2.3)

$$
\frac{l_{\nu \kappa^{\prime}}}{j_{\nu \kappa^{\prime}}}<\frac{l_{\nu \kappa^{\prime}}}{j_{\nu \kappa}}<\frac{l_{\nu \kappa}}{j_{\nu \kappa}},
$$

so by (2.7) the function $L(\nu, \kappa)$ decreases as $\kappa$ increases, provided $\nu>\frac{1}{2}$.
The case $0 \leqq \nu \leqq \frac{1}{2}$ requires more detailed investigation. By (2.1) and (2.3) we get

$$
\begin{align*}
\psi(\nu, \kappa)= & \frac{\partial}{\partial \kappa} \log \frac{l_{\nu \kappa}}{j_{\nu \kappa}}=-2 \int_{\nu}^{1 / 2}  \tag{2.8}\\
& \cdot\left[\int_{0}^{\infty} K_{0}^{\prime}\left(2 j_{\mu \kappa} \sinh t\right) 2 l_{\mu \kappa} \sinh t\left(\tanh ^{2} t+2 \mu \tanh t\right) e^{-2 \mu t} d t\right] d \mu-\frac{l_{\nu \kappa}}{j_{\nu \kappa}}
\end{align*}
$$

We claim that $\psi(\nu, \kappa)<0$ for $0 \leqq \nu \leqq \frac{1}{2}$. For $\nu=\frac{1}{2}$ this is trivial. We show that $\partial \psi(\nu, \kappa) / \partial \nu>0$ for $\nu>0$. Indeed by (1.3), (2.3) and (2.8) we get

$$
\begin{equation*}
\frac{j_{\nu \kappa}}{l_{\nu \kappa}} \frac{\partial}{\partial \nu} \psi(\nu, \kappa)=I_{1}+2 \nu I_{2} \tag{2.9}
\end{equation*}
$$

where

$$
\begin{aligned}
I_{1}= & 4 j_{\nu \kappa} \int_{0}^{\infty} K_{0}^{\prime}\left(2 j_{\nu \kappa} \sinh t\right) \sinh t \tanh ^{2} t e^{-2 \nu t} d t \\
& +2 \int_{0}^{\infty} K_{0}\left(2 j_{\nu \kappa} \sinh t\right)\left(1-\tanh ^{2} t\right) e^{-2 \nu t} d t
\end{aligned}
$$

and

$$
I_{2}=\int_{0}^{\infty}\left[4 j_{\nu \kappa} \sinh t \tanh t K_{0}^{\prime}\left(2 j_{\nu \kappa} \sinh t\right)-2 \tanh t K_{0}\left(2 j_{\nu \kappa} \sinh t\right)\right] e^{-2 \nu t} d t
$$

An integration by parts gives for $\nu>0$

$$
\begin{aligned}
& I_{2}=\left\{\left[4 j_{\nu \kappa} \sinh t \tanh t K_{0}^{\prime}\left(2 j_{\nu \kappa} \sinh t\right)-2 \tanh t K_{0}\left(2 j_{\nu \kappa} \sinh t\right)\right] \frac{e^{-2 \nu t}}{-2 \nu}\right\}_{0}^{\infty} \\
& +\frac{1}{2 \nu} \int_{0}^{\infty}\left[4 j_{\nu \kappa}\left(\sinh t+\frac{\sinh t}{\cosh ^{2} t}\right) K_{0}^{\prime}\left(2 j_{\nu \kappa} \sinh t\right)\right. \\
& \quad+8 j_{\nu \kappa}^{2} \sinh ^{2} t K_{0}^{\prime \prime}\left(2 j_{\nu \kappa} \sinh t\right)-\frac{2}{\cosh ^{2} t} K_{0}\left(2 j_{\nu \kappa} \sinh t\right) \\
& \left.\quad-4 j_{\nu \kappa} \sinh t K_{0}^{\prime}\left(2 j_{\nu \kappa} \sinh t\right)\right] e^{-2 \nu t} d t .
\end{aligned}
$$

Recalling that $K_{0}^{\prime}(u)=-K_{1}(u)$ and

$$
K_{1}(u)= \begin{cases}o\left(\log \frac{1}{u}\right), & u>0, \quad u \rightarrow 0 \\ o\left(e^{-u}\right), & u \rightarrow \infty\end{cases}
$$

the first term on the right-hand side is zero and by (2.3) we obtain

$$
\begin{align*}
& \frac{j_{\nu \kappa}}{l_{\nu \kappa}} \frac{\partial}{\partial \nu} \psi(\nu, \kappa)=2 \int_{0}^{\infty}\left[T_{1}(t) K_{0}\left(2 j_{\nu \kappa} \sinh t\right)+2 j_{\nu \kappa} T_{2}(t) K_{0}^{\prime}\left(2 j_{\nu \kappa} \sinh t\right)\right.  \tag{2.10}\\
&\left.+4 j_{\nu \kappa}^{2} \sinh ^{2} t K_{0}^{\prime \prime}\left(2 j_{\nu \kappa} \sinh t\right)\right] e^{-2 \nu t} d t
\end{align*}
$$

where

$$
\begin{aligned}
& T_{1}(t)=1-\tanh ^{2} t-\frac{1}{\cosh ^{2} t}=0, \\
& T_{2}(t)=\sinh t \tanh ^{2} t+\frac{\sinh t}{\cosh ^{2} t}=\sinh t .
\end{aligned}
$$

Taking into account that $K_{0}(u)$ satisfies the differential equation [1, p. 374]

$$
u^{2} K^{\prime \prime}+u K^{\prime}-u^{2} K=0
$$

we have

$$
\begin{equation*}
\frac{\partial}{\partial \nu} \psi(\nu, \kappa)=8 l_{\nu \kappa} j_{\nu \kappa} \int_{0}^{\infty} K_{0}\left(2 j_{\nu \kappa} \sinh t\right) \sinh ^{2} t e^{-2 \nu t} d t \tag{2.11}
\end{equation*}
$$

which is clearly positive. So the function $\psi(\nu, \kappa)$ increases as $\nu$ increases and by (2.8)

$$
\psi(\nu, \kappa)=\frac{\partial}{\partial \kappa} \log \frac{l_{\nu \kappa}}{j_{\nu \kappa}} \leqq \psi\left(\frac{1}{2}, \kappa\right)=\frac{-1}{\kappa}<0, \quad 0 \leqq \nu \leqq \frac{1}{2} .
$$

Consequently the function $l_{\nu \kappa} / j_{\nu \kappa}$ decreases as $\kappa$ increases and by (2.7) $L(\nu, \kappa)$ decreases as $\kappa$ increases. The proof of Theorem 2.3 is complete.

Corollary 2.1. For $\varepsilon, \delta, h, r>0$ let $T$ be defined by (1.2). If $\varepsilon+r>0$ and $h+\delta>0$, then $T<0$.

Proof. The inequality $T<0$ is equivalent to

$$
\begin{equation*}
H(\nu+\varepsilon, \kappa+r) L(\nu+\delta+\varepsilon, \kappa+r)<H(\nu, \kappa) L(\nu+\delta, \kappa), \tag{2.12}
\end{equation*}
$$

where the functions $H(\nu, \kappa)$ and $L(\nu, \kappa)$ have been defined by (2.4) and (2.6), respectively.

So it is sufficient to show that the functions $H(\nu, \kappa)$ and $L(\nu, \kappa)$ are decreasing with respect to both the variables.

Concerning the function $H(\nu, \kappa)$ we have already shown that it is decreasing with respect to $\nu$.

Now let us suppose $r>0$ and $\kappa^{\prime}=\kappa+r$. Then by (1.4) and (2.5)

$$
\begin{aligned}
\log H\left(\nu, \kappa^{\prime}\right) & =2 \int_{\nu}^{\nu+\delta}\left[\int_{0}^{\infty} K_{0}\left(2 j_{\mu \kappa^{\prime}} \sinh t\right) e^{-2 \mu t} d t\right] d \mu \\
& <2 \int_{\nu}^{\nu+\delta}\left[\int_{0}^{\infty} K_{0}\left(2 j_{\mu \kappa} \sinh t\right) e^{-2 \mu t} d t\right] d \mu=\log H(\nu, \kappa)
\end{aligned}
$$

This shows that the function $H(\nu, \kappa)$ decreases as $\kappa$ increases, provided $\delta>0$.
Let us consider the function $L(\nu, \kappa)$ defined by (2.6). The decrease of $L$ as a function of $\kappa$ has been shown. So we have to prove that $L(\nu+\delta, \kappa)<L(\nu, \kappa)$ for $\delta>0$, or equivalently

$$
\frac{j_{\nu+\delta, \kappa+h}}{j_{\nu, \kappa+h}}<\frac{j_{\nu+\delta, \kappa}}{j_{\nu, \kappa}}, \quad \delta>0 .
$$

By (2.4) this inequality is equivalent to $H(\nu, \kappa+h)<H(\nu, \kappa)$, which is the property proved above.

We have seen that the inequality (2.12) is equivalent to $T<0$; hence we need the sharp inequality in (2.12). Since $\varepsilon+r>0$ and $\varepsilon \geqq 0, r \geqq 0$, there are two possibilities: the first one, $r>0, \varepsilon \geqq 0$ and the second one $r=0, \varepsilon>0$. In the first case we have $L(\nu+\delta+\varepsilon, \kappa+r)<L(\nu+\delta, \kappa+r)<L(\nu+\delta, \kappa)$ and $H(\nu+\varepsilon, \kappa+r) \leqq H(\nu, \kappa)$ and (2.12) holds. In the second case we have the sharp inequality $H(\nu+\varepsilon, \kappa)<H(\nu, \kappa)$, and hence $T<0$. The proof of the Corollary 2.1 is complete.
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# THE SUMMABILITY SIGNIFICANCE OF ROOTS OF BESSEL FUNCTIONS* 

E. C. $\mathrm{OBI}^{\dagger}$


#### Abstract

A new semicontinuous Toeplitz (regular) matrix method of summability is developed from the (roots of) Bessel functions. Like the method of the Bessel function itself, developed by R. G. Cooke, viz., $$
(J, v): a_{\lambda k}=2 J_{k+\nu}^{2}(\lambda)
$$ the new method, $$
(\mathcal{O}, m): t_{\nu k}^{(m)}=\beta(m, \nu) j_{\nu k}^{-2 m}
$$ (where $\beta(m, \nu)$ is explicit in $m, \nu$ ), falls into the "Cesàro scope," but unlike the Cooke method, the $(\mathcal{O}, m)$ limitation methods are definitely consistent with $(C, 1)$ throughout the convergence field of this Cesàro means.


1. Introduction. The semicontinuous matrix of R. G. Cooke,

$$
a_{\lambda k}=2 J_{k+\nu}^{2}(\lambda) \quad(\lambda>0, k=1,2, \cdots),
$$

where $\nu$ is fixed in $R \equiv(-\infty, \infty)$, is a Toeplitz (i.e. regular) method of summability (cf. [1]). A sequence, $z \equiv\left\{z_{k}\right\}$ in $C$ (the set of complex numbers), is said to be ( $J, v$ )-summable to $\gamma \in C$ if

$$
\lim _{\lambda \rightarrow \infty} \sum_{k=1}^{\infty} 2 J_{k+\nu}^{2}(\lambda) z_{k}=\gamma .
$$

Thus, for example, summability $(J, 0)$ would be consistent with $(C, 1)$-summability for such divergent sequences as $z_{k}=\cos k \theta$ if $\theta \notin\{2 n \pi: n=0, \pm 1, \pm 2, \cdots\}$ is fixed (cf. [1]). The ( $J, \frac{1}{2}$ )-method sums divergent Fourier series to their functions, a.e. on $[-\pi, \pi]$. With these and other related results of Cooke the summability significance of $J_{\nu}(z)$ was brought to light. Some cylinder (or their related) functions have played other classical roles in the theory of infinite matrices. It is of interest to note (in §3) that the zeros, $j_{\nu k}$, of the particular cylinder functions, $J_{\nu}(z)$, have a strong relationship with an important class of summability methods, viz. the delicate class. (We recall that there is the powerful class (cf. [2, p. 197]), consisting of those methods which are efficient for crudely divergent series-such as a power series outside the disc of convergence-but are usually ineffective for the slowly oscillating types, such as $\sum_{k=1}^{\infty}\left(e^{i \sqrt{k}} / \sqrt{k}\right)[2, \mathrm{p}$. 197].) A summability method which is efficient for the slowly oscillating types, but normally not for the former, is said to belong to the delicate class.

If we identify the element $(\nu, k) \in R^{+} \times N \equiv[0, \infty) \times\{1,2, \cdots\}$ by the $k$ th zero of $J_{\nu}(z)$, we construct explicit functions $\beta(m, \nu)$ such that for each fixed $m \in N$, the transformation, $t^{(m)}: R^{+} \times N \rightarrow R^{+}$, defined by

$$
t^{(m)}: j_{\nu k} \rightarrow \beta(m, \nu) j_{\nu k}^{-2 m},
$$

transforms the nonregular matrix $j_{\nu k}$ to a regular semicontinuous method of summability which belongs to the delicate class and which, in addition, is endowed with other desirable consistency properties. In particular, this matrix-construct of $j_{\nu k}$ is efficient

[^132]for Fourier series and has a more favorable comparison with $(C, 1)$ than was shown (Cooke [1]) between ( $J, \nu$ ) and ( $C, 1$ ).
2. Summability theory and roots of $J_{v}(z)$. Denote $\mathscr{S} \equiv$ the linear space of all complex sequences, $\mathbb{C} \equiv\{z \in \mathscr{S}: \lim z$ exists $\}$, and $\mathscr{H} \equiv$ the set of all divergent sequences of 0 's and 1 's. If $M \equiv\left(m_{\nu k}\right), \nu \geqq \nu_{0}>0, k=1,2, \cdots$, is an infinite semicontinuous complex matrix such that
\[

$$
\begin{equation*}
\omega(\nu) \equiv \sum_{k=1}^{\infty} m_{\nu k} z_{k} \tag{1}
\end{equation*}
$$

\]

exists for all $\nu \geqq \nu_{0}$, then the $M$-transforms $\{\omega(\nu)\}_{\nu_{\geqq} \nu_{0}}$ of $z \equiv\left\{z_{k}\right\}$ may be denoted by $w=M z$ or by (1). Let $\mathscr{C}(M)$ be the convergence field of $M$ (i.e. the linear space of those $z \in \mathscr{P} \ni \lim M z$ exists), and let $\mathscr{P}(M)$ be the subspace of $\mathbb{C} \cap \mathscr{C}(M)$ consisting of those $z \ni \lim z=\lim M z$. If $\mathbb{C} \subseteq \mathscr{C}(M), M$ is called a $K$-matrix (after Kojima [2, p. 4]). Those $K$-matrices that satisfy the following consistency or regularity property, $\mathscr{P}(M)=\mathbb{C}$, are called Toeplitz (or consistent, or regular, or simply $T$-) methods of summability, or just $T$-matrices. The $M$-generalized limit of $z$ is $\lim M z \equiv \gamma$ if $\gamma$ exists and if $M$ is Toeplitz. For a proof that the semicontinuous matrix. $a_{x k}=2 J_{k+\nu}^{2}(x)$, with $\nu$ fixed in $R$, and $k \in N$, and $x$ varying in $(0, \infty)$, is Toeplitz (regular), see [1].

Two among the best known methods which we shall have an occasion to use below are the Cesàro and the Riesz means:

$$
C_{(r)}: c_{i k}= \begin{cases}\frac{A_{i-k}^{r-1}}{A_{i-1}^{r}}, & \text { if } 1 \leqq k \leqq i, \\ 0 & \text { if } k>i, i, k=1,2, \cdots, \text { where } A_{0}^{r}=1,\end{cases}
$$

$A_{i}^{r}=(r+1) \cdots(r+i) / i!$, if $i \geqq 1(r$ is real but not a negative integer); the corresponding transformation is

$$
W(i)=\left(A_{i-1}^{r}\right)^{-1} \sum_{k=1}^{i} A_{i-k}^{r-1} z_{k}
$$

(the notation $C_{(r)}$ and ( $C, r$ ) will be used interchangeably according to convenience);

$$
(\mathscr{R}, r): r_{i k}= \begin{cases}\left(1-\frac{k}{i}\right)^{r}-\left(1-\frac{k+1}{i}\right)^{r} & \text { if } i-k>1 \\ 0 & \text { otherwise }\end{cases}
$$

The $M$-sum of a series will mean that of the sequence of its partial sums, the quantities $\lim _{\nu \rightarrow \infty} m_{\nu k}$ and $\lim _{\nu \rightarrow \infty} \sum_{k} m_{\nu k}$ are called the (first and second) characteristic numbers of $M$; and finally [ $x$ ] will denote the integral part of $x$. Now, using the zeros of Bessel functions, we construct a new $J_{\nu}$-related regular method of summability which is of the delicate class and has the properties suggested in §1. It will be useful to define the following quantities:

$$
\begin{aligned}
& e_{m}=\text { the } m \text { th Catalan number } \frac{1}{m}\binom{2 m-2}{m-1} ; \\
& d(m)=1-2 m+\sum_{s=1}^{m}[m / s] ; h_{m}(\nu)=e_{m}(\nu+m-1)^{d(m)} ; \\
& \pi_{m}(\nu)=4^{m} \sum_{s=1}^{m}(\nu+s)^{[m / s]},
\end{aligned}
$$

for all $m \geqq 1, \nu \geqq 0$.

Theorem 1. If $j_{\nu k}$ is the kth positive root of $J_{\nu}(z), \nu \in R^{+}, k=1,2,3, \cdots$, then each of the semicontinuous matrices generated below by $j_{\nu k}$ according to the equations,

$$
t_{\nu k}^{(m)}=\pi_{m}(\nu)\left\{h_{m}(\nu)\right\}^{-1} j_{\nu k}^{-2 m}, \quad m=1,2,3, \cdots,
$$

is a Toeplitz (regular) method of summability.
(The symbol $(\mathcal{O}, m)$, or $\mathcal{O}$ if $m$ is fixed, will below denote this method, and $m$ will be called its degree or order.)

Before the proof we first discuss a result which will be needed from the theory of Bessel functions.

Consider the Maclaurin coefficients, $\sigma_{m}(\nu)=\sum_{k=1}^{\infty} j_{\nu k}^{-2 m}$, of the function, $\sqrt{z} J_{\nu+1}(\sqrt{z}) /\left(2 J_{\nu}(\sqrt{z})\right)=\sum_{m=1}^{\infty} \sigma_{m}(\nu) z^{m}$ (cf. [3, p. 528]), where for our purposes $\nu \geqq 0$. Then the product,

$$
\phi_{m}(\nu) \equiv\left\{4^{m} \prod_{s=1}^{m}(\nu+s)^{[m / s]}\right\} \sigma_{m}(\nu),
$$

is by a theorem of Kishore [3a] ${ }^{1}$ a polynomial in $\nu$ which can be represented in the form,

$$
\begin{equation*}
\phi_{m}(\nu)=\sum_{i=1}^{c(m)} 2^{m_{i}} \prod_{s=2}^{m-1}(\nu+s)^{a_{i s}}(m \geqq 3), \quad \phi_{1}=\phi_{2}=1, \tag{2}
\end{equation*}
$$

where

$$
\begin{gather*}
c(m)=\sum_{s=1}^{[m / 2]} c(s) c(m-s), \quad c(1)=1 \\
\sum_{i=1}^{c(m)} 2^{m_{i}}=\frac{1}{m}\binom{2 m-2}{m-1}, \quad \text { and } \sum_{s=2}^{m-1} a_{i s}=\operatorname{deg}\left(\phi_{m}\right)=1-2 m+\sum_{s=1}^{m}[m / s] \tag{2a}
\end{gather*}
$$

The proof of (2) may be found in [3a, p. 515]. ${ }^{1}$
Thus $\sigma_{m}(\nu)$ is rational. Historically it was first used by Lord Rayleigh in his search for the numerical value for $\min _{k} j_{\nu k}$ when $\nu \geqq 0$ [4, p. 502].

Proof of Theorem 1. We verify that $(\mathcal{O}, m)$ satisfies the Silverman-Toeplitz conditions for regularity by showing that there exists $\lambda>0$, independent of $\nu$ in $0 \leqq \nu<\infty$, such that $\sum_{k} t_{\nu k}^{(m)} \leqq \lambda$, and that the (first and second) characteristic numbers of $(\mathcal{O}, m)$ are 0 and 1 , respectively. Now take the polynomial $\phi_{m}$. Since $\sum_{s=2}^{m-1} a_{i s}=d(m)$ from (2a), we can write (2) as

$$
\phi_{m}(\nu)=\sum_{i=1}^{c(m)} 2^{m_{i}} \prod_{s=1}^{d(m)}\left(\nu+b_{i s}\right)
$$

for some integers $b_{i s}, 2 \leqq b_{i s} \leqq m-1$. Then on $\nu \geqq 0$,

$$
0 \leqq \phi_{m}(\nu) \leqq(\nu+m-1)^{d(m)} \sum_{i=1}^{c(m)} 2^{m_{i}}=(\nu+m-1)^{d(m)} e_{m}=h_{m}(\nu)
$$

[^133]and so,
\[

$$
\begin{aligned}
\sum_{k} t_{\nu k}^{(m)} & =\pi_{m}(\nu)\left\{h_{m}(\nu)\right\}^{-1} \sum_{k} j_{\nu k}^{-2 m}=\pi_{m}(\nu)\left\{h_{m}(\nu)\right\}^{-1} \sigma_{m}(\nu) \\
& =\phi_{m}(\nu)\left\{h_{m}(\nu)\right\}^{-1} \leqq 1 \quad \forall \nu \geqq 0
\end{aligned}
$$
\]

Thus the first Silverman-Toeplitz condition holds for $(\mathcal{O}, m) \mathrm{D}$ with $\lambda=1$. Next, since $j_{0 k}>2$ for all $k \geqq 1$, then using the MacCann inequality [5, pp. 101-2],

$$
\begin{equation*}
j_{\nu k}^{2} \geqq j_{0 k}^{2}+\nu^{2}, \quad j_{\nu k}^{2}>\pi^{2}\left(k-\frac{1}{4}\right)^{2}+\nu^{2} \quad(\nu \geqq 0), \tag{3}
\end{equation*}
$$

we find that
$0<t_{\nu k}^{(m)}=\pi_{m}(\nu)\left\{h_{m}(\nu)\right\}^{-1} j_{\nu k}^{-2 m}<4^{m} \prod_{s=1}^{m}(\nu+s)^{[m / s]} /\left\{h_{m}(\nu)\left(4+\nu^{2}\right)^{m}\right\} \equiv f(\nu) / g(\nu)$,
where $f, g$ are polynomials in $\nu$, with $\operatorname{deg}(f)=\sum_{s=1}^{m}[m / s]$, and $\operatorname{deg}(g)=d(m)+2 m=1$ $+\sum_{s=1}^{m}[m / s]>\operatorname{deg}(f)$. Therefore, $\lim _{\nu \rightarrow \infty} f(\nu) / g(\nu)=0$, whence $\lim _{\nu \rightarrow \infty} t_{\nu k}^{(m)}=0$.

Finally, write $\sum_{k} t_{\nu k}^{(m)}=\phi_{m}(\nu)\left\{h_{m}(\nu)\right\}^{-1}$, which we obtained above. Since $\phi_{m}$ and $h_{m}$ have the same degrees in $\nu$, and the same leading coefficients, $e_{m}$, it follows that $\sum_{k} t_{\nu k}^{(m)} \rightarrow 1$, as $\nu \rightarrow \infty$. This completes the proof.

Now, regular methods $A, P$ will be said to be comparable at $z=\left\{z_{k}\right\} \in \mathscr{S}$, if $z \in \mathscr{C}(A) \cap \mathscr{C}(P)$. If $A, P$ are comparable at $z$, and $A$-sum $=P$-sum at $z$, we say that $A$ and $P$ are consistent at $z$. Thus consistency on a set $X$ will mean consistency at all $z \in X$. On the other hand, we will describe a regular method $A$ as being consistent with $P$ at $z$ if $P$-summability of $z \Rightarrow A$-summability of $z$ to the same sum. (In case $A$ is consistent with $P$ everywhere in $\mathscr{S}$, we just say, " $A$ is consistent with $P$." Example: if $r, r^{\prime}>0,(C, r)$ and $\left(C, r^{\prime}\right)$ are consistent on $\mathscr{C}(C, r) \cap \mathscr{C}\left(C, r^{\prime}\right) ;(C, 2)$ is consistent with $(C, 1)$ but not vice versa. Otherwise we will specify the subset $X$ of $\mathscr{S}$ to which the phrase refers.) Next we write, " $A \sim P$ at $z$ " (i.e. equivalent at $z$ ), to mean that either both $A$-sum and $P$-sum of $z$ exist and are equal, or else neither exists. If (a) $A \sim P$ at $z$, and (b) $A z-P z$ is a null sequence (in case neither $A$-sum nor $P$-sum exists at $z$ ), we say that $A$ is absolutely equivalent to $P$ at $z$, and we write, " $A \equiv P$ at $z$." The example, $(C, r) \equiv(\mathscr{R}, r)$ on all of $l^{\infty}$, when $r>0$, is well known.

Once a $K$-method, $A$, is proved regular, it raises other natural and important classical questions. Does it have the Borel property? ${ }^{2}$ Where is it consistent with some older method? What divergent sequences may it sum to their right values? What about the summability of such important series as divergent Fourier series? If $l^{\infty}(A)$ is the proper subspace of the nonseparable metric space $l^{\infty}$ (with the usual sup metric), consisting of all the $A$-summable elements of $l^{\infty}$, is $l^{\infty}(A)$ also nonseparable? And so on. Answers to these questions as they affect $(\mathcal{O}, m)$ are taken up next.
3. An efficiency theorem. Let two regular methods $A, P$ be related as follows: (a) $A$ is consistent with $P$; and (b) the sequence $A z$ is bounded whenever $P z$ is bounded. Then $A$ is said to be at least as efficient (or at least as powerful) as $P$. We claim that every $(\mathcal{O}, m)$ is at least as efficient as $(C, 1)$ summability.

Lemma 1. If $P=\left(p_{i k}\right)$ is a T matrix such that for each fixed $i, k p_{i k} \rightarrow 0$, as $k \rightarrow \infty$, then
(a) $\sum_{k} p_{i k}=\sum_{k} b_{i k}$, where $b_{i k}=k\left(p_{i k}-p_{i, k+1}\right)$, and
(b) $\sum_{k} p_{i k} z_{k}=\sum_{k} b_{i k} S_{k} / k$,

[^134]whenever $z=\left\{z_{k}\right\} \in \mathscr{S}$ is such that
$$
\frac{1}{k} S_{k} \equiv \frac{1}{k} \sum_{n=1}^{k} z_{n}
$$
is a bounded sequence. (For this known fact, cf. [2, p. 92, no. 5].)
Theorem 2. The $\mathcal{O}$-method, $t_{i k}^{(m)}$, of any degree $m \geqq 1$, is at least as efficient as the Cesàro means $(C, 1)$ as a method of summability.

Proof. Fix $m \geqq 1$, and denote $\mathcal{O} \equiv(\mathcal{O}, m)$ and $t_{i k} \equiv t_{i k}^{(m)}$. Now for every $i$ fixed,

$$
0<k t_{i k}=k \Pi_{m}(i)\left\{h_{m}(i)\right\}^{-1} j_{i k}^{-2 m}<\Pi_{m}(i)\left\{h_{m}(i)\right\}^{-1} \pi^{-2 m} k\left(k-\frac{1}{4}\right)^{-2 m} \rightarrow 0
$$

as $k \rightarrow \infty$, in view of the MacCann inequality (3). So,

$$
\begin{equation*}
\lim _{k} k t_{i k}=0 . \tag{4}
\end{equation*}
$$

Next, set $b_{i k}=k\left(t_{i k}-t_{i, k+1}\right)$. Then with $i$ fixed, $t_{k} \equiv t_{i k}$ is a strictly decreasing sequence of positive numbers, so that $b_{i k}>0, \forall k$. Since $t_{i k}>0$ is a $T$-matrix, $\exists \lambda>0$, independent of $i$, such that in view of (4) and Lemma 1(a),

$$
0<\sum_{k} b_{i k}=\sum_{k} t_{i k} \leqq \lambda .
$$

It is now clear that $b_{i k}$ is a $T$-matrix also. Now let $\{\omega(i)\}_{i \geqq i_{0}}$ be the $\mathcal{O}$-transform, $\mathcal{O}_{z}$, of $z=\left\{z_{k}\right\}$, and suppose $C_{(1)} z$ is bounded. Then $(1 / k) S_{k}$ is a bounded sequence (say by $\alpha$ ). Therefore,

$$
\begin{equation*}
\omega(i)=\sum_{k} t_{i k} z_{k}=\sum_{k} b_{i k} S_{k} / k \tag{5}
\end{equation*}
$$

(by Lemma 1 (b)), and so $|\omega(i)| \leqq \alpha \lambda, \forall i$; hence $\mathcal{O} z$ is bounded.
For the consistency aspect, suppose $C_{(1)} z \rightarrow \gamma \in C$, for a given $z \in \mathscr{S}$. Then $\left((1 / k) S_{k} \rightarrow \gamma\right.$ as $k \rightarrow \infty$, so that) (5) applies. Hence, since $b_{i k}$ is a $T$-matrix, and $(1 / k) S_{k} \rightarrow \gamma$, we must have $\omega(i) \rightarrow \gamma$ as $i \rightarrow \infty$. That is, $\lim \mathcal{O}_{z}=\gamma$, as required.

If $A$ is any $T$-matrix at least as efficient as some ( $C, r$ ), $r>0$, it can be shown (see e.g. [2, p. 213]) that $l^{\infty}(A)$ inherits nonseparability from $l^{\infty}$; hence the separability problem raised before is settled for $(\mathcal{O}, m)$. In fact, since every Cesàro means $(C, r)$, $r>0$, satisfies just as well the particular summability properties indicated in the following corollary for $\mathcal{O}$, this corollary is therefore a necessary consequence of Theorem 2.

Corollary. Let $\mathcal{O}$ denote $(\mathcal{O}, m)$ for any fixed degree $m \geqq 1$. Then:
(i) $\mathcal{O}$ has the Borel property; in consequence this real $T$-matrix sums almost all $z \in \mathscr{H}$ to their right value (their Abel sum).
(ii) Any $z \equiv\left\{c_{k}\right\} \in \mathscr{H}$ such that the function $f(s)$ represented by the Taylor series $\sum_{k=0}^{\infty}\left(c_{k}-c_{k-1}\right) s^{k}\left(c_{-1}=0\right)$ in $|s|<1$ has the boundary point $s=1$ as a regular point, or as a point of negative order, ${ }^{3}$ will be summable ( $\left.\mathcal{O}\right)$ to its right value $\lim _{s \rightarrow 1^{-}} f(s)$, which reduces to $f(1)$ if 1 is regular.
(iii) The divergent Fourier series of any $2 \pi$-periodic and summable function $g(x)$, over $[-\pi, \pi]$, is $\mathcal{O}$-summable to $g(x)$, a.e. on $[-\pi, \pi]$; this series is $\mathcal{O}$-summable to $\frac{1}{2}\{g(x+0)+g(x-0)\}$ if $x$ is a jump discontinuity.
(iv) $(\mathcal{O}, m)$ is consistent with $(\mathscr{R}, r)$ on $l^{\infty}$, for at least all $r \in[0,1]$.
(v) $l^{\infty}(\mathcal{O})$ retains the nonseparability of $l^{\infty}$.

[^135]Thus for example, with $z=(0,0,1,0,0,1,0,0,1, \cdots)$ whose associated Taylor series, $s^{2}-s^{3}+s^{5}-s^{6}+s^{8}-\cdots$, represents $f(s)=s^{2} /\left(s^{2}+s+1\right)$ on $|s|<1$, which function has 1 as a regular point, the right value for $z$ is $f(1)=1 / 3\left(=\lim _{s \rightarrow 1^{-}} f(s)\right)$; hence the $\mathcal{O}$-sum of $z$ is $1 / 3$. By Corollary 1 , the questions raised at the close of $\S 2$ are now settled for $(\mathcal{O}, m)$.

The remaining problem, the delicacy of $(\mathcal{O}, m)$, will also be settled by Theorem 2 . For since the Cesàro means, as is well known [2, p. 197], is efficient for delicately convergent series (or sequences), it follows from Theorem 2 that the $(\mathcal{O}, m)$ method of any degree $m \geqq 1$ is of the delicate class. In closing, we conjecture that for $m \geqq 2,(\mathcal{O}, m)$ is consistent with $(C, 2)$, or in general, for $m \geqq r,(\mathcal{O}, m)$ is consistent with ( $C, r$ ). The case $r=1$ follows from Theorem 2. The first eight of these methods are tabulated below for reference purposes:

$$
\begin{aligned}
& t_{i k}^{(1)}=4(i+1) / j_{i k}^{2} ; \\
& t_{i k}^{(2)}=4^{2}(i+1)^{2}(i+2) / j_{i k}^{4} ; \\
& t_{i k}^{(3)}=4^{3}(i+1)^{3}(i+2)(i+3) / 2 j_{i k}^{6} ; \\
& t_{i k}^{(4)}=4^{4}(i+1)^{4}(i+2)^{2}(i+4) / 5 j_{i k}^{8} ; \\
& t_{i k}^{(5)}=4^{5}(i+1)^{5}(i+2)^{2}(i+3)(i+5) / 14 j_{i k}^{10} ; \\
& t_{i k}^{(6)}=4^{6}(i+1)^{6}(i+2)^{3}(i+3)^{2}(i+4)(i+6) / 42(i+5)^{2} j_{i k}^{12} ; \\
& t_{i k}^{(7)}=4^{7}(i+1)^{7}(i+2)^{3}(i+3)^{2}(i+4)(i+5)(i+7) / 132(i+6)^{2} j_{i k}^{14} ; \\
& t_{i k}^{(8)}=4^{8}(i+1)^{8}(i+2)^{4}(i+3)^{2}(i+4)^{2}(i+5)(i+6)(i+8) / 429(i+7)^{4} j_{i k}^{16} .
\end{aligned}
$$
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# UNIFORM ASYMPTOTIC EXPANSIONS FOR PROLATE SPHEROIDAL FUNCTIONS WITH LARGE PARAMETERS* 
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#### Abstract

By application of the theory for second order linear differential equations with a turning point and a regular (double pole) singularity developed by Boyd and Dunster (this Journal, 17 (1986), pp. 422-450) uniform asymptotic expansions are obtained for prolate spheroidal functions for large $\gamma$. The results are uniformly valid for $0 \leqq \mu^{2} / \gamma^{2} \leqq 1+A$ and for $A^{\prime} \leqq \lambda / \gamma^{2} \leqq A^{\prime \prime}$, where $A, A^{\prime}$ and $A^{\prime \prime}$ are arbitrary real constants such that $0 \leqq A<A^{\prime} \leqq A^{\prime \prime}<\infty$. An asymptotic relationship between $\lambda, \mu, \gamma$ and the characteristic exponent $\nu$ is then derived from the approximations for the spheroidal functions. All the error terms associated with the approximations have explicit bounds given.
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1. Introduction. In this paper we shall derive asymptotic approximations to solutions of the spheroidal wave equation, which we express in the form

$$
\begin{equation*}
\left(z^{2}-1\right) \frac{d^{2} v}{d z^{2}}+2 z \frac{d v}{d z}-\left(\lambda+\frac{\mu^{2}}{\left(z^{2}-1\right)}-\gamma^{2}\left(z^{2}-1\right)\right) v=0 . \tag{1.1}
\end{equation*}
$$

Throughout this paper we shall restrict the parameters $\lambda, \mu, \gamma$ to being real and nonnegative. We shall construct asymptotic approximations to solutions of (1.1), for large $\gamma^{2}$, which will be uniformly valid either for $z \equiv x$ real with $0 \leqq x<1$ ( $\S \S 2$ and 6 ), or for $z$ complex with $|\arg (z)| \leqq \pi / 2(\S \S 3,4$ and 6$)$.

There is a fourth parameter associated with (1.1) which is a function of $\lambda, \mu$, and $\gamma$. This parameter is the characteristic exponent and we shall denote it by $\nu$.

When $\gamma$ is real, solutions of (1.1) are known as prolate spheroidal functions, and in the case where $\nu$ and $\mu$ are integers they are commonly known as prolate spheroidal wave functions. Prolate spheroidal functions play an important role in many areas of mathematics and physics, and we mention in particular problems of scalar and electromagnetic scattering by a prolate spheroid. In such problems $\gamma$ is generally a real constant given ab initio, and which is large in the high-frequency case.

There have been a number of approximations for prolate spheroidal wave functions with $\gamma$ large obtained previously, including the work of Flammer (1957), Müller (1963), Slepian (1965), Streifer (1968), Cloizeaux and Mehta (1972), Miles (1975), and Sink and Eu (1983). These results are essentially heuristic and do not contain error bounds for the difference between the approximate and exact solutions.

The work of Miles (1975) is the most general. He considers four parametric regimes with $\mu$ fixed, $\mu$ and $\nu$ integral, and approximates solutions of (1.1) in both the angular $(0 \leqq x<1)$ and radial $(1<x<\infty)$ cases. His case (ii) is a special case of our results.

[^136]Our results differ from previous results in several significant ways. Our approximations are uniformly valid for $\mu$ ranging from 0 to $O(\gamma)$, for large $\gamma^{2}$ and $\lambda$, and neither $\nu$ nor $\mu$ need necessarily be an integer. The approximations either involve Bessel functions or Airy functions, and taken together they are valid over the whole of the right-half plane $|\arg (z)| \leqq \pi / 2$. Also, all the approximations in this paper are complete with explicit error bounds.

It is convenient for our analysis to define at this stage new parameters $\alpha$ and $\beta$ by

$$
\begin{equation*}
\alpha=\frac{\mu}{\gamma}, \quad \beta^{2}=\frac{\lambda}{\gamma^{2}} \tag{1.2}
\end{equation*}
$$

and a new variable $w(z)$ by

$$
\begin{equation*}
w(z)=\left(z^{2}-1\right)^{1 / 2} v(z) \tag{1.3}
\end{equation*}
$$

Equations (1.2) and (1.3) then transform (1.1) into the differential equation

$$
\begin{equation*}
\frac{d^{2} w}{d z^{2}}=\left\{\gamma^{2} \frac{\left(z^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-z^{2}\right)}{\left(z^{2}-1\right)^{2}}-\frac{1}{\left(z^{2}-1\right)^{2}}\right\} w, \tag{1.4}
\end{equation*}
$$

where for convenience we have written

$$
\begin{align*}
& z_{1}=\left[1-\frac{1}{2}\left(\left(\beta^{4}+4 \alpha^{2}\right)^{1 / 2}-\beta^{2}\right)\right]^{1 / 2}  \tag{1.5a}\\
& z_{2}=\left[1+\frac{1}{2}\left(\left(\beta^{4}+4 \alpha^{2}\right)^{1 / 2}+\beta^{2}\right)\right]^{1 / 2} \tag{1.5b}
\end{align*}
$$

In the right-half complex $z$-plane (1.4) is characterized by a regular singularity at $z=1$ and an irregular singularity at $z=\infty$, and for large $\gamma$ has turning points at $z=z_{1}$ and $z=z_{2}$.

Assume for the moment that $\beta$ is fixed and positive; we see then from (1.5b) that $z_{2}$ is real and lies in the interval $1<\left(1+\beta^{2}\right)^{1 / 2} \leqq z_{2}<\infty$ for $0 \leqq \alpha^{2}<\infty$. The character of $z_{1}$ as $\alpha^{2}$ ranges from 0 to $\infty$ is determined from (1.5a):
(i) $\alpha^{2}=0 ; z_{1}$ coalesces with the singularity at $z=1$.
(ii) $0<\alpha^{2}<1+\beta^{2} ; z_{1}$ is real and lies in the interval $(0,1)$.
(iii) $\alpha^{2}=1+\beta^{2} ; z_{1}$ coalesces with the turning point $-z_{1}$ at $z=0$.
(iv) $\alpha^{2}>1+\beta^{2} ; z_{1}$ lies on the imaginary axis.

Our results will be uniformly valid for $z_{1}$ real and lying in any closed subinterval of $(0,1]$, and with $z_{2}$ bounded away from 1 .

We impose then the following restrictions on $\alpha$ and $\beta$ :

$$
\begin{align*}
& 0 \leqq \alpha^{2} \leqq 1+A,  \tag{1.6a}\\
& A^{\prime} \leqq \beta^{2} \leqq A^{\prime \prime} \tag{1.6b}
\end{align*}
$$

where $A, A^{\prime}$, and $A^{\prime \prime}$ are arbitrary real constants such that

$$
\begin{equation*}
0 \leqq A<A^{\prime} \leqq A^{\prime \prime}<\infty \tag{1.7}
\end{equation*}
$$

The spheroidal functions we approximate are $\mathrm{P} s_{\nu}^{-\mu}\left(x, \gamma^{2}\right)$ and $\mathrm{Q} s_{\nu}^{-\mu}\left(x, \gamma^{2}\right)$ in the real variable case, and $P s_{\nu}^{-\mu}\left(z, \gamma^{2}\right), Q s_{\nu}^{\mu}\left(z, \gamma^{2}\right), S_{\nu}^{\mu(3)}(z, \gamma)$ and $S_{\nu}^{\mu(4)}(z, \gamma)$ in the complex variable case. Definitions of these functions can be found in Arscott (1964, Chap. VIII) and we shall employ Arscott's notation throughout.

We shall frequently refer to the paper by Boyd and Dunster (1986) and so for brevity we shall denote this reference by B\&D.

The plan of the paper is as follows. In $\S \S 2$ and 3 we derive asymptotic expansions as $\gamma \rightarrow \infty$ for solutions of (1.1). These expansions are uniformly valid for $0 \leqq x<1$ in the real variable case, and in certain domains containing the turning point $z=z_{1}$ and the singularity $z=1$ in the complex variable case; in both cases the expansions will also be uniformly valid for $\lambda, \mu$ and $\gamma$ satisfying (1.6). For this we use the theory of $\mathrm{B} \& \mathrm{D}$ which shows that solutions of second order linear differential equations with a turning point and a regular singularity can be approximated by expressions involving Bessel functions of large argument and variable order.

In §4 we derive asymptotic expansions as $\gamma \rightarrow \infty$ for solutions of (1.1) which hold at the second turning point $z=z_{2}$ and at the singularities $z=1, \infty$. Again we assume (1.6) holds; the expansions are the standard Airy-function approximations for a turning point problem.

In §5 we establish a uniform relationship between $\nu$ and $\lambda, \mu, \gamma$, as $\gamma \rightarrow \infty$, using the results of $\S 3$. This is useful insofar as the approximations established in $\S \S 2,3$, and 4 for the spheroidal functions involve $\lambda, \nu, \mu$ and $\gamma$, whereas the spheroidal functions themselves are defined in terms of $\nu, \mu$, and $\gamma$ only. Indeed in the case of the functions Q $s$ and $Q s$ (§6) a relationship between $\nu$ and $\lambda, \mu, \gamma$ is necessary to establish the uniform validity of their approximations.

In $\S 7$ we give a summary of the principal results of this paper. This summary is self-contained, in the sense that a reference is given for any term not explicitly defined in the section.
2. A uniform approximation for the spheroidal function $\mathrm{Ps}_{\boldsymbol{\nu}}{ }^{-\mu}\left(\boldsymbol{x}, \boldsymbol{\gamma}^{\mathbf{2}}\right)$. In this section we shall construct an asymptotic expansion for large $\gamma$ for the spheroidal function $\mathrm{Ps}_{\nu}^{-\mu}\left(x, \gamma^{2}\right)$, uniformly valid for $0 \leqq x<1$ with the parameters $\lambda, \mu, \gamma$ satisfying the restrictions (1.6). We use the notation of Arscott (1964) for spheroidal functions; thus in terms of associated Legendre functions we have

$$
\mathrm{Ps}_{\nu}^{-\mu}\left(x, \gamma^{2}\right)=\sum_{r=-\infty}^{\infty}(-1)^{r} a_{\nu, r}^{-\mu}\left(\gamma^{2}\right) \mathrm{P}_{\nu+2 r}^{-\mu}(x),
$$

where the coefficients $a_{r}$ are given by $\operatorname{Arscott}$ (1964, p. 168). A second standard solution to (1.1) for $0 \leqq x<1$ is given by

$$
\mathrm{Q} s_{\nu}^{-\mu}\left(x, \gamma^{2}\right)=\sum_{r=-\infty}^{\infty}(-1)^{r} a_{\nu, r}^{-\mu}\left(\gamma^{2}\right) \mathrm{Q}_{\nu+2 r}^{-\mu}(x)
$$

and we shall establish a uniform asymptotic expansion for this function in $\S 6$ (equation (6.13)).

Following B\&D (§3) we now apply the following Liouville transformation to (1.4):

$$
\begin{equation*}
W(\zeta)=\left(\frac{d x}{d \zeta}\right)^{1 / 2} w(x), \quad\left(\frac{d \zeta}{d x}\right)^{2}=\left(\frac{4 \zeta^{2}}{\alpha^{2}-\zeta}\right) \frac{\left(x^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-x^{2}\right)}{\left(1-x^{2}\right)^{2}} . \tag{2.1}
\end{equation*}
$$

If we take the positive square root of the second of (2.1) and integrate we obtain the following $x-\zeta$ transformation

$$
\begin{array}{ll}
\int_{\alpha^{2}}^{\xi} \frac{\left(\xi-\alpha^{2}\right)^{1 / 2}}{2 \xi} d t=-\int_{z_{1}}^{x} \frac{\left[\left(z_{1}^{2}-t^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}}{1-t^{2}} d t, & \left(0 \leqq x \leqq z_{1}\right) \\
\int_{\alpha^{2}}^{\xi} \frac{\left(\alpha^{2}-\xi\right)^{1 / 2}}{2 \xi} d \xi=-\int_{z_{1}}^{x} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}}{1-t^{2}} d t, & \left(z_{1} \leqq x<1\right) . \tag{2.3}
\end{array}
$$

We shall denote the value of $\zeta$ at $x=0$ by $\zeta_{0}$.

Integrating (2.2) and (2.3) gives (see Gradshteyn and Ryzhik (1980, pp. 246, 247, 251))
$\left(\zeta-\alpha^{2}\right)^{1 / 2}-\alpha \tan ^{-1} \frac{\left(\zeta-\alpha^{2}\right)^{1 / 2}}{\alpha}=-\frac{\left(z_{2}^{2}-z_{1}^{2}\right)}{z_{2}} \Pi(\eta, r, t)+z_{2} E(\eta, t)-x\left(\frac{z_{1}^{2}-x^{2}}{z_{2}^{2}-x^{2}}\right)^{1 / 2}$,
$\left(0 \leqq x \leqq z_{1}\right)$,

$$
\begin{align*}
& \left(-\zeta+\alpha^{2}\right)^{1 / 2}-\frac{1}{2} \alpha \ln \left(\frac{\alpha+\left(-\zeta+\alpha^{2}\right)^{1 / 2}}{\alpha-\left(-\zeta+\alpha^{2}\right)^{1 / 2}}\right)=z_{1}^{2} z_{2} F(\mathscr{X}, u)-z_{2} E(\mathscr{X}, u)  \tag{2.5}\\
& \quad+\frac{1}{x}\left\{\left(z_{2}^{2}-x^{2}\right)\left(x^{2}-z_{1}^{2}\right)\right\}^{1 / 2}-\frac{z_{1}^{2}}{z_{2}}\left(z_{2}^{2}-1\right) \Pi(\mathscr{X}, s, u), \quad\left(z_{1} \leqq x<1\right)
\end{align*}
$$

with

$$
\begin{align*}
& r=\frac{z_{1}^{2}\left(1-z_{2}^{2}\right)}{z_{2}^{2}\left(1-z_{1}^{2}\right)}, \quad s=\frac{z_{2}^{2}-z_{1}^{2}}{z_{2}^{2}\left(1-z_{1}^{2}\right)}, \quad t=\frac{z_{1}}{z_{2}}, \quad u=\frac{\left(z_{2}^{2}-z_{1}^{2}\right)^{1 / 2}}{z_{2}},  \tag{2.6}\\
& \eta=\sin ^{-1}\left(\frac{x}{z_{1}}\right) \quad \text { and } \quad \mathscr{X}=\sin ^{-1}\left\{\frac{z_{2}}{x}\left(\frac{x^{2}-z_{1}^{2}}{z_{2}^{2}-z_{1}^{2}}\right)^{1 / 2}\right\} .
\end{align*}
$$

$F, E$ and $\Pi$ denote elliptic integrals of the first, second and third kind, definitions of which can be found in Gradshteyn and Ryzhik (1980, pp. 904, 905). Let represent differentiation with respect to $\zeta$; with the above transformations we see that (1.3) is transformed to

$$
\begin{equation*}
\frac{d^{2} W}{d \zeta^{2}}=\left\{\gamma^{2}\left(\frac{\alpha^{2}}{4 \zeta^{2}}-\frac{1}{4 \zeta}\right)-\frac{1}{4 \zeta^{2}}+\frac{\psi(\alpha, \zeta)}{\zeta}\right\} W \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(\alpha, \zeta)=\dot{x}^{1 / 2} \frac{d^{2}}{d \zeta^{2}}\left(\dot{x}^{-1 / 2}\right)+\frac{1}{4 \zeta^{2}}-\left(\frac{\dot{x}}{1-x^{2}}\right)^{2} . \tag{2.8}
\end{equation*}
$$

On using the second of (2.1) $\psi$ can be expressed explicitly as

$$
\begin{align*}
\psi(\alpha, \zeta)= & \frac{\zeta+4 \alpha^{2}}{16\left(\zeta-\alpha^{2}\right)^{2}}+\frac{\left(x^{2}-1\right)\left(\zeta-\alpha^{2}\right)}{16 \zeta}  \tag{2.9}\\
& \cdot\left[\frac{5\left(4 \alpha^{2}+\beta^{4}\right) x^{2}\left(x^{2}-1\right)}{\left(\alpha^{2}+\beta^{2}\left(x^{2}-1\right)-\left(x^{2}-1\right)^{2}\right)^{3}}-\frac{2\left(3 \beta^{2}+2\right) x^{2}-2 \beta^{2}-4}{\left(\alpha^{2}+\beta^{2}\left(x^{2}-1\right)-\left(x^{2}-1\right)^{2}\right)^{2}}\right]
\end{align*}
$$

Since $\beta$ is essentially fixed (see (1.6b)) we shall for simplicity suppress any dependence of $\beta$ in all functions. Thus in (2.9) $\psi(\alpha, \zeta) \equiv \psi(\alpha, \beta, \zeta)$. Before we can identify the solutions of (1.4) with those of (2.7) it is necessary for us to determine the asymptotic behavior of $\zeta(x)$ as $x \rightarrow 1-$. This is achieved by comparing the limiting behavior of
both sides of (2.3) as $x \rightarrow 1-$ and $\zeta \rightarrow 0+$. First we make the splitting

$$
-\int_{z_{1}}^{x} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}}{1-t^{2}} d t=-\int_{z_{1}}^{x} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}-\alpha}{1-t^{2}} d t-\alpha \int_{z_{1}}^{x} \frac{d t}{1-t^{2}}
$$

and on observing that the first integral on the right-hand side is bounded as $x \rightarrow 1$ - we find that

$$
\begin{equation*}
1-x=a_{1}(\alpha) \zeta+O\left(\zeta^{2}\right), \quad(\zeta \rightarrow 0+), \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{1}(\alpha)=\frac{1}{2}\left(\frac{1-z_{1}}{\alpha^{2}}\right)\left(1+z_{1}\right)^{-1} e^{2+\rho_{1}(\alpha)} \tag{2.11}
\end{equation*}
$$

with

$$
\begin{equation*}
\rho_{1}(\alpha)=\frac{2}{\alpha} \int_{z_{1}}^{1} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}-\alpha}{1-t^{2}} d t \tag{2.12}
\end{equation*}
$$

Note that (2.10) is uniformly valid for all values of $\alpha$ under consideration; when $\alpha=0$ the limiting value of (2.10), namely $1-x \sim(1 / 2 \beta) \zeta$, applies.

From Theorem 1 of $\mathrm{B} \& \mathrm{D}$, with $u$ replaced by $\gamma$, we obtain the following solution of (2.7):

$$
\begin{align*}
W_{2 n+1,1}(\gamma, \alpha, \zeta)= & \zeta^{1 / 2} J_{\gamma \alpha}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{\gamma^{2 s}}  \tag{2.13}\\
& +\frac{\zeta}{\gamma} J_{\gamma \alpha}^{\prime}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{\gamma^{2 s}}+\varepsilon_{2 n+1,1}(\gamma, \alpha, \zeta) .
\end{align*}
$$

The functions $A_{s}(\alpha, \zeta)$ and $B_{s}(\alpha, \zeta)$ are defined recursively for $s=0,1,2, \cdots$ from (2.9a, b) of $\mathrm{B} \& \mathrm{D}$ with $A_{0}(\alpha, \zeta)=1$. Bounds for the error function $\varepsilon$ and its derivative are given by (3.8) of $\mathrm{B} \& \mathrm{D}$ : these bounds are somewhat complicated but their significance is explained in $\S 3$ of $\mathrm{B} \& \mathrm{D}$. Two important consequences are (i) $\varepsilon_{2 n+1,1}(\zeta)\left[\zeta^{1 / 2} J_{\gamma \alpha}\left(\gamma \zeta^{1 / 2}\right)\right]^{-1}$ is $O\left(\gamma^{-2 n-1}\right)$ for large $\gamma$, uniformly with respect to $\zeta$ in the interval $\left(0, \zeta_{0}\right]$ and with respect to $\alpha^{2}$ in the interval $[0,1+A]$; and (ii) $\varepsilon_{2 n+1,1}(\zeta)=$ $\zeta^{1 / 2} J_{\gamma \alpha}\left(\gamma \zeta^{1 / 2}\right) O(\zeta)$ as $\zeta \rightarrow 0$. From the latter we see at once that $W_{2 n+1,1}$ is recessive at $\zeta=0$ and hence is a multiple of a solution of (1.1) that is recessive at $x=1$. This solution is the spheroidal function $\mathrm{Ps}_{\nu}^{-\mu}\left(x, \gamma^{2}\right)$. From (1.1), (1.3), and (2.1) we therefore deduce that

$$
\begin{array}{r}
\mathrm{Ps}_{\nu}^{-\mu}\left(x, \gamma^{2}\right)=C_{2 n+1,1}\left(\frac{\alpha^{2}-\zeta}{\alpha^{2}-\beta^{2}\left(1-x^{2}\right)-\left(1-x^{2}\right)^{2}}\right)^{1 / 4} \zeta^{-1 / 2} W_{2 n+1,1}(\gamma, \alpha, \zeta)  \tag{2.14}\\
(0 \leqq x<1)
\end{array}
$$

where the coefficient $C_{2 n+1,1}$ is independent of $x$. To determine $C_{2 n+1,1}$ we evaluate the limiting value of the ratio of the two sides of (2.14) as $x \rightarrow 1-$ and $\zeta \rightarrow 0+$. Firstly we have, from $\operatorname{Arscott}(1964$, p. 171)

$$
\begin{equation*}
\mathrm{P} s_{\nu}^{-\mu}\left(x, \gamma^{2}\right)=\frac{A_{\nu}^{-\mu}\left(\gamma^{2}\right)}{2^{\mu / 2} \Gamma(1+\mu)}(1-x)^{\mu / 2}\{1+O(1-x)\}, \quad(x \rightarrow 1-) \tag{2.15}
\end{equation*}
$$

where

$$
A_{\nu}^{-\mu}\left(\gamma^{2}\right)=\sum_{r=-\infty}^{\infty}(-1)^{r} a_{\nu, r}^{-\mu}\left(\gamma^{2}\right) .
$$

From (2.13) we see that the right-hand side of (2.14) is equal to

$$
\begin{equation*}
C_{2 n+1,1}\left(\frac{\gamma}{2}\right) \frac{\zeta^{\mu / 2}}{\Gamma(1+\mu)}\left(1+\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{\gamma^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{\gamma^{2 s}}\right)(1+O(\zeta)) \quad \text { as } \zeta \rightarrow 0+ \tag{2.16}
\end{equation*}
$$

(In (2.16) we have used the fact that $J_{\nu}(x) \sim\left(\frac{1}{2} x\right)^{\nu} / \Gamma(\nu+1)$ as $x \rightarrow 0$, (see, for example, Olver (1974, p. 436)).)

If we divide (2.16) by (2.15) and use (2.10) we obtain the following exact expression for the coefficient $C_{2 n+1,1}$ :

$$
\begin{equation*}
A_{\nu}^{-\mu}\left(\gamma^{2}\right)\left(\frac{2 a_{1}(\alpha)}{\gamma^{2}}\right)^{\mu / 2}\left(1+\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{\gamma^{2 s+1}}+\sum_{s=1}^{n} \frac{A_{s}(\alpha, 0)}{\gamma^{2 s}}\right)^{-1} \tag{2.17}
\end{equation*}
$$

We note here that there is a certain degree of arbitrariness in (2.17), insofar as there is an arbitrary integration constant $\lambda_{s}$ associated with each of $A_{s}(\alpha, 0)(s=1,2, \cdots)$ (cf. $\mathrm{B} \& \mathrm{D}$, eq. (2.9b)). A natural choice is choose them so that $A_{s}(\alpha, 0)=0(s=1,2, \cdots)$, thus removing the second series in (2.17).
3. Uniform approximations for spheroidal functions in domains containing the turning point $z=z_{1}$. In this section we shall construct asymptotic expansions for large $\gamma$ for solutions of (1.1) with complex argument (denoted by $z$ ). The results will be uniformly valid with respect to $z$ in certain domains containing the turning point $z=z_{1}$ and with parameters satisfying the restrictions of (1.6). The standard solutions we approximate in this section are $P s_{\nu}^{-\mu}\left(z, \gamma^{2}\right), S_{\nu}^{\mu(3)}(z, \gamma)$ and $S_{\nu}^{\mu(4)}(z, \gamma)$. Our notation is that of Arscott (1964, Chap. VIII, pp. 169, 170, 174); thus in terms of associated Legendre functions we have

$$
P s_{\nu}^{-\mu}\left(z, \gamma^{2}\right)=\sum_{r=-\infty}^{\infty}(-1)^{r} a_{\nu, r}^{-\mu}\left(\gamma^{2}\right) P_{\nu+2 r}^{-\mu}(z)
$$

and this function is recessive at $z=1$. For the $S$-functions we have

$$
S_{\nu}^{\mu(j)}(z, \gamma)=\frac{\left(z^{2}-1\right)^{-\mu / 2} z^{\mu}}{A_{\nu}^{\mu}\left(\gamma^{2}\right)} \sum_{r=-\infty}^{\infty} a_{\nu, r}^{\mu}\left(\gamma^{2}\right) \psi_{\nu+2 r}^{(j)}(\gamma z), \quad(j=3,4)
$$

where $\psi^{(j)}$ are spherical Bessel functions. $S_{\nu}^{\mu(3)}$ is recessive as $z \rightarrow \infty$ for $0<\arg (z)<\pi$, and $S_{\nu}^{\mu(4)}$ is recessive as $z \rightarrow \infty$ for $-\pi<\arg (z)<0$.

In §6 we shall derive uniform asymptotic expansions for the spheroidal functions $Q s_{\nu}^{\mu}\left(z, \gamma^{2}\right)$ and $\mathrm{Q} s_{\nu}^{-\mu}\left(x, \gamma^{2}\right)$. For brevity we shall only consider the range $|\arg (z)| \leqq \pi / 2$; appropriate connection formulae for spheroidal functions can be used for other ranges of $\arg (z)$.

We use the theory of $\S 5$ of $\mathrm{B} \& \mathrm{D}$. The appropriate Liouville transformation is again given by (2.1), with $x$ replaced by $z$ and $\zeta$ now considered as a complex variable. Integration of the second of (2.1) now yields, in place of (2.2) and (2.3), the following
$z-\zeta$ transformation

$$
\begin{equation*}
\int_{\alpha^{2}}^{\xi} \frac{\left(\alpha^{2}-\xi\right)^{1 / 2}}{2 \xi} d \xi=-\int_{z_{1}}^{x} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}}{1-t^{2}} d t, \quad z \in \Delta, \quad \zeta \in \underline{\Delta} \tag{3.1}
\end{equation*}
$$

where $\Delta$ is a certain subdomain of $|\arg (z)| \leqq \pi / 2$ and $\underline{\Delta}$ is the corresponding $\zeta$ map of this domain. Equation (3.1) as it stands does not give a 1-1 mapping between $z$ and $\zeta$ as there is a singularity in the transformation at $z=z_{2}$. Therefore we shall now choose a branch cut in $\underline{\Delta}$ from $\zeta=\zeta_{2}$ to $\zeta=-\infty$ along the negative real $\zeta$-axis, where $\zeta_{2}$ denotes the map given by (3.1) of $z$ at $z=z_{2}$. With this cut we take the integrands of both sides of (3.1) to be negative when $z$ and $\zeta$ lie in the intervals $\left(1, z_{2}\right)$ and $\left(\zeta_{2}, 0\right)$ respectively, and we take them to be continuous elsewhere in $\Delta$ and $\underline{\Delta}$. Equation (3.1) now gives a continuous 1-1 mapping between the independent variables $z$ and $\zeta$. Domains $\Delta$ and $\underline{\Delta}$ are shown in Figs. 1a and 2; in Fig. 1a, $\Gamma_{1}$ and $\Gamma_{2}$ are conjugate curves given by

$$
\begin{equation*}
\operatorname{Im} \int_{z_{2}}^{z} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}}{1-t^{2}} d t=0 \tag{3.2}
\end{equation*}
$$

A knowledge of the general configuration of the level curves in the $\zeta$-plane, defined by

$$
\operatorname{Im} \Phi_{\mu}^{(j)}\left(\gamma \zeta^{1 / 2}\right) \equiv \operatorname{Re} \int_{\hat{X}_{\mu}^{2}}^{\gamma^{2} \zeta} \frac{\left(\hat{X}_{\mu}^{2}-t\right)^{1 / 2}}{2 t} d t=\text { constant }
$$

is necessary in applying the theory of $\S 5$ of $\mathrm{B} \& \mathrm{D}$. (A definition of $\hat{X}_{\mu}$ is given in the summary (equation (7.13)).) These curves are illustrated in Fig. 2. The corresponding configuration of these curves in the $\zeta$-plane depends mainly on whether $\zeta_{2}$ lies inside or outside the pear-shaped region $S_{\alpha}^{(0)}$ bounded by the level curve $\operatorname{Im} \Phi_{\mu}^{(0)}\left(\gamma \zeta^{1 / 2}\right)=0$, or whether $\zeta_{2}$ lies on this level curve. The three cases are illustrated in Figs. 1b, c, d.

It is straightforward to show that the curve $\operatorname{Im} \Phi_{\mu}^{(0)}\left(\gamma \zeta^{1 / 2}\right)=0$ intersects the negative $\zeta$-axis at $\zeta=-\left(1 / \gamma^{2}\right) \hat{X}_{\mu}^{2}\left(\tau^{2}-1\right)$, where $\tau$ is the positive root of

$$
\begin{equation*}
\left(\frac{\tau+1}{\tau-1}\right)-e^{2 \tau}=0, \quad(\tau=1.19968 \cdots) . \tag{3.3a}
\end{equation*}
$$

It follows then that $\zeta_{2}$ will lie outside $S_{\alpha}^{(0)}$ iff

$$
\begin{equation*}
\left|\zeta_{2}\right|>\frac{1}{\gamma^{2}} \hat{X}_{\mu}^{2}\left(\tau^{2}-1\right) \tag{3.3b}
\end{equation*}
$$

With the transformation (3.1) we obtain (2.7) with $\zeta$ a complex variable. Before we obtain solutions to this equation it is necessary for us to determine the asymptotic behavior of $z$, regarded as a function of $\zeta$, as $|\zeta| \rightarrow \infty$. It is easy to see from (3.1) that

$$
\begin{equation*}
z \sim \mp i|\zeta|^{1 / 2}, \quad(\zeta \rightarrow-\infty \pm i 0) \tag{3.4a}
\end{equation*}
$$

where $\pm i 0$ denotes $\zeta$ above or below the cut running from $\zeta=\zeta_{2}$ to $\zeta=-\infty$. We will, in fact, need the next term in this asymptotic relationship, and this is not so straightforward to deduce.



FIG 1c. Level curves for $\left|\zeta_{2}\right|=\gamma^{-2} \hat{X}_{\mu}^{2}\left(\tau^{2}-1\right)$.


Fig. 1d. Level curves for $\left|\zeta_{2}\right|<\gamma^{-2} \hat{X}_{\mu}^{2}\left(\tau^{2}-1\right)$.


FIG. 2. Domain $\underline{\Delta}$ with level curves $\left.\operatorname{Im} \Phi_{\mu^{(j)}}^{(j)} \gamma \zeta^{1 / 2}\right)=$ constant.

We first determine the asymptotic behavior of $z(\zeta)$ as $\zeta \rightarrow-\infty-i 0$. If we write $\zeta=-R^{2}-i 0$, where $R$ is real and positive, then from (3.4a) we can write the corresponding value of $z(\zeta)$ as

$$
\begin{equation*}
z=i R+\tilde{z}(R) \tag{3.4b}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\tilde{z}(R)}{R}=o(1) \quad \text { as } R \rightarrow \infty, \tag{3.4c}
\end{equation*}
$$

We shall now determine an asymptotic expression for $\tilde{z}$ as $R \rightarrow \infty$. To do so we consider the integral

$$
\begin{equation*}
J(R)=\int_{0}^{i R+\tilde{z}} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}+i t^{2}}{1-t^{2}} d t \tag{3.5}
\end{equation*}
$$

where the path of integration is shown in Fig. 3 and the branches of the square roots are the same as for (2.3). Now if we make the splitting of (3.5) as

$$
\begin{aligned}
J(R)=i \int_{0}^{i R+\tilde{z}} \frac{t^{2}}{1-t^{2}} d t & +\int_{0}^{z_{2}} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}}{1-t^{2}} d t \\
& +\int_{z_{2}}^{i R+\tilde{z}} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}}{1-t^{2}} d t
\end{aligned}
$$



Fig. 3. Path of integration----.
and equate the imaginary parts of both sides, we find on employing (3.2) that

$$
\begin{align*}
\operatorname{Im}\{J(R)\} & =\operatorname{Re} \int_{0}^{i R+\tilde{z}} \frac{t^{2}}{1-t^{2}} d t+\operatorname{Im} \int_{0}^{z_{2}} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}}{1-t^{2}} d t  \tag{3.6}\\
& =-\tilde{z}(R)+\int_{0}^{z_{1}} \frac{\left[\left(z_{1}^{2}-t^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}}{1-t^{2}} d t+\frac{\alpha \pi}{2}
\end{align*}
$$

We next show that the left-hand side of (3.6) is $o(1)$ as $R \rightarrow \infty$; we do this by observing that the integrand of (3.5) is $O\left(t^{-2}\right)$ as $t \rightarrow \infty$ between the imaginary axis and $\Gamma_{1}$, and so from Cauchy's theorem we can deform the contour of integration of $J$ to lie along the imaginary axis as $R \rightarrow \infty$. Thus from (3.4c) and (3.5) we have

$$
J(R)=\int_{0}^{i R} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}+i t^{2}}{1-t^{2}} d t+o(1), \quad(R \rightarrow \infty)
$$

Since the integral of this equation is real we deduce that $\operatorname{Im}\{J(R)\}=o(1)$ as $R \rightarrow \infty$ and therefore from (3.6) we have the desired expression for $\tilde{z}$ :

$$
\begin{equation*}
\tilde{z}(R)=\sigma+\frac{\alpha \pi}{2}+o(1), \quad(R \rightarrow \infty), \tag{3.7a}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma=\int_{0}^{z_{1}} \frac{\left[\left(z_{1}^{2}-t^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}}{1-t^{2}} d t=\int_{\alpha^{2}}^{\zeta_{0}} \frac{\left(t-\alpha^{2}\right)^{1 / 2}}{2 t} d t . \tag{3.7b}
\end{equation*}
$$

The same argument holds when $\zeta \rightarrow-\infty+i 0$, and so from (3.4b) and (3.7a) we have
the following asymptotic behavior of $z(\zeta)$ as $|\zeta| \rightarrow \infty$ :

$$
\begin{equation*}
z=\mp i|\zeta|^{1 / 2}+\sigma+\frac{\alpha \pi}{2}+o(1), \quad(\zeta \rightarrow-\infty \pm i 0) . \tag{3.8}
\end{equation*}
$$

An important consequence of (3.8), on using (2.9), is that the $\zeta$-derivatives

$$
\begin{equation*}
\psi^{(s)}(\alpha, \zeta)=O\left(|\zeta|^{-s-1}\right), \quad(\zeta \rightarrow-\infty \pm i 0) \tag{3.9}
\end{equation*}
$$

We now apply Theorem 3 of $\mathrm{B} \& \mathrm{D}$, with $u$ replaced by $\gamma$, to obtain the following pair of linearly independent solutions of (2.7) holomorphic in $\underline{\Delta}$ :

$$
\begin{align*}
W_{2 n+1}^{(j)}(\gamma, \alpha, \zeta)= & \zeta^{1 / 2} \mathscr{C}_{\gamma \alpha}^{(j)}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{\gamma^{2 s}}  \tag{3.10}\\
& +\frac{\zeta}{\gamma} \mathscr{C}_{\gamma \alpha}^{(j)^{\prime}}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{\gamma^{2 s}}+\varepsilon_{2 n+1}^{(j)}(\gamma, \alpha, \zeta), \quad(j=0,1)
\end{align*}
$$

In (3.10) $n$ is a nonnegative integer, and $\mathscr{C}_{\gamma \alpha}^{(j)}\left(\gamma \zeta^{1 / 2}\right)$ denotes $2 J_{\gamma \alpha}\left(\gamma \zeta^{1 / 2}\right), H_{\gamma \alpha}^{(1)}\left(\gamma \zeta^{1 / 2}\right)$ for $j=0,1$ respectively. We define $\zeta^{1 / 2}$ here such that $0 \leqq \arg \left(\zeta^{1 / 2}\right)<\pi$.

For both solutions we associate a reference point $\tilde{\zeta}^{(j)}$ in $\Delta$ from which error bounds on $\varepsilon_{2 n+1}^{(j)}$ are determined. Since $W_{2 n+1}^{(0)}$ is recessive at $\zeta=0$ we choose $\tilde{\zeta}^{(0)}=0$. For the other solution $W_{2 n+1}^{(1)}$ we shall choose two reference points: $\tilde{\zeta}^{(1)}=-\infty+i 0$ and $\tilde{\zeta}^{(1)}=-\infty-i 0$. We shall denote $W_{2 n+1}^{(1)}$ with reference point $\tilde{\zeta}^{(1)}=-\infty+i 0$ by $W_{2 n+1}^{+}$ and $W_{2 n+1}^{(1)}$ with reference point $\tilde{\zeta}^{(1)}=-\infty-i 0$ by $W_{2 n+1}^{-}$. Both $W_{2 n+1}^{+}$and $W_{2 n+1}^{-}$are expressible in the form (3.10) with $\mathscr{C}_{\gamma \alpha}^{(1)} \equiv H_{\gamma \alpha}^{(1)}$, and both are holomorphic in $\underline{\Delta}$, but the error terms (which we denote by $\varepsilon_{2 n+1}^{+}$and $\varepsilon_{2 n+1}^{-}$) are different in the two cases.

The error functions in (3.10) satisfy the following bounds:
(3.11a)

$$
\begin{aligned}
& \frac{\left|\varepsilon_{2 n+1}^{(0)}(\gamma, \alpha, \zeta)\right|}{\zeta^{1 / 2} M_{\gamma \alpha}^{(2)}\left(\gamma \zeta^{1 / 2}\right)}, \frac{\left|\partial \varepsilon_{2 n+1}^{(0)}(\gamma, \alpha, \zeta) / \partial \zeta\right|}{\frac{1}{2} \gamma N_{\gamma \alpha}^{(2)}\left(\gamma \zeta^{1 / 2}\right)+\frac{1}{2} \zeta^{-1 / 2} M_{\gamma \alpha}^{(2)}\left(\gamma \zeta^{1 / 2}\right)} \\
& \quad \leqq \frac{1}{\gamma^{2 n+1}} \kappa E_{\gamma \alpha}^{(0)}\left(\gamma \zeta^{1 / 2}\right)^{-1} \mathscr{V}_{0, \zeta}\left\{\left(\xi-\alpha^{2}\right)^{1 / 2} B_{n}(\xi)\right\} \exp \left(\frac{\kappa}{\gamma} \mathscr{V}_{0, \xi}\left\{\left(\xi-\alpha^{2}\right)^{1 / 2} B_{0}(\xi)\right\}\right), \\
& \quad \text { when } \zeta \in \underline{\Delta} ;
\end{aligned}
$$

$$
\begin{align*}
\frac{\left|\varepsilon_{2 n+1}^{ \pm}(\gamma, \alpha, \zeta)\right|}{\zeta^{1 / 2} M_{\gamma \alpha}^{(2)}\left(\gamma \zeta^{1 / 2}\right)}, & \frac{\left|\partial \varepsilon_{2 n+1}^{ \pm}(\gamma, \alpha, \zeta) / \partial \zeta\right|}{\frac{1}{2} \gamma N_{\gamma \alpha}^{(2)}\left(\gamma \zeta^{1 / 2}\right)+\frac{1}{2} \zeta^{-1 / 2} M_{\gamma \alpha}^{(2)}\left(\gamma \zeta^{1 / 2}\right)}  \tag{3.11b}\\
\leqq & \frac{1}{\gamma^{2 n+1}} \kappa E_{\gamma \alpha}^{(1)}\left(\gamma \zeta^{1 / 2}\right)^{-1} \mathscr{V}_{\zeta,-\infty \pm i 0}\left\{\left(\xi-\alpha^{2}\right)^{1 / 2} B_{n}(\xi)\right\} \\
& \times \exp \left(\frac{\kappa}{\gamma} \mathscr{V}_{\zeta,-\infty \pm i 0}\left\{\left(\xi-\alpha^{2}\right)^{1 / 2} B_{0}(\xi)\right\}\right),
\end{align*}
$$




Fig. 5a. Domain $\Delta^{+}$with $\left|\zeta_{2}\right|<\gamma^{-2} \hat{X}_{\mu}^{2}\left(\tau^{2}-1\right)$.


Fig. 5b. Domain $\underline{\Delta}^{+}$with $\left|\zeta_{2}\right|<\gamma^{-2} \hat{X}_{\mu}^{2}\left(\tau^{2}-1\right)$.

The weight and modulus functions $E, M$ and $N$, and the constant $\kappa$ are defined as in $\S 5$ of B\&D. All variations in (3.11a, b) are taken on progressive paths (cf. B\&D, (5.14)), and their existence is a consequence of (3.9) (cf. Olver (1974, p. 445)).

We now proceed to identify the solutions (3.10) with standard spheroidal functions. Firstly $(d \zeta / d z)^{1 / 2}\left(z^{2}-1\right)^{1 / 2} P s_{\nu}^{-\mu}\left(z, \gamma^{2}\right)$, considered as a function $\zeta$, and $W_{2 n+1}^{(0)}(\gamma, \alpha, \zeta)$ are both recessive at $\zeta=0$ and both are solutions of (2.7). It follows immediately that there exists a coefficient $C_{2 n+1}^{(0)}$, independent of $z$, such that

$$
\begin{equation*}
P s_{\nu}^{-\mu}\left(z, \gamma^{2}\right)=C_{2 n+1}^{(0)}\left(\frac{\alpha^{2}-\zeta}{\alpha^{2}+\beta^{2}\left(z^{2}-1\right)-\left(z^{2}-1\right)^{2}}\right)^{1 / 4} \zeta^{-1 / 2} W_{2 n+1}^{(0)}(\gamma, \alpha, \zeta) \tag{3.12}
\end{equation*}
$$

We know that (Arscott (1964, p. 171))

$$
\begin{equation*}
P s_{\nu}^{-\mu}\left(z, \gamma^{2}\right)=\frac{A_{\nu}^{-\mu}\left(\gamma^{2}\right)(z-1)^{\mu / 2}}{2^{\mu / 2} \Gamma(1+\mu)}(1+O(|z-1|)), \quad(z \rightarrow 1), \tag{3.13}
\end{equation*}
$$

and so from the same method of determining (2.17) we find from (3.10), (3.12) and (3.13) that

$$
\begin{equation*}
C_{2 n+1}^{(0)}=\frac{1}{2} C_{2 n+1,1} \tag{3.14}
\end{equation*}
$$

Next, we observe that $(d \zeta / d z)^{1 / 2}\left(z^{2}-1\right)^{1 / 2} S_{\nu}^{\mu(3)}(z, \gamma)$, considered as a function of $\zeta$, and $W_{2 n+1}^{-}(\gamma, \alpha, \zeta)$ are both recessive at $\zeta=\infty$ in $\underline{\Delta}^{-}$and are both solutions of (2.7). Therefore we have the identity

$$
\begin{equation*}
S_{\nu}^{\mu(3)}(z, \gamma)=C_{2 n+1}^{-}\left(\frac{\alpha^{2}-\zeta}{\alpha^{2}+\beta^{2}\left(z^{2}-1\right)-\left(z^{2}-1\right)^{2}}\right)^{1 / 4} \zeta^{-1 / 2} W_{2 n+1}^{-}(\gamma, \alpha, \zeta) \tag{3.15}
\end{equation*}
$$

where the coefficient $C_{2 n+1}^{-}$is independent of $\zeta$.
We can conveniently determine this constant by comparing both sides of (3.15) as $\zeta \rightarrow \infty$ in $\Delta^{-}$and $z \rightarrow \infty$ in $\Delta^{-}$(see Fig. 4a). For the left-hand side we have (Meixner and Schäfke (1954, p. 293))

$$
\begin{equation*}
S_{\nu}^{\mu(3)}(z, \gamma)=\frac{e^{i(\gamma z-\pi(\nu+1) / 2)}}{\gamma z}\left(1+O\left(\frac{1}{z}\right)\right), \quad(z \rightarrow \infty) \tag{3.16}
\end{equation*}
$$

For the right-hand side we have the following asymptotic behavior (on using the asymptotic expression for $H_{\mu}^{(1)}\left(\gamma \zeta^{1 / 2}\right)$ with large argument (Abramowitz and Stegun (1965, p. 364)):

$$
\begin{array}{r}
C_{2 n+1}^{-}\left(\frac{2}{\pi \gamma}\right)^{1 / 2} \frac{1}{|z|} e^{i\left(\gamma \zeta^{1 / 2}-\mu \pi / 2-3 \pi / 4\right)}\left\{\sum_{s=0}^{n} \frac{A_{s}(-\infty)}{\gamma^{2 s}}+\frac{1}{\gamma} \sum_{s=0}^{n-1} \frac{\tilde{B}_{s}(-\infty)}{\gamma^{2 s}}+o(1)\right\}  \tag{3.17}\\
(\zeta \rightarrow-\infty-i 0) .
\end{array}
$$

In (3.17) $\tilde{B}_{s}(-\infty) \equiv \lim _{\zeta \rightarrow-\infty}\left\{(-\zeta)^{1 / 2} B_{\mathrm{s}}(\zeta)\right\}$. By comparing (3.16) and (3.17), and invoking (3.8) we obtain the following exact expression for $C_{2 n+1}^{-}$:

$$
\begin{equation*}
i e^{i \chi}\left(\frac{\pi}{2 \gamma}\right)^{1 / 2} e^{\mu \pi i / 2}\left\{\sum_{s=0}^{n} \frac{A_{s}(-\infty)}{\gamma^{2 s}}+\frac{1}{\gamma} \sum_{s=0}^{n-1} \frac{\tilde{B}_{s}(-\infty)}{\gamma^{2 s}}\right\}^{-1} \tag{3.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi=\frac{\mu \pi}{2}-\frac{\nu \pi}{2}+\gamma \sigma-\frac{3 \pi}{4} . \tag{3.19}
\end{equation*}
$$

By the same procedure we find that

$$
\begin{equation*}
S_{\nu}^{\mu(4)}(z, \gamma)=C_{2 n+1}^{+}\left(\frac{\alpha^{2}-\zeta}{\alpha^{2}+\beta^{2}\left(z^{2}-1\right)-\left(z^{2}-1\right)^{2}}\right)^{1 / 4} \zeta^{-1 / 2} W_{2 n+1}^{+}(\gamma, \alpha, \zeta) \tag{3.20}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{2 n+1}^{+}=i e^{-i \chi}\left(\frac{\pi}{2 \gamma}\right)^{1 / 2} e^{\mu \pi i / 2}\left\{\sum_{s=0}^{n} \frac{A_{s}(-\infty)}{\gamma^{2 s}}+\frac{1}{\gamma} \sum_{s=0}^{n-1} \frac{\tilde{B}_{s}(-\infty)}{\gamma^{2 s}}\right\}^{-1} \tag{3.21}
\end{equation*}
$$

We finally remark that $\Delta, \Delta^{-}$and $\Delta^{+}$are not the maximal regions of validity for our uniform expansions for $P s_{\nu}^{-\mu}\left(z, \gamma^{2}\right), S_{\nu}^{\mu(3)}(z, \gamma)$ and $S_{\nu}^{\mu(4)}(z, \gamma)$ respectively; if instead of choosing a branch cut along the negative $\zeta$-axis from $\zeta=\zeta_{2}$ to $\zeta=-\infty$ for the $z-\zeta$ transformation (3.1) we could for instance have chosen the cut to be along the level curve passing through $\zeta_{2}$ (see Fig. 4d). The extended region of validity for the asymptotic expansion for $S_{\nu}^{\mu(4)}$ in this case is shown in Fig. 4c. For the function $P s_{\nu}^{-\mu}$ we could extend the region of the validity $\Delta$ by choosing a cut in the $z$-plane along the real axis from $z=z_{2}$ to $z=\infty$; the region of validity $\Delta$ in this case would be extended to all points in the right-half plane $|\arg (z)| \leqq \pi / 2$ except points on or near this cut. The corresponding $\zeta$-domain $\underline{\Delta}$ would in this case be a Riemann sheet.

However, if one is considering uniform expansions for any pair of $P s_{\nu}^{-\mu}, S_{\nu}^{\mu(3)}$ and $S_{\nu}^{\mu(4)}$ in tandem the branch cut from $\zeta=\zeta_{2}$ to $\zeta=-\infty$ for the $z-\zeta$ transformation would seem to be the most convenient choice. Indeed this is our choice throughout this paper.
4. Uniform approximations for spheroidal functions in a domain containing the turning point $z=z_{2}$. In this section we establish asymptotic expansions that hold in a domain containing the second turning point $z=z_{2}$. The expansions are the standard Airy function approximations for a turning point problem, the theory of which is concisely presented in Olver [1974, Chap. 11]. ${ }^{1}$ As in $\S 3$ the standard solutions we consider are $P s_{\nu}^{-\mu}\left(z, \gamma^{2}\right), S_{\nu}^{\mu(3)}(z, \gamma)$, and $S_{\nu}^{\mu(4)}(z, \gamma)$. We restrict the parameters $\lambda, \mu$ and $\gamma$ to satisfy (1.6) and we only consider values of $z$ such that $|\arg (z)| \leqq \pi / 2$. To avoid a clash of notation with $\S 3$ we shall use the notation of Olver but with each term written with a circumflex ( ${ }^{( }$).

From (3.02) of Olver we see that the appropriate Liouville transformation is

$$
\begin{equation*}
\hat{W}(\hat{\zeta})=\left(\frac{d \hat{\zeta}}{d z}\right)^{1 / 2} w(z), \quad \frac{2}{3} \hat{\zeta}^{3 / 2}=-\int_{z_{2}}^{z} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}}{t^{2}-1} d t \tag{4.1}
\end{equation*}
$$

which throws (1.4) into the form

$$
\begin{equation*}
\frac{d^{2} \hat{W}}{d \hat{\zeta}^{2}}=\left\{\gamma^{2} \hat{\xi}+\hat{\psi}(\hat{\zeta})\right\} \hat{W} \tag{4.2}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{\psi}(\hat{\xi})= & \frac{5}{16 \hat{\zeta}^{2}}-\frac{\hat{\xi\left(z^{2}-1\right)}}{4}  \tag{4.3}\\
& \times\left[\frac{5\left(4 \alpha^{2}+\beta^{4}\right) z^{2}\left(z^{2}-1\right)}{\left(\alpha^{2}+\beta^{2}\left(z^{2}-1\right)-\left(z^{2}-1\right)^{2}\right)^{3}}-\frac{2\left(3 \beta^{2}+2\right) z^{2}-2 \beta^{2}-4}{\left(\alpha^{2}+\beta^{2}\left(z^{2}-1\right)-\left(z^{2}-1\right)^{2}\right)^{2}}\right]
\end{align*}
$$

[^137]In the second of (4.1) we take the branches to have their principal values when $z \in\left(1, z_{2}\right)$ and $\hat{\xi} \in(0, \infty)$, and to be continuous elsewhere. We see that this transformation is a continuous $1-1$ map of the variables $z$ and $\hat{\xi}$ from the domains $\hat{Z}$ to $\underline{\hat{Z}}$ (see Figs. 6a, b). We now record the asymptotic behavior of $z(\hat{\xi})$ as $|\hat{\xi}| \rightarrow \infty$ in $\underline{\hat{Z}}$. Firstly, from (4.1), we find that as $\hat{\xi} \rightarrow \infty$ in the region between the curves $D C$ and $D^{\prime} C^{\prime}$ of Fig. $6 \mathrm{~b}, z(\hat{\zeta}) \rightarrow 1$ such that

$$
\begin{equation*}
z \sim 1+a_{2}(\alpha) \exp \left(-\frac{4}{3 \alpha} \hat{\xi}^{3 / 2}\right), \quad(\alpha>0) \tag{4.4}
\end{equation*}
$$



Fig. 6a. Domain $\hat{Z}$.


Fig. 6b. Domain $\underline{\hat{Z}}$.
where

$$
a_{2}(\alpha)=2\left(\frac{z_{2}-1}{z_{1}+1}\right) e^{\rho_{2}(\alpha)}
$$

with

$$
\rho_{2}(\alpha)=\frac{2}{\alpha} \int_{1}^{z_{2}} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}-\alpha}{t^{2}-1} d t
$$

(cf. (2.10)). Also from (4.1) we find in a similar way to deriving (3.8) that $z \rightarrow \infty$ as $\hat{\xi} \rightarrow-\infty$, such that

$$
\begin{equation*}
z=\frac{2}{3}(-\hat{\zeta})^{3 / 2}+\frac{\alpha \pi}{2}+\sigma+O\left(|\hat{\zeta}|^{-3 / 2}\right) \tag{4.5}
\end{equation*}
$$

where $\sigma$ is given by (3.7b). From (4.3), (4.4) and (4.5) we see that

$$
\begin{equation*}
\hat{\psi}(\hat{\zeta})=O\left(\hat{\zeta}^{-2}\right) \tag{4.6}
\end{equation*}
$$

when $\hat{\zeta} \rightarrow \infty$ in both cases.
We now apply Theorem 9.1 of Olver to (4.2), with $u$ replaced by $\gamma$, to obtain the following solutions holomorphic in $\underline{\hat{Z}}$ :

$$
\begin{equation*}
\hat{W}_{2 n+1, j}(\gamma, \hat{\zeta})=\mathrm{Ai}_{j}\left(\gamma^{2 / 3} \hat{\zeta}\right) \sum_{s=0}^{n} \frac{\hat{A}_{s}(\hat{\xi})}{\gamma^{2 s}}+\frac{\mathrm{Ai}_{j}^{\prime}\left(\gamma^{2 / 3} \hat{\xi}\right)}{\gamma^{4 / 3}} \sum_{s=0}^{n-1} \frac{\hat{B}_{s}(\hat{\xi})}{\gamma^{2 s}}+\hat{\varepsilon}_{2 n+1, j}(\gamma, \hat{\zeta}) \tag{4.7}
\end{equation*}
$$

where $n$ is a nonnegative integer, and

$$
\operatorname{Ai}_{j}(z)=\operatorname{Ai}\left(z e^{-2 \pi i j / 3}\right), \quad(j=0, \pm 1)
$$

Because of (4.6) the variations in the error bounds ( $(9.03)$ of Olver) converge in $\underline{\hat{Z}}$. The reference points $\alpha_{j}$ associated with $\hat{W}_{2 n+1, j}$ are taken to be $+\infty, \infty e^{2 \pi i / 3}, \infty e^{-2 \pi i / 3}$ for $j=0,1,-1$ respectively. With these choices of reference points we find from the known behavior of the Airy function at infinity that the solution $\hat{W}_{2 n+1, j}$ is recessive as $\hat{\zeta} \rightarrow \alpha_{j}(j=0, \pm 1)$. Therefore there exist constants $\hat{C}_{2 n+1, j}(j=0, \pm 1)$ such that

$$
\begin{align*}
& P S_{\nu}^{-\mu}\left(z, \gamma^{2}\right)=\hat{C}_{2 n+1,0}\left(\frac{\hat{\zeta}}{\alpha^{2}+\beta^{2}\left(z^{2}-1\right)-\left(z^{2}-1\right)^{2}}\right)^{1 / 4} \hat{W}_{2 n+1,0}(\gamma, \hat{\zeta})  \tag{4.8}\\
& S_{\nu}^{\mu(3)}\left(z, \gamma^{2}\right)=\hat{C}_{2 n+1,-1}\left(\frac{\hat{\zeta}}{\alpha^{2}+\beta^{2}\left(z^{2}-1\right)-\left(z^{2}-1\right)^{2}}\right)^{1 / 4} \hat{W}_{2 n+1,-1}(\gamma, \hat{\zeta}) \tag{4.9}
\end{align*}
$$

$$
\begin{equation*}
S_{\nu}^{\mu(4)}\left(z, \gamma^{2}\right)=\hat{C}_{2 n+1,1}\left(\frac{\hat{\zeta}}{\alpha^{2}+\beta^{2}\left(z^{2}-1\right)-\left(z^{2}-1\right)^{2}}\right)^{1 / 4} \hat{W}_{2 n+1,1}(\gamma, \hat{\zeta}) \tag{4.10}
\end{equation*}
$$

since, in each of these three equations, the functions on both sides of the equation are solutions of (1.1) that share the same recessive property at $\hat{\xi}=\alpha_{0}, \alpha_{-1}$ and $\alpha_{1}$ respectively.

If we set the integration constants in $\hat{W}_{2 n+1,0}$ so that

$$
\begin{equation*}
\hat{A}_{s}(\infty)=0, \quad(s=1,2, \cdots) \tag{4.11}
\end{equation*}
$$

and allow $z$ to tend to 1 (and correspondingly $\hat{\zeta} \rightarrow \infty$ ) in (4.8) we find, on employing (3.13), (4.4), (4.7) with (1.07) of Olver, that

$$
\begin{equation*}
\hat{C}_{2 n+1,0}=A_{\nu}^{-\mu}\left(\gamma^{2}\right) \frac{2(\mu \pi)^{1 / 2}}{\gamma^{1 / 3} \Gamma(1+\mu)}\left(\frac{a_{2}(\alpha)}{2}\right)^{\mu / 2}\left(1-\frac{1}{\gamma} \sum_{s=0}^{n-1} \frac{\beta_{s}^{+}}{\gamma^{2 s}}\right)^{-1} \tag{4.12}
\end{equation*}
$$

where

$$
\beta_{s}^{+}=\lim _{\xi \rightarrow \infty}\left\{\hat{\zeta}^{1 / 2} \hat{B}_{s}(\hat{\zeta})\right\}, \quad(s=0,1,2, \cdots)
$$

Similarly on letting $\hat{\zeta} \rightarrow \alpha_{-1}$ in (4.9) and $\hat{\zeta} \rightarrow \alpha_{1}$ in (4.10), and using (3.16), (4.5), (4.7) with (1.07) of Olver, we have

$$
\begin{equation*}
\hat{C}_{2 n+1,-1}=2 \pi^{1 / 2} \gamma^{-5 / 6} e^{i(\chi-\pi / 3)}\left(1-\sum_{s=0}^{n-1} \frac{\beta_{s}^{-}}{\gamma^{2 s+1}}\right)^{-1} \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{C}_{2 n+1,1}=2 \pi^{1 / 2} \gamma^{-5 / 6} e^{-i(\chi-\pi / 3)}\left(1-\sum_{s=0}^{n-1} \frac{\beta_{s}^{-}}{\gamma^{2 s+1}}\right)^{-1} \tag{4.14}
\end{equation*}
$$

where

$$
\beta_{s}^{-}=\lim _{\xi \rightarrow \infty}\left\{(-\hat{\zeta})^{1 / 2} \hat{B}_{s}(\hat{\zeta})\right\}, \quad(s=0,1,2, \cdots)
$$

We have set the integration constants in $\hat{W}_{2 n+1,-1}$ and $\hat{W}_{2 n+1,1}$ so that

$$
\hat{A}_{s}(-\infty)=0, \quad(s=1,2, \cdots)
$$

5. The characteristic exponent. There are four parameters associated with the spheroidal wave equation, namely $\lambda, \mu, \gamma$ and the characteristic exponent $\nu$. There exists a transcendental relation among the four parameters; this relation is usually expressed in two ways: $\nu$ considered as a function of $\lambda, \mu, \gamma$, or $\lambda \equiv \lambda_{\nu}^{\mu}\left(\gamma^{2}\right)$ considered as a function of $\nu, \mu, \gamma$. In the special case $\gamma=0$, the spheroidal wave equation degenerates to the associated Legendre equation and the transcendental relationship is known to be

$$
\lambda_{\nu}^{\mu}(0)=(\nu+2 p)(\nu+2 p+1)
$$

or, alternatively

$$
\nu+2 p=\frac{1}{2}\left\{(4 \lambda+1)^{1 / 2}-1\right\}, \quad(p \in \mathbb{Z})
$$

For general values of the parameters, however, there is no explicit relationship in the literature. But we can obtain an asymptotic relationship between $\nu$ and $\lambda, \mu, \gamma$, for large $\gamma$ and $\lambda$, using the results of $\S 3$. This is of particular importance in problems of high-frequency ( $\gamma$ large) scattering by prolate spheroids; as an illustration of the problem the reader is referred to a paper by Sleeman (1969).

We start by considering the well-known analytic continuation formulae (Meixner and Schäfke (1954, p. 293))

$$
\begin{gather*}
S_{\nu}^{\mu(3)}\left(z e^{\pi i}, \gamma\right)=e^{-\nu \pi i} S_{\nu}^{\mu(4)}(z, \gamma)  \tag{5.1}\\
S_{\nu}^{\mu(4)}\left(z e^{\pi i}, \gamma\right)=e^{\nu \pi i} S_{\nu}^{\mu(3)}(z, \gamma)+2 i \sin (\nu \pi) S_{\nu}^{\mu(4)}(z, \gamma) \tag{5.2}
\end{gather*}
$$

where $S_{\nu}^{\mu(3,4)}\left(z e^{\pi i}\right)$ denotes the value of $S_{\nu}^{\mu(3,4)}(z)$ after describing a negative half-circuit about infinity. We now replace the $S$-functions in (5.1) and (5.2) with their uniform approximations of $\S 3$ to obtain an asymptotic expression for $\sin (\nu \pi)$; as will be seen shortly it is convenient to set $z=0-i 0$ in (5.1) and (5.2). Now firstly from (3.15), (3.18), (3.20) and (3.21) we have

$$
\begin{equation*}
S_{\nu}^{\mu(3,4)}(0-i 0, \gamma)=C_{2 n+1} e^{ \pm i \chi}\left\{\mathscr{H}_{2 n+1}\left(\gamma, \alpha, \zeta_{0}\right)+\zeta_{0}^{-1 / 2} \varepsilon_{2 n+1}^{\mp}\left(\gamma, \alpha, \zeta_{0}\right)\right\} \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\nu}^{\mu(3,4)}(0+i 0, \gamma)=C_{2 n+1} e^{ \pm i x}\left\{\mathscr{H}_{2 n+1}\left(\gamma, \alpha, \zeta_{0} e^{2 \pi i}\right)-\zeta_{0}^{-1 / 2} \varepsilon_{2 n+1}^{\mp}\left(\gamma, \alpha, \zeta_{0} e^{2 \pi i}\right)\right\} \tag{5.4}
\end{equation*}
$$

where

$$
C_{2 n+1} \equiv C_{2 n+1}^{-} e^{-i \chi}\left(\frac{\zeta_{0}-\alpha^{2}}{1+\beta^{2}-\alpha^{2}}\right)^{1 / 4}=C_{2 n+1}^{+} e^{i \chi}\left(\frac{\zeta_{0}-\alpha^{2}}{1+\beta^{2}-\alpha^{2}}\right)^{1 / 4}
$$

and
$\mathscr{H}_{2 n+1}(\gamma, \alpha, \zeta) \equiv H_{\mu}^{(1)}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{\gamma^{2 s}}+\frac{\zeta^{1 / 2}}{\gamma} H_{\mu}^{(1)^{\prime}}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{\gamma^{2 s}}, \quad(\mu=\gamma \alpha)$.
Note that in (5.4) we have used the identity

$$
\zeta(0+i 0)=\zeta(0-i 0) e^{2 \pi i} \equiv \zeta_{0} e^{2 \pi i}
$$

in other words a negative half-circuit about infinity from $0-i 0$ to $0+i 0$ in the $z$-plane corresponds to a positive circuit from $\zeta_{0}$ to $\zeta_{0} e^{2 \pi i}$ in the $\zeta$-plane. Indeed, it is this particular property that led us to set $z=0-i 0$ in (5.1) and (5.2).

In order that the error bounds (3.11b) can be applied to $\varepsilon^{+}$and $\varepsilon^{-}$in (5.3) and (5.4) we see from Figs. 4 b and 5 b that we must impose the restriction on $\alpha$ and $\beta$ that $\zeta_{0}$ and $\zeta_{0} e^{2 \pi i}$ must lie in $\underline{\Delta}^{+} \cap \underline{\Delta}^{-}$. In $\S 3$ we saw that this is equivalent to the condition (3.3b); from (3.1) one can show that (3.3b) is equivalent to the condition

$$
\begin{equation*}
\int_{z_{1}}^{z_{2}} \frac{\left[\left(t^{2}-z_{1}^{2}\right)\left(z_{2}^{2}-t^{2}\right)\right]^{1 / 2}}{t^{2}-1} d t>\frac{1}{\gamma} I(\mu) \tag{5.6a}
\end{equation*}
$$

where

$$
\begin{equation*}
I(\mu)=\int_{\mu^{2}\left(\tau^{2}-1\right)}^{\hat{X}_{2}^{2}\left(\tau^{2}-1\right)} \frac{\left(\mu^{2}+t\right)^{1 / 2}}{2 t} d t \tag{5.6b}
\end{equation*}
$$

From the definition of $\hat{X}_{\mu}$ ( $\mathrm{B} \& \mathrm{D}, \S 5$ ) we have $\hat{X}_{\mu}=\mu+O\left(\mu^{-1 / 3}\right)$ as $\mu \rightarrow \infty$, and $\hat{X}_{\mu}>\mu$ for $0 \leqq \mu<\infty$. It follows then that $I(\mu)$ is positive and bounded for $0 \leqq \mu<\infty$.

Now if we choose the integration constants in (3.10) so that

$$
A_{s}\left(\alpha, \zeta_{0}\right)=0, \quad(s=1,2, \cdots, n)
$$

and use the following relation for Hankel functions (with - denoting complex conjugate)

$$
H_{\mu}^{(1)}\left(z e^{\pi i}\right)=-e^{-\mu \pi i} H_{\mu}^{(2)}(z)=-e^{-\mu \pi i} \bar{H}_{\mu}^{(1)}(\bar{z}), \quad(\mu \text { real }),
$$

(see, for example, Olver (1974, pp. 238, 239)), we obtain from (5.5) the following equations

$$
\begin{equation*}
\mathscr{H}_{2 n+1}\left(\gamma, \alpha, \zeta_{0}\right)=H_{\mu}^{(1)}\left(\gamma \zeta_{0}^{1 / 2}\right)+\frac{\zeta_{0}^{1 / 2}}{\gamma} H_{\mu}^{(1)^{\prime}}\left(\gamma \zeta_{0}^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}\left(\alpha, \zeta_{0}\right)}{\gamma^{2 s}}, \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{H}_{2 n+1}\left(\gamma, \alpha, \zeta_{0} e^{2 \pi i}\right)=-e^{-\mu \pi i} \overline{\mathscr{H}}_{2 n+1}\left(\gamma, \alpha, \zeta_{0}\right) . \tag{5.8}
\end{equation*}
$$

From (3.19), (5.1), (5.3), (5.4), (5.8) and (A1) we derive

$$
\begin{equation*}
2 \operatorname{Re}\left[e^{-i(\gamma \sigma-3 \pi / 4)}\left\{\mathscr{H}_{2 n+1}\left(\gamma, \alpha, \zeta_{0}\right)+\zeta_{0}^{-1 / 2} \varepsilon_{2 n+1}^{+}\left(\gamma, \alpha, \zeta_{0}\right)\right\}\right]=0, \tag{5.9}
\end{equation*}
$$

and therefore the exact relation for each $n$

$$
\begin{equation*}
\arg \left\{\mathscr{H}_{2 n+1}\left(\gamma, \alpha, \zeta_{0}\right)+\zeta_{0}^{-1 / 2} \varepsilon_{2 n+1}^{+}\left(\gamma, \alpha, \zeta_{0}\right)\right\}=\gamma \sigma-\frac{\pi}{4}+p_{n} \pi \tag{5.10}
\end{equation*}
$$

where $p_{n}$ is some integer which we determine shortly.
Next from (3.19), (5.2), (5.3), (5.4), (5.8) and (A1) we derive

$$
\begin{align*}
& \sin (\nu \pi)=e^{i(\gamma \sigma-\pi / 4)}\left\{\mathscr{H}_{2 n+1}\left(\gamma, \alpha, \zeta_{0}\right)+\zeta_{0}^{-1 / 2} \varepsilon_{2 n+1}^{+}\left(\gamma, \alpha, \zeta_{0}\right)\right\}^{-1}  \tag{5.11}\\
& \times \operatorname{Re}\left[e^{i(\mu \pi+\gamma \sigma-3 \pi / 4)}\left\{\mathscr{H}_{2 n+1}\left(\gamma, \alpha, \zeta_{0}\right)+\zeta_{0}^{-1 / 2} \varepsilon_{2 n+1}^{-}\left(\gamma, \alpha, \zeta_{0}\right)\right\}\right]
\end{align*}
$$

and on employing the relation (5.10) this reduces to the following expression for $\sin (\nu \pi)$ :

$$
\begin{align*}
\sin (\nu \pi)=e^{-p_{n} \pi} \mid & \mathscr{H}_{2 n+1}\left(\gamma, \alpha, \zeta_{0}\right)+\left.\zeta_{0}^{-1 / 2} \varepsilon_{2 n+1}^{+}\left(\gamma, \alpha, \zeta_{0}\right)\right|^{-1}  \tag{5.12}\\
& \times \operatorname{Re}\left[e^{i(\mu \pi+\gamma \sigma-3 \pi / 4)}\left\{\mathscr{H}_{2 n+1}\left(\gamma, \alpha, \zeta_{0}\right)+\zeta_{0}^{-1 / 2} \varepsilon_{2 n+1}^{-}\left(\gamma, \alpha, \zeta_{0}\right)\right\}\right]
\end{align*}
$$

This is the first important result of this section. We will show shortly that $p_{n}=0$, provided $\gamma$ is sufficiently large for each value of $n$. Equation (5.12) gives then an asymptotic expansion for $\sin (\nu \pi)$ for large $\gamma$. With the restrictions (1.6) and (5.6a) applying the error terms $\varepsilon^{+}$and $\varepsilon^{-}$in this equation can be bounded by (3.11b).

Note that the Hankel functions in (5.12) are of the form

$$
H_{\mu}^{(1)}(\mu \omega)
$$

where $\omega$ is real, positive and greater than 1 , and therefore they are of oscillatory nature as $\mu \rightarrow \infty$. We shall now replace these functions in (5.12) with their "Debye"-type approximations to obtain a more simple approximation for $\sin (\nu \pi)$. The price we pay for this is that the expression we obtain contains more error terms; bounds are given.

For simplicity we set $n=1$ in (5.12). The Debye approximations for the Hankel functions can be expressed as
$H_{\gamma \alpha}^{(1)}\left(\gamma \zeta_{0}^{1 / 2}\right)=\left(\frac{2}{\gamma \pi}\right)^{1 / 2}\left(\zeta_{0}-\alpha^{2}\right)^{-1 / 4} e^{i(\gamma \sigma-\pi / 4)}\left\{1-\frac{i}{24 \gamma}\left(3 \zeta_{0}+2 \alpha^{2}\right)\left(\zeta_{0}-\alpha^{2}\right)^{-3 / 2}+\delta_{0}\right\}$, and

$$
\begin{equation*}
H_{\gamma \alpha}^{(1)^{\prime}}\left(\gamma \zeta_{0}^{1 / 2}\right)=i\left(\frac{2}{\gamma \pi}\right)^{1 / 2} \zeta_{0}^{-1 / 2}\left(\zeta_{0}-\alpha^{2}\right)^{1 / 4} e^{i(\gamma \sigma-\pi / 4)}\left\{1+\delta_{0}^{\prime}\right\}, \tag{5.14}
\end{equation*}
$$

where $\delta_{0}$ and $\delta_{0}^{\prime}$ are constants which satisfy the following bounds for $\alpha^{2}<\zeta_{0}$ (Olver (1974, p. 377)):

$$
\begin{equation*}
\left|\delta_{0}\right| \leqq \frac{2}{\gamma^{2}} \mathscr{V}_{0, q}\left(U_{2}\right) \exp \left\{\frac{2}{\gamma} \mathscr{V}_{0, q}\left(U_{1}\right)\right\} \tag{5.15}
\end{equation*}
$$

$$
\begin{equation*}
\left|\delta_{0}^{\prime}\right| \leqq \frac{1}{2 \gamma} \zeta_{0}\left(\zeta_{0}-\alpha^{2}\right)^{-3 / 2}+\left(1+\frac{\zeta_{0}^{2}}{4 \gamma^{2}}\left(\zeta_{0}-\alpha^{2}\right)^{-3}\right)^{1 / 2} \frac{2}{\gamma} \mathscr{V}_{0, q}\left(U_{1}\right) \exp \left\{\frac{2}{\gamma} \mathscr{V}_{0, q}\left(U_{1}\right)\right\} \tag{5.16}
\end{equation*}
$$

with

$$
q=-i\left(\zeta_{0}-\alpha^{2}\right)^{-1 / 2}, \quad U_{1}=\frac{\left(3 q-5 \alpha^{2} q^{3}\right)}{24}
$$

and

$$
U_{2}=\frac{81 q^{2}-462 \alpha^{2} q^{4}+385 \alpha^{4} q^{6}}{1152} .
$$

Now from (5.7), (5.13), (5.14) and

$$
B_{0}\left(\alpha, \zeta_{0}\right)=-\left(\zeta_{0}-\alpha^{2}\right)^{-1 / 2} \int_{\alpha^{2}}^{\zeta_{0}}\left(t-\alpha^{2}\right)^{-1 / 2} \psi(\alpha, t) d t
$$

(see (2.9a) of B\&D) we have

$$
\begin{align*}
& \mathscr{H}_{3}\left(\gamma, \alpha, \zeta_{0}\right)+\zeta_{0}^{-1 / 2} \varepsilon_{3}^{+}\left(\gamma, \alpha, \zeta_{0}\right)  \tag{5.17}\\
& \quad=\left(\frac{2}{\gamma \pi}\right)^{1 / 2}\left(\zeta_{0}-\alpha^{2}\right)^{-1 / 4} e^{i(\gamma \sigma-\pi / 4)}\left(1-\frac{i}{\gamma} b(\alpha)\right)\left(1+\eta^{ \pm}(\gamma, \alpha)\right)
\end{align*}
$$

where

$$
\begin{align*}
& b(\alpha)=\int_{\alpha^{2}}^{\zeta_{0}}\left(t-\alpha^{2}\right)^{-1 / 2} \psi(\alpha, t) d t+\frac{1}{24}\left(3 \zeta_{0}+2 \alpha^{2}\right)\left(\zeta_{0}-\alpha^{2}\right)^{-3 / 2},  \tag{5.18}\\
& \tilde{\varepsilon}^{ \pm}(\gamma, \alpha)= \delta_{0}-\frac{i}{\gamma} \delta_{0}^{\prime} \int_{\alpha^{2}}^{\zeta_{0}}\left(t-\alpha^{2}\right)^{-1 / 2} \psi(\alpha, t) d t  \tag{5.19}\\
&+\left(\frac{\pi \gamma}{2 \zeta_{0}}\right)^{1 / 2}\left(\zeta_{0}-\alpha^{2}\right)^{1 / 4} e^{i(\pi / 4-\gamma \sigma)} \varepsilon_{3}^{ \pm}\left(\gamma, \alpha, \zeta_{0}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\eta^{ \pm}(\gamma, \alpha)=\frac{\tilde{\varepsilon}^{ \pm}(\gamma, \alpha)}{1-i \gamma^{-1} b(\alpha)} . \tag{5.20}
\end{equation*}
$$

We see from (5.7), (5.13) and (5.14) that $p_{n}=0$ in (5.10) provided, for each value of $n$, $\gamma$ is sufficiently large.

It follows then from (5.12) and (5.17) that $\nu$ satisfies

$$
\begin{equation*}
\sin (\nu \pi)=\left|\frac{1+\eta^{-}}{1+\eta^{+}}\right| \sin \left(\mu \pi+2 \gamma \sigma-\tan ^{-1} \frac{b}{\gamma}-\frac{\pi}{2}+\arg \left(1+\eta^{-}\right)\right) . \tag{5.21}
\end{equation*}
$$

This is the second important result of this section. Note that from (5.20) and Jordan's inequality

$$
|\varphi| \leqq \frac{\pi}{2}|\tan (\varphi)|, \quad\left(0 \leqq \varphi<\frac{\pi}{2}\right)
$$

we obtain the following bounds for sufficiently large $\gamma$ :

$$
\begin{align*}
& \left|\eta^{ \pm}\right| \leqq\left|\tilde{\varepsilon}^{ \pm}\right|,  \tag{5.22}\\
& \left|\arg \left(1+\eta^{-}\right)\right| \leqq \frac{\pi}{2}\left|\tan \left(\arg \left(1+\eta^{-}\right)\right)\right| \leqq \frac{\pi}{2}\left|\eta^{-}\right| . \tag{5.23}
\end{align*}
$$

Equation (5.21) then provides an asymptotic relationship between $\nu, \lambda, \mu$ and $\gamma$, for large $\gamma$ and $\lambda$, with the restrictions (1.6) and (5.6a) applying. All the error terms in (5.21) have explicit bounds under these restrictions and they are $O\left(1 / \gamma^{2}\right)$ for large $\gamma$.

From (1.2), (1.5), (3.7b) and (5.21) we have in terms of the original parameters the relation

$$
\begin{equation*}
\nu_{r}=\theta+\varepsilon, \tag{5.24}
\end{equation*}
$$

where $\nu_{r}$ denotes the range of numbers $-\nu-1+2 r$ and $\nu+2 r(r=0, \pm 1, \pm 2, \cdots)$ and where

$$
\begin{align*}
& \theta \equiv \mu+\frac{2}{\pi} \int_{0}^{z_{1}} \frac{\left[\gamma^{2}\left(1-t^{2}\right)^{2}+\lambda\left(1-t^{2}\right)-\mu^{2}\right]^{1 / 2}}{1-t^{2}} d t-\frac{1}{\pi} \tan ^{-1} \frac{b}{\gamma}-\frac{1}{2},  \tag{5.25}\\
& z_{1}=\frac{1}{\gamma}\left[\gamma^{2}-\frac{1}{2}\left(\left(\lambda^{2}+4 \mu^{2} \gamma^{2}\right)^{1 / 2}-\lambda\right)\right]^{1 / 2}, \tag{5.26}
\end{align*}
$$

and $\varepsilon$ is given implicitly by the equation

$$
\begin{equation*}
\left|\frac{1+\eta^{-}}{1+\eta^{+}}\right| \sin \left(\theta \pi+\arg \left(1+\eta^{-}\right)\right)=\sin (\theta \pi+\varepsilon \pi) \tag{5.27}
\end{equation*}
$$

An upper bound for $|\sin (\varepsilon \pi)|$ is readily derived from (5.27), but we will not record details here. However, from this bound we find that

$$
\begin{equation*}
\sin (\varepsilon \pi)=O\left(\min \left\{\gamma^{-2}|\cos (\theta \pi)|^{-1}, \gamma^{-1}\right\}\right) . \tag{5.28}
\end{equation*}
$$

An interesting observation from (5.27), (5.28) is that if $\delta$ is a fixed arbitrary number such that

$$
\begin{equation*}
|\cos (\theta \pi)| \geqq \delta>0, \tag{5.29}
\end{equation*}
$$

then, for sufficiently large $\gamma, \varepsilon$ is real and $O\left(1 / \gamma^{2}\right)$, and therefore from (5.24) it is seen that $\nu$ is real in the same circumstances.

Finally, let us set $\mu=0$ in (5.24) and (5.25). We obtain in this particular case the relation

$$
\nu_{r} \sim \frac{2}{\pi}\left(\gamma^{2}+\lambda\right)^{1 / 2} E\left(\frac{\gamma}{\left(\gamma^{2}+\lambda\right)^{1 / 2}}\right)-\frac{1}{2},
$$

where $E$ is the complete elliptic integral of the second kind (see Gradshteyn and Ryzhik (1980, p. 905)). This approximation is the same as the eigenvalue equation (3.24) of Miles (1975). (In Miles' notation $\gamma^{2} \Leftrightarrow c^{2}, \nu \Leftrightarrow n, \lambda+\gamma^{2} \Leftrightarrow \lambda$ and $\lambda / \gamma^{2} \Leftrightarrow-\beta^{2}$.)
6. Uniform approximations for the spheroidal functions $\mathbf{Q} s_{\nu}{ }^{-\mu}\left(x, \gamma^{2}\right)$ and $Q s_{\nu}^{\mu}\left(z, \gamma^{2}\right)$. In this section we derive asymptotic expansions for large $\gamma$ for the spheroidal functions Qs,Qs. The results will be uniformly valid in the real case for $0 \leqq x<1$, and in the complex case for $z \in \Delta^{+} \cap \Delta^{-}$(see Figs. 4a, 5a). They will also be uniformly valid for all values of $\nu, \lambda, \mu, \gamma$ satisfying the restrictions (1.6), (5.6a) and (5.29). (The last restriction will be explained shortly.)

We first turn to the problem of deriving a uniform approximation for the spheroidal function $Q s$. Unfortunately this function is not recessive anywhere in the complex plane and therefore we cannot identify directly with the functions given by (3.10). We overcome this difficulty by using the fact that

$$
\begin{equation*}
Q s_{\nu}^{\mu}\left(z, \gamma^{2}\right) \propto\left\{e^{\nu \pi i} S_{\nu}^{\mu(3)}(z, \gamma)-e^{-\nu \pi i} S_{\nu}^{\mu(4)}(z, \gamma)\right\} \tag{6.1}
\end{equation*}
$$

and then replacing the RHS of (6.1) with the uniform approximations of $\S 3$ for the $S$-functions. However, a difficulty arises in this method if $\nu$ is close to $\frac{1}{2}(\bmod 1)$, for then severe cancellations take place on the right-hand side of (6.1) in the domain $\Delta^{+} \cap \Delta^{-}$where both $S$-functions are dominant. (From (5.21) and (5.25) we see that $\nu \equiv \frac{1}{2}$ $(\bmod 1)$ implies that $\cos (\theta \pi)$ is $O\left(1 / \gamma^{2}\right)$ for large $\gamma$.) As Arscott (1964) remarks, the case when $\nu \equiv \frac{1}{2}(\bmod 1)$ is exceptional in a very large part of the theory of spheroidal functions; it appears that this case has not been treated in much detail in the literature. The results in this section are valid for $\nu$ bounded away from $\frac{1}{2}(\bmod 1)$ for large $\gamma$.

It follows now from (3.10), (3.15), (3.18), (3.20), (3.21) and (6.1) that there exists a constant $C_{2 n+1}^{*}$ such that

$$
\begin{align*}
& Q s_{\nu}^{\mu}\left(z, \gamma^{2}\right)=C_{2 n+1}^{*}\left(\frac{\alpha^{2}-\zeta}{\alpha^{2}+\beta^{2}\left(z^{2}-1\right)-\left(z^{2}-1\right)^{2}}\right)^{1 / 4}  \tag{6.2}\\
& \quad \times\left\{H_{\mu}^{(1)}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{\gamma^{2 s}}+\frac{\zeta^{1 / 2}}{\gamma} H_{\mu}^{(1)}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{\gamma^{2 s}}+\zeta^{-1 / 2} \varepsilon_{2 n+1}^{*}(\gamma, \alpha, \zeta)\right\},
\end{align*}
$$

where

$$
\begin{equation*}
\varepsilon_{2 n+1}^{*}(\gamma, \alpha, \zeta)=\frac{1}{2 i} \operatorname{cosec}(\nu \pi+\chi)\left\{e^{i(\nu \pi+\chi)} \varepsilon_{2 n+1}^{+}(\gamma, \alpha, \zeta)-e^{-i(\nu \pi+\chi)} \varepsilon_{2 n+1}^{-}(\gamma, \alpha, \zeta)\right\} . \tag{6.3}
\end{equation*}
$$

From (3.11b) and (6.3) we have the following bounds for $\varepsilon^{*}$ :

$$
\begin{align*}
& \frac{\left|\varepsilon_{2 n+1}^{*}(\gamma, \alpha, \zeta)\right|}{\zeta^{1 / 2} M_{\gamma \alpha}^{(2)}\left(\gamma \zeta^{1 / 2}\right)}, \frac{\left|\partial \varepsilon_{2 n+1}^{*}(\gamma, \alpha, \zeta) / \partial \zeta\right|}{\frac{1}{2} \gamma N_{\gamma \alpha}^{(2)}\left(\gamma \zeta^{1 / 2}\right)+\frac{1}{2} \zeta^{-1 / 2} M_{\gamma \alpha}^{(2)}\left(\gamma \zeta^{1 / 2}\right)}  \tag{6.4}\\
& \leqq \frac{\kappa E_{\gamma \alpha}^{(1)}\left(\gamma \zeta^{1 / 2}\right)^{-1}}{2 \gamma^{2 n+1}|\sin (\nu \pi+\chi)|} \\
& \quad \times\left[\mathscr{V}_{\zeta,-\infty+i 0}\left\{\left(\xi-\alpha^{2}\right)^{1 / 2} B_{n}(\xi)\right\} \exp \left(\frac{\kappa}{\gamma} \mathscr{V}_{\zeta,-\infty+i 0}\left\{\left(\xi-\alpha^{2}\right)^{1 / 2} B_{0}(\xi)\right\}\right)\right. \\
& \left.\quad+\mathscr{V}_{\zeta,-\infty-i 0}\left\{\left(\xi-\alpha^{2}\right)^{1 / 2} B_{n}(\xi)\right\} \exp \left(\frac{\kappa}{\gamma} \mathscr{V}_{\zeta,-\infty-i 0}\left\{\left(\xi-\alpha^{2}\right)^{1 / 2} B_{0}(\xi)\right\}\right)\right],
\end{align*}
$$

when $\zeta \in \underline{\Delta}^{+} \cap \underline{\Delta}^{-}$(see Figs. 4b and 5b). In deriving (6.4) we have made use of the fact that $\nu$ is real-a consequence of the restriction (5.29).

Now from (5.24) and the definition (3.19) of $\chi$ we have

$$
\begin{equation*}
\sin (\nu \pi+\chi)=-\cos \left(\theta \pi+\frac{1}{2} \tan ^{-1} \frac{b(\alpha)}{\gamma}+\frac{\varepsilon \pi}{2}\right), \tag{6.5}
\end{equation*}
$$

and so (5.29) and (6.5) give the bound

$$
\begin{equation*}
\frac{1}{|\sin (\nu \pi+\chi)|} \leqq \frac{1}{\delta-\left|\sin \left((1 / 2) \tan ^{-1}(b(\alpha) / \gamma)+\varepsilon \pi / 2\right)\right|} \tag{6.6}
\end{equation*}
$$

The bounds (6.4) and (6.6) together establish the uniform validity of (6.2) for $z \in \Delta^{+} \cap \Delta^{-}$. The constant of proportionality $C_{2 n+1}^{*}$ could be determined by comparing both sides of (6.2) as $z \rightarrow 1$ and $\zeta(z) \rightarrow 0$. However, the expression for $C_{2 n+1}^{*}$ derived by this method would include a constant for which only an explicit upper bound could be given (cf. B\&D, eq. (4.18)).

We therefore determine $C_{2 n+1}^{*}$ as follows. Firstly we use the relation (Meixner and Schäfke (1954, p. 287))

$$
\begin{equation*}
i \pi \frac{\Gamma(\nu+\mu+1)}{\Gamma(\nu-\mu+1)} \mathrm{Ps}_{\nu}^{-\mu}\left(y, \gamma^{2}\right)=-e^{-\mu \pi i / 2} Q s_{\nu}^{\mu}\left(y+i 0, \gamma^{2}\right)+e^{-3 \mu \pi i / 2} Q s_{\nu}^{\mu}\left(y-i 0, \gamma^{2}\right) \tag{6.7}
\end{equation*}
$$

$$
(-1<y<1)
$$

with (2.14), (6.2) and (A6) to obtain the following:

$$
\begin{align*}
& i \pi \frac{\Gamma(\nu+\mu+1)}{\Gamma(\nu-\mu+1)} C_{2 n+1,1}\left\{\mathscr{J}_{2 n+1}(\gamma, \alpha, y)+y^{-1 / 2} \varepsilon_{2 n+1,1}(\gamma, \alpha, y)\right\}  \tag{6.8}\\
& \quad=2 e^{-3 \mu \pi i / 2} C_{2 n+1}^{*}\left\{\mathscr{J}_{2 n+1}(\gamma, \alpha, y)+\operatorname{Re}\left[(y+i 0)^{-1 / 2} \varepsilon_{2 n+1}^{*}(\gamma, \alpha, y+i 0)\right]\right\}
\end{align*}
$$

where

$$
\begin{equation*}
\mathscr{J}_{2 n+1}(\gamma, \alpha, y) \equiv J_{\mu}\left(\gamma y^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, y)}{\gamma^{2 s}}+\frac{y^{1 / 2}}{\gamma} J_{\mu}^{\prime}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, y)}{\gamma^{2 s}} . \tag{6.9}
\end{equation*}
$$

We observe that the second term on the right-hand side of (6.8) must be recessive at $y=0$ since all other terms in this equation are recessive at $y=0$. From (6.3), (A2) and (A3) we therefore deduce that

$$
\begin{align*}
\operatorname{Re}\left(\varepsilon_{2 n+1}^{*}(y+i 0)\right)=\int_{0}^{y} K(y, \xi)[- & \frac{1}{\gamma^{2 n}}\left\{\left(\alpha^{2}-\xi\right)^{1 / 2} B_{n}(\alpha, \xi)\right\}^{\prime} \xi^{1 / 2} J_{\mu}\left(\gamma \xi^{1 / 2}\right)  \tag{6.10}\\
& \left.+\left(\alpha^{2}-\xi\right)^{-1 / 2} \psi(\alpha, \xi) \operatorname{Re}\left(\varepsilon_{2 n+1}^{*}(\xi+i 0)\right)\right] d \xi
\end{align*}
$$

where
$K(y, \xi)=\pi\left(\alpha^{2}-\xi\right)^{1 / 2}\left\{y^{1 / 2} Y_{\mu}\left(\gamma y^{1 / 2}\right) \xi^{-1 / 2} J_{\mu}\left(\gamma \xi^{1 / 2}\right)-y^{1 / 2} J_{\mu}\left(\gamma y^{1 / 2}\right) \xi^{-1 / 2} Y_{\mu}\left(\gamma \xi^{1 / 2}\right)\right\}$.
This is precisely the integral equation satisfied by $\varepsilon_{2 n+1,1}$ (B\&D, eq. (3.3)) and therefore it follows that

$$
\operatorname{Re}\left(\varepsilon_{2 n+1}^{*}(\gamma, \alpha, y+i 0)\right)=\varepsilon_{2 n+1,1}(\gamma, \alpha, y)
$$

From (6.8) we therefore have the exact relationship

$$
\begin{equation*}
C_{2 n+1}^{*}=\frac{i \pi}{2} e^{3 \mu \pi i / 2} \frac{\Gamma(\nu+\mu+1)}{\Gamma(\nu-\mu+1)} C_{2 n+1,1} . \tag{6.11}
\end{equation*}
$$

We finally turn to the problem of establishing a uniform asymptotic expansion for $\mathrm{Q} s_{\nu}^{-\mu}\left(x, \gamma^{2}\right)$ when $x \in[0,1)$. Given the relation (Meixner and Schäfke (1954, p. 287))

$$
\begin{equation*}
\mathrm{Q} s_{\nu}^{-\mu}\left(x, \gamma^{2}\right)=\frac{\Gamma(\nu-\mu+1)}{2 \Gamma(\nu+\mu+1)}\left(e^{-\mu \pi i / 2} Q s_{\nu}^{\mu}\left(x+i 0, \gamma^{2}\right)+e^{-3 \mu \pi i / 2} Q_{\nu}^{\mu}\left(x-i 0, \gamma^{2}\right)\right) \tag{6.12}
\end{equation*}
$$

one deduces from (6.2), (6.11) and (A6) that

$$
\begin{align*}
\mathrm{Q} s_{\nu}^{-\mu}\left(x, \gamma^{2}\right)= & -\frac{\pi}{2} C_{2 n+1,1}\left(\frac{\alpha^{2}-\zeta}{\alpha^{2}-\beta^{2}\left(1-x^{2}\right)-\left(1-x^{2}\right)^{2}}\right)^{1 / 4}  \tag{6.13}\\
& \times\left[Y_{\mu}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{\gamma^{2 s}}+\frac{\zeta^{1 / 2}}{\gamma} Y_{\mu}^{\prime}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{\gamma^{2 s}}\right. \\
& \left.\quad+\operatorname{Im}\left\{(\zeta+i 0)^{-1 / 2} \varepsilon_{2 n+1}^{*}(\gamma, \alpha, \zeta+i 0)\right\}\right]
\end{align*}
$$

7. Summary. For reference we now collect the principal results of this paper, re-expressed in terms of the original variables $z$ (complex) or $x$ (real), and the original parameters $\lambda, \mu, \gamma$ of the defining differential equation (1.1).

We introduce a transformed independent variable $\zeta$ that is an increasing function of $x$, and a continuous function of $\lambda, \mu, \gamma$ and $z$. When $z \equiv x$ is real with $0 \leqq x<1, \zeta$ is
defined by equations (2.2) and (2.3). In these equations $\alpha, \beta, z_{1}$ and $z_{2}$ are given by

$$
\begin{align*}
& \alpha=\frac{\mu}{\gamma},  \tag{7.1a}\\
& \beta^{2}=\frac{\lambda}{\gamma^{2}},  \tag{7.1b}\\
& z_{1}^{2}=1+\frac{\lambda}{2 \gamma^{2}}-\frac{1}{2 \gamma^{2}}\left(\lambda^{2}+4 \mu^{2} \gamma^{2}\right)^{1 / 2},  \tag{7.2a}\\
& z_{2}^{2}=1+\frac{\lambda}{2 \gamma^{2}}+\frac{1}{2 \gamma^{2}}\left(\lambda^{2}+4 \mu^{2} \gamma^{2}\right)^{1 / 2} . \tag{7.2b}
\end{align*}
$$

When $z$ is complex $\zeta$ is defined by (3.1).
Next, we introduce a function $\psi$ which is given by (2.9). With this equation for $\psi$, functions $A_{s}(\zeta)$ and $B_{s}(\zeta)(s=0,1,2, \cdots)$ are defined recursively by $(2.9 \mathrm{a}, \mathrm{b})$ of $\mathrm{B} \& \mathrm{D}$, in which the $\lambda_{s}$ are chosen such that

$$
\begin{equation*}
A_{s}(0)=0, \quad(s=1,2,3, \cdots) \tag{7.3}
\end{equation*}
$$

The following expansions are uniformly valid for $\gamma>0, \mu \geqq 0$ and

$$
\begin{align*}
& 0 \leqq \frac{\mu^{2}}{\gamma^{2}} \leqq 1+A,  \tag{7.4}\\
& A^{\prime} \leqq \frac{\lambda}{\gamma^{2}} \leqq A^{\prime \prime} \tag{7.5}
\end{align*}
$$

where $A, A^{\prime}$ and $A^{\prime \prime}$ are arbitrary real constants such that $0 \leqq A<A^{\prime} \leqq A^{\prime \prime}<\infty$;

$$
\begin{align*}
\mathrm{Ps}_{\nu}^{-\mu}\left(x, \gamma^{2}\right)= & C_{2 n+1,1}\left(\frac{\mu^{2}-\gamma^{2} \zeta}{\mu^{2}-\lambda\left(1-x^{2}\right)-\gamma^{2}\left(1-x^{2}\right)^{2}}\right)^{1 / 4}  \tag{7.6}\\
& \times\left[J_{\mu}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\zeta)}{\gamma^{2 s}}+\frac{\zeta^{1 / 2}}{\gamma} J_{\mu}^{\prime}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\zeta)}{\gamma^{2 s}}+\zeta^{-1 / 2} \varepsilon_{2 n+1,1}(\zeta)\right],
\end{align*}
$$

$$
\begin{align*}
P s_{\nu}^{-\mu}\left(z, \gamma^{2}\right)= & \frac{1}{2} C_{2 n+1,1}\left(\frac{\mu^{2}-\gamma^{2} \zeta}{\mu^{2}+\lambda\left(z^{2}-1\right)-\gamma^{2}\left(z^{2}-1\right)^{2}}\right)^{1 / 4}  \tag{7.7}\\
& \times\left[J_{\mu}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\zeta)}{\gamma^{2 s}}+\frac{\zeta^{1 / 2}}{\gamma} J_{\mu}^{\prime}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\zeta)}{\gamma^{2 s}}+\zeta^{-1 / 2} \varepsilon_{2 n+1}^{(0)}(\zeta)\right]
\end{align*}
$$

$$
\begin{align*}
S_{\nu}^{\mu(3,4)}(z, \gamma) & =C_{2 n+1}^{\mp}\left(\frac{\mu^{2}-\gamma^{2} \zeta}{\mu^{2}+\lambda\left(z^{2}-1\right)-\gamma^{2}\left(z^{2}-1\right)^{2}}\right)^{1 / 4}  \tag{7.8}\\
& \times\left[H_{\mu}^{(1)}\left(\gamma \zeta^{\zeta^{1 / 2}}\right) \sum_{s=0}^{n} \frac{A_{s}(\zeta)}{\gamma^{2 s}}+\frac{\zeta^{1 / 2}}{\gamma} H_{\mu}^{(1)}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\zeta)}{\gamma^{2 s}}+\zeta^{-1 / 2} \varepsilon_{2 n+1}^{\mp}(\zeta)\right] .
\end{align*}
$$

The coefficient $C_{2 n+1,1}$ is given by

$$
\begin{align*}
C_{2 n+1,1}= & A_{\nu}^{-\mu}\left(\gamma^{2}\right)\left(\frac{1-z_{1}}{\mu^{2}}\right)^{\mu / 2}\left(1+z_{1}\right)^{-\mu / 2}\left(1+\frac{\mu}{\gamma^{2}} \sum_{s=0}^{n-1} \frac{B_{s}(0)}{\gamma^{2 s}}\right)^{-1}  \tag{7.9}\\
& \times \exp \left\{\mu+\int_{z_{1}}^{1} \frac{\left[\mu^{2}-\left(1-t^{2}\right)-\gamma^{2}\left(1-t^{2}\right)^{2}\right]^{1 / 2}-\mu}{1-t^{2}} d t\right\}
\end{align*}
$$

The coefficients $C_{2 n+1}^{ \pm}$are given by

$$
\begin{equation*}
C_{2}^{ \pm}+1=i e^{\mp i \chi}\left(\frac{\pi}{2 \gamma}\right)^{1 / 2} e^{\mu \pi i / 2}\left(\sum_{s=0}^{n} \frac{A_{s}(-\infty)}{\gamma^{2 s}}+\frac{1}{\gamma} \sum_{s=0}^{n-1} \frac{\tilde{B}_{s}(-\infty)}{\gamma^{2 s}}\right)^{-1}, \tag{7.10}
\end{equation*}
$$

in which

$$
\begin{equation*}
\chi=\frac{\mu \pi}{2}-\frac{\nu \pi}{2}+\int_{0}^{z_{1}} \frac{\left[\gamma^{2}\left(1-t^{2}\right)^{2}+\lambda\left(1-t^{2}\right)-\mu^{2}\right]^{1 / 2}}{1-t^{2}} d t-\frac{3 \pi}{4}, \tag{7.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{B}_{s}(-\infty)=\lim _{\zeta \rightarrow-\infty}\left\{(-\zeta)^{1 / 2} B_{s}(\zeta)\right\} . \tag{7.12}
\end{equation*}
$$

The error term $\varepsilon_{2 n+1,1}$ in (7.6) is uniformly bounded by (3.8) of $\mathrm{B} \& \mathrm{D}$ for $0 \leqq x<1$. The error term $\varepsilon_{2 n+1}^{(0)}$ is uniformly bounded by (3.11a) for $z \in \Delta$ (see Fig. 1a). The error terms $\varepsilon_{2 n+1}^{ \pm}$are uniformly bounded by (3.11b) for $z \in \Delta^{ \pm}$(see Figs. 4a and 5a).

A uniform relationship between $\lambda, \mu, \gamma$ and the characteristic exponent $\nu$ is given as follows. Firstly we define $\hat{X}_{\mu}$ to be the smallest root of

$$
\begin{equation*}
J_{\hat{\mu}}(x)+Y_{\hat{\mu}}(x)=0, \tag{7.13}
\end{equation*}
$$

where $\hat{\mu}$ is the real (nonnegative) solution of

$$
\begin{equation*}
\mu=\hat{\mu}-c(\hat{\mu} / 2)^{1 / 3} \tag{7.14}
\end{equation*}
$$

in which $c$ denotes the negative root of smallest absolute value of the equation $\operatorname{Ai}(x)=$ $\operatorname{Bi}(x)(c=-0.36605 \cdots)$. Then under the restrictions (7.4), (7.5), and in addition the restriction

$$
\begin{equation*}
\int_{z_{1}}^{z_{2}} \frac{\left[\mu^{2}+\lambda\left(t^{2}-1\right)-\gamma^{2}\left(t^{2}-1\right)^{2}\right]^{1 / 2}}{t^{2}-1} d t>\int_{\mu^{2}\left(\tau^{2}-1\right)}^{\hat{X}^{2}\left(\tau^{2}-1\right)} \frac{\left(\mu^{2}+t\right)^{1 / 2}}{2 t} d t \tag{7.15}
\end{equation*}
$$

where $\tau$ is defined by (3.3a), we have the following:

$$
\begin{align*}
& \text { 16) } \begin{aligned}
\sin (\nu \pi)= & \left|H_{\mu}^{(1)}\left(\gamma \zeta_{0}^{1 / 2}\right)+\frac{\zeta_{0}^{1 / 2}}{\gamma} H_{\mu}^{(1)^{\prime}}\left(\gamma \zeta_{0}^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}\left(\zeta_{0}\right)}{\gamma^{2 s}}+\zeta_{0}^{-1 / 2} \varepsilon_{2 n+1}^{+}\left(\zeta_{0}\right)\right|^{-1} \\
\times & \operatorname{Re}\left[\exp \left(i\left\{\mu \pi-\frac{3 \pi}{4}+\int_{0}^{z_{1}} \frac{\left[\gamma^{2}\left(1-t^{2}\right)^{2}+\lambda\left(1-t^{2}\right)-\mu^{2}\right]^{1 / 2}}{1-t^{2}} d t\right\}\right)\right. \\
& \left.\times\left\{H_{\mu}^{(1)}\left(\gamma \zeta_{0}^{1 / 2}\right)+\frac{\zeta_{0}^{1 / 2}}{\gamma} H_{\mu}^{(1)}\left(\gamma \zeta_{0}^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}\left(\zeta_{0}\right)}{\gamma^{2 s}}+\zeta_{0}^{-1 / 2} \varepsilon_{2 n+1}^{-}\left(\zeta_{0}\right)\right\}\right] .
\end{aligned} . \tag{7.16}
\end{align*}
$$

In (7.16) $\zeta_{0}$ denotes the value of $\zeta(x)$ at $x=0$, and $B_{s}(\zeta)(s=0,1,2, \cdots, n-1)$ are given by ( $2.9 \mathrm{a}, \mathrm{b}$ ) of $\mathrm{B} \& \mathrm{D}$, with $\lambda_{s}$ chosen such that $A_{s}\left(\zeta_{0}\right)=0(s=1,2, \cdots, n)$.

Under the restrictions (7.4), (7.5), (7.15), and in addition the restriction

$$
\begin{equation*}
\cos \left(\mu \pi+2 \int_{0}^{z_{1}} \frac{\left[\gamma^{2}\left(1-t^{2}\right)^{2}+\lambda\left(1-t^{2}\right)-\mu^{2}\right]^{1 / 2}}{1-t^{2}} d t\right) \geqq \delta>0, \tag{7.17}
\end{equation*}
$$

where $\delta$ is an arbitrary fixed number, we have the following uniform asymptotic expansions:

$$
\begin{align*}
Q s_{\nu}^{\mu}\left(z, \gamma^{2}\right)= & \frac{i \pi}{2} e^{3 \mu \pi i / 2} \frac{\Gamma(\nu+\mu+1)}{\Gamma(\nu-\mu+1)} C_{2 n+1,1}\left(\frac{\mu^{2}-\gamma^{2} \zeta}{\mu^{2}+\lambda\left(z^{2}-1\right)-\gamma^{2}\left(z^{2}-1\right)^{2}}\right)^{1 / 4}  \tag{7.18}\\
& \times\left[H_{\mu}^{(1)}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\zeta)}{\gamma^{2 s}}+\frac{\zeta^{1 / 2}}{\gamma} H_{\mu}^{(1)}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\zeta)}{\gamma^{2 s}}+\zeta^{-1 / 2} \varepsilon_{2 n+1}^{*}(\zeta)\right],
\end{align*}
$$

$$
\begin{align*}
& \mathrm{Q} s_{\nu}^{-\mu}\left(x, \gamma^{2}\right)=-\frac{\pi}{2} C_{2 n+1,1}\left(\frac{\mu^{2}-\gamma^{2} \zeta}{\mu^{2}-\lambda\left(1-x^{2}\right)-\gamma^{2}\left(1-x^{2}\right)^{2}}\right)^{1 / 4}  \tag{7.19}\\
& \quad \times\left[Y_{\mu}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\zeta)}{\gamma^{2 s}}+\frac{\zeta^{1 / 2}}{\gamma} Y_{\mu}^{\prime}\left(\gamma \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\zeta)}{\gamma^{2 s}}\right. \\
& \\
& \left.\quad+\operatorname{Im}\left\{(\zeta+i 0)^{-1 / 2} \varepsilon_{2 n+1}^{*}(\zeta+i 0)\right\}\right]
\end{align*}
$$

Equation (7.18) is uniformly valid for $z \in \Delta^{+} \cap \Delta^{-}$, and (7.19) is uniformly valid for $0 \leqq x<1$. The error term $\varepsilon_{2 n+1}^{*}$ is uniformly bounded under the above-mentioned restrictions by (6.4).

Appendix. Analytic continuation of the error functions. We prove the following

$$
\begin{equation*}
\bar{\varepsilon}_{2 n+1}^{+}(\gamma, \alpha, y \pm i 0)=e^{\mu \pi i} \varepsilon_{2 n+1}^{-}(\gamma, \alpha, y \mp i 0), \quad\left(0<y \leqq \zeta_{0}\right), \tag{A1}
\end{equation*}
$$

where ${ }^{-}$denotes complex conjugate.
The error functions $\varepsilon^{+}, \varepsilon^{-}$are solutions of the integral equation
(A2)

$$
\begin{aligned}
& \varepsilon_{2 n+1}^{ \pm}(\gamma, y, \zeta)=\int_{-\infty \pm i 0}^{\zeta} K(\zeta, \xi)\left[-\frac{1}{\gamma^{2 n}}\left\{\left(\xi-\alpha^{2}\right)^{1 / 2} B_{n}(\gamma, \xi)\right\}^{\prime} \xi^{1 / 2} H_{\mu}^{(1)}\left(\gamma \xi^{1 / 2}\right)\right. \\
&\left.+\left(\xi-\alpha^{2}\right)^{-1 / 2} \psi(\alpha, \xi) \varepsilon_{2 n+1}^{ \pm}(\gamma, \alpha, \xi)\right] d \xi
\end{aligned}
$$

where
(A3)

$$
K(\zeta, \xi)=\pi\left(\xi-\alpha^{2}\right)^{1 / 2}\left(\frac{\zeta}{\xi}\right)^{1 / 2}\left\{H_{\mu}^{(1)}\left(\gamma \zeta^{1 / 2}\right) H_{\mu}^{(2)}\left(\gamma \xi^{1 / 2}\right)-H_{\mu}^{(2)}\left(\gamma \xi^{1 / 2}\right) H_{\mu}^{(1)}\left(\gamma \xi^{1 / 2}\right)\right\} .
$$

If we set $\zeta=y \pm i 0$ in (A2) and take conjugates of both sides, we have the following equation for $\bar{\varepsilon}^{+}$:
(A4)

$$
\begin{aligned}
& \bar{\varepsilon}_{2 n+1}^{+}(\gamma, \alpha, y \pm i 0)=\int_{-\infty+i 0}^{y \pm i 0} \bar{K}(y \pm i 0, \xi)\left[-\frac{1}{\gamma^{2 n}}\left\{\left(\bar{\xi}-\alpha^{2}\right)^{1 / 2} B_{n}(\alpha, \bar{\xi})\right\}^{\prime} \bar{\xi}^{1 / 2} \bar{H}_{\mu}^{(1)}\left(\gamma \xi^{1 / 2}\right)\right. \\
&\left.+\left(\bar{\xi}-\alpha^{2}\right)^{-1 / 2} \psi(\alpha, \bar{\xi}) \bar{\varepsilon}_{2 n+1}^{+}(\gamma, \alpha, \xi)\right] d \bar{\xi}
\end{aligned}
$$

If we make the change of variable in (A4) of

$$
\omega=\bar{\xi} e^{2 \pi i}, \quad(0 \leqq \arg (\omega)<2 \pi)
$$

and use the identities

$$
\bar{H}_{\mu}^{(1)}\left(\gamma \xi^{1 / 2}\right)=-e^{\mu \pi i} H_{\mu}^{(1)}\left(\gamma \omega^{1 / 2}\right)
$$

and $\bar{K}(y \pm i 0, \xi)=K(y \mp i 0, \omega)$, (see Olver (1974, pp. 238 and 239) ), we find that
(A5) $e^{-\mu \pi i \bar{\varepsilon}_{2 n+1}^{+}}(\gamma, \alpha, y \pm i 0)=\int_{-\infty-i 0}^{y \pm i 0} K(y \mp i 0, \omega)$

$$
\begin{aligned}
\times & {\left[-\frac{1}{\gamma^{2 n}}\left\{\left(\omega-\alpha^{2}\right)^{1 / 2} B_{n}(\alpha, \omega)\right\}^{\prime} \omega^{1 / 2} H_{\mu}^{(1)}\left(\gamma \omega^{1 / 2}\right)\right.} \\
& \left.+\left(\omega-\alpha^{2}\right)^{-1 / 2} \psi(\alpha, \omega) e^{-\mu \pi i \bar{\varepsilon}_{2 n+1}^{+}}\left(\gamma, \alpha, \bar{\omega} e^{2 \pi i}\right)\right] d \omega ;
\end{aligned}
$$

(A1) now follows from the observation that (A5) is precisely the integral equation (A2) satisfied by $\varepsilon_{2 n+1}^{-}(\gamma, \alpha, y \mp i 0)$.

Finally we find from (6.3) and (A1) that if $\nu$ is real (a sufficient condition is (5.29)) then the following analytic continuation formula for $\varepsilon^{*}$ holds

$$
\begin{equation*}
\bar{\varepsilon}_{2 n+1}^{*}(\gamma, \alpha, y+i 0)=e^{\mu \pi i} \varepsilon_{2 n+1}^{*}(\gamma, \alpha, y-i 0) \tag{A6}
\end{equation*}
$$
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[^42]:    ${ }^{1}$ There is a more precise assertion for $\alpha<1$ :

    $$
    Y_{1}(s)=a_{1}(-s)^{\alpha}+o\left((-s)^{\alpha}\right), \quad s \rightarrow 0^{-} .
    $$

    ${ }^{2}$ Using (25) directly and footnote 1 we find for $\alpha<1$ that

    $$
    \bar{Y}(s)=\bar{a} s+O\left((-s)^{\tilde{\tilde{\alpha}}}\right), \quad s \rightarrow 0^{-},
    $$

    where $\tilde{\tilde{\alpha}}:=\min (1+\alpha, 3 \alpha)$.

[^43]:    ${ }^{3}$ There is strong evidence that $\alpha+q \geqq 1$ also holds in general, under the hypotheses H1-H5.

[^44]:    ${ }^{4}$ That is, the $\varepsilon$-dependent interval containing the unstable point (and overlapping with the interval $J^{*}$ of Theorem 2) where the solution of the IVP (5), (6) cannot be approximated by a solution of the reduced system (5) ${ }_{\varepsilon=0}$ (cf. [6] and Part II of this paper).

[^45]:    ${ }^{5}$ Since $2 q \geqq \hat{\alpha}+q$ (cf. Lemma 1), there is strong evidence that always $2 q \geqq 1$ (cf. footnote 3 ) and therefore $q_{1} \leqq 2 q$ is automatically satisfied.
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[^47]:    est presque standard. On montre [6] que toute fonction de classe $S^{0}$ est proche d'une unique fonction standard continue, et toute fonction de classe $S^{1}$ est proche d'une unique fonction standard de classe $C^{1}$. On définit de manière analogue les fonctions de classe $S^{n}$ [6].
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[^54]:    ${ }^{1}$ St.-Venant solutions for linear isotropic materials are very familiar, thus our restriction here. Less well known is that they may be defined for any (homogeneous, let us say) material satisfying

    $$
    S^{\prime}[\varepsilon] \cdot \varepsilon \geqq \alpha_{0}|\varepsilon|^{2}, \quad \varepsilon=\varepsilon^{T}, \quad \alpha_{0}>0,
    $$

    a fact known to St.-Venant. The conclusions of this work hold also in the anisotropic case. Additional discussion of this may be found in [5].
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    are conformal symmetries of (*) even when $E \neq 0$. This reflects the fact that solutions for $E \neq 0$ can be mapped to those for $E=0$ by the $E$-dependent relation (2.10).
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